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P R E F A C E

THE CRISIS I DIDN’T SEE COMING

On Saturday, September 20, 2008, I became chairman of the UK 
Financial Services Authority. Lehman Brothers had failed the pre-

vious Monday; AIG had been rescued by the Federal Reserve on the 
Tuesday. Seventeen days later I was with Alistair Darling, UK finance 
minister, and Mervyn King, governor of the Bank of England, discuss-
ing with the major UK banks the need for public capital injections. The 
UK government ended up owning 85% of the Royal Bank of Scotland 
and 45% of Lloyds Bank Group. We faced the biggest financial crisis in 
80 years. Seven days before I started, I had had no idea we were on the 
verge of disaster.

Nor did almost everyone in the central banks, regulators, or finance 
ministries, nor in financial markets or major economics departments. 
In April 2006, the International Monetary Fund (IMF) had described in 
detail how financial innovation had made the global financial system 
more stable. In summer 2007 the first signs of distress were seen as man-
ageable liquidity problems. In summer 2008 most experts agreed that 
the point of maximum danger in this financial crisis had already passed. 
And even after the meltdown of autumn 2008, neither official commen-
tators nor financial markets anticipated how deep and long lasting 
would be the post- crisis recession. Almost nobody foresaw that interest 
rates in major advanced economies would stay close to zero for at least 
6 years. Almost no one predicted that the eurozone would suffer a severe 
crisis.

I held no official policy role before the crisis. But if I had, I would 
have made the same errors. As a director of a major bank, I was careful 
to understand evolving macroeconomic and financial risks. My career 
had involved extensive experience in private finance, but in the 1990s I 
had also advised finance ministries and central banks in Eastern Europe  

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
  

         
 



xii  PREFACE

and Russia about overall financial system design. I thought I understood 
financial system risks. But in some crucial ways I did not.

My lack of foresight did not reflect blind faith in free financial mar-
kets. I always believed that financial markets were susceptible to surges 
of irrational exuberance: I was unconvinced by the Efficient Market 
Hypothesis. In a book I wrote in 2001 I included a chapter titled “Global 
Finance: Engine of Growth or Dangerous Casino?” As chair of the United 
Kingdom’s Pensions Commission in 2006 I argued that we needed 
strong state intervention to ensure that long- term savers got value for 
money. But I had no inkling that advanced economy financial systems 
could collapse as they did in autumn 2008, nor that crisis would be fol-
lowed by a near decade of lost growth.

From 2009 on I played a major role in global financial reform. In 
endless meetings with colleagues from around the world, we forged the 
new Basel III bank capital standard; we designed special regulations for 
globally systemically important banks. We inched forward toward regu-
lations to curtail shadow banking risks.

In those debates I was a hawk— arguing for higher capital and liquid-
ity requirements and tighter market controls. I think we achieved a lot. 
But as the depth of our post- crisis problems became apparent, I was in-
creasingly convinced that our reforms failed to address the fundamental 
issues, and that we were wrong to assume that economies would recover 
if only we could restore confidence in the banking system.

The reforms we agreed to sought to make the financial system itself 
more stable and banks less likely to fail. That is very important. But fi-
nancial system fragility alone cannot explain why the post- crisis Great 
Recession was so deep and recovery has been so weak.

To understand that, I found I had to return to questions usually ig-
nored amid practical policy design. We need to ask why debt contracts 
exist, what benefits they bring, and what risks they inevitably create. 
We need to question whether banks should exist at all. And we need to 
recognize that developments seemingly only tangentially related to fi-
nancial stability— the fact that richer people devote an increasing share 
of their income to buying real estate, and that inequality has increased 
across the advanced economies— are as important to the story as the 
technical details of financial regulation.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



ThE CRISIS I DIDN’T SEE COMING  xiii

Radical policy implications follow. I now believe that banks should 
operate with leverage levels (the ratio of total assets to equity) more like 
five than the twenty- five or higher that we allowed before the crisis. And 
I argue that governments and central banks should sometimes stimulate 
economies by printing money to finance increased fiscal deficits. To 
many people the first proposal is absurdly radical and the second dan-
gerously irresponsible; to many, too, they appear contradictory. But I 
hope to convince you that they are entirely consistent and appropriate, 
given the causes of the 2007– 2008 crisis and the severe post- crisis reces-
sion. In 2008 I had no idea that I would make such proposals.

Nor in 2008 did I understand the huge risks facing the eurozone. Ear-
lier indeed, I had argued in principle in favor of European monetary 
union. I recognized some of the risks involved, but not the most crucial 
ones. Radical changes are essential if the eurozone is to succeed: if they 
cannot be agreed to, it would be better for it to break up.

The 2007– 2008 crisis also has major implications for the discipline of 
economics. Most mainstream economics failed to provide the insights 
that could have alerted us to danger; worse indeed, influential theories 
and models assumed that extreme instability was impossible. Of course 
the failure was not universal: there were always many schools of thought. 
And many economists, whom I cite in this book, have done excellent 
work explaining why financial markets are imperfect and how financial 
systems can amplify instability. But I still found it striking that to under-
stand the causes and consequences of 2008, I had to return to the insights 
of early and mid- twentieth- century economists, such as Knut Wicksell, 
Friedrich Hayek, John Maynard Keynes, and Irving Fisher. And I had to 
discover the writings of Hyman Minsky, a late twentieth- century econ-
omist largely marginalized by the mainstream of the discipline.

In August 2009 some comments I made caused a stir: I said that some 
pre- crisis financial activity had been “socially useless.” Originally reported 
in a worthy but small- circulation intellectual magazine, my phrase 
gained notoriety but also considerable support. Most people assumed I 
was referring to the exotica of “shadow banking,” to the complex struc-
tured credit securities traded between major financial firms in ever in-
creasing volumes in the pre- crisis years. That was indeed what I then had 
in mind. I felt then and still do that if amid the turmoil of 2008 we had 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



xiv  PREFACE

managed to mislay the instructions for how to create a CDO- squared, 
humanity would be no worse off.

But increasingly I came to believe that the most fundamental prob-
lems of financial and economic instability are created not by activities 
that we would quite happily see disappear entirely, but by activities— 
such as lending money to someone to buy a house— which in moderate 
amounts are clearly valuable, but on an excessive scale can cause eco-
nomic disaster. This book makes that argument.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



BETWEEN DEBT AND THE DEVIL

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



I N T R O D U C T I O N

TOO IMPORTANT TO BE LEFT TO THE BANKERS

For many decades before the 2007– 2008 crisis, finance got big-
ger relative to the real economy. Its share of the U.S. and UK econo-

mies tripled between 1950 and the 2000s. Stock- market turnover in-
creased dramatically as a percentage of GDP. On average across advanced 
economies private- sector debt increased from 50% of national income 
in 1950 to 170% in 2006.1 Trading in foreign exchange grew far faster 
than exports and imports; trading in commodities far faster than com-
modity production. Capital flows back and forth among countries grew 
far more rapidly than long- term real investment. From 1980 on, the 
growth was turbocharged by the financial innovations of securitization 
and derivatives; by 2008 there were $400 trillion of derivative contracts 
outstanding.

This growth rang few alarm bells. Most economists, financial regula-
tors, and central banks believed that increasing financial activity and 
innovation were strongly beneficial. More complete and liquid markets, 
it was confidently asserted, ensured more efficient allocation of capital, 
fostering higher productivity. Financial innovations made it easier to pro-
vide credit to households and companies, enabling more rapid economic 
growth. Empirical studies suggested that “financial deepening”— an in-
crease in private- sector debt as a percentage of GDP— made economies 
more efficient. More sophisticated risk- control systems, meanwhile, 
ensured that complexity was not at the expense of stability, and new 
systems for originating and distributing credit, rather than holding it on 
bank balance sheets, were believed to be dispersing risks into the hands 
of those best placed to manage it.

Not only, moreover, had the financial system become safer and more 
efficient: economies had also become more stable because of better central 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



2  INTRODUCTION

bank policies based on sound economic theory. Provided independent 
central banks ignored short- term political pressures and achieved low 
and stable inflation, a “Great Moderation” of steady growth seemed as-
sured. Robert Lucas, then president of the American Economic Associ-
ation, concluded in 2003 that “the central problem of depression pre-
vention has been solved, for all practical purposes, and has in fact been 
solved for many decades.”2

The Great Moderation ended in the crisis of 2007– 2008, and in a se-
vere post- crisis “Great Recession.” The economic harm caused by this 
crisis has been enormous. Millions of people lost homes because of un-
affordable debts; millions also suffered unemployment. The percentage 
of the U.S. population that is employed fell to a 35- year low, and despite 
limited recovery after 2013 is still far below the pre- crisis level.3 The 
Spanish unemployment rate grew from 8% in 2007 to 26% in 2013 and 
has so far fallen only to 24%.4 In the United Kingdom surprisingly 
strong jobs growth was accompanied until 2014 by falling real wages, 
and per capita income remains below its 2007 peak. Public debts have 
increased dramatically, and fiscal austerity programs have been intro-
duced in response. Economic recovery is now under way, but in the 
United States it has been weak, in the United Kingdom dangerously un-
balanced, and in the eurozone anemic. The fact that we are now slowly 
recovering from a deep and long- lasting recession must not blind us to 
the reality that the 2007– 2008 crash was an economic catastrophe.

This catastrophe was entirely self- inflicted and avoidable. It was not 
the result of war or political turmoil, nor the consequence of competi-
tion from emerging economies. Unlike the problems of stagflation— 
simultaneous high inflation and high unemployment— which afflicted 
several developed countries in the 1970s, it did not derive from under-
lying tensions over income distribution, from profligate governments 
allowing public deficits to run out of control, or from powerful trade 
unions able to demand inflationary pay claims.

Instead this was a crisis whose origins lay in the dealing rooms of 
London and New York, in a global financial system whose enormous 
personal rewards had been justified by the supposedly great economic 
benefits that financial innovation and increased financial activity were 
delivering.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



TOO IMPORTANT TO BE LEFT TO ThE BANKERS  3

Many people are therefore legitimately angry about individual banks 
and bankers, and are concerned that few have been punished. Many 
bankers lent money recklessly to U.S. subprime mortgage borrowers or 
to Irish, Spanish, or British real estate developers. And some acted dis-
honestly, manipulating the LIBOR5 rate or knowingly selling securities 
whose value they doubted to investors whose acumen they disparaged.

But important though the incompetence and dishonesty of some 
bankers was, it was not a fundamental driver of the crisis, any more 
than the misbehavior of individual financiers in 1920s America was of 
more than peripheral importance to the origins of the 1930s Great 
Depression.

As for regulatory reform, much focus has been placed on making 
sure that no bank is “too big to fail” and that taxpayers never again have 
to bail out the banks as they did in autumn 2008. That is certainly very 
important. But focus on the too- big- to- fail problem also misses the vital 
issue. Government bailout costs were the small change of the harm pro-
duced by the financial crisis. In the United States the total direct cost of 
government support for the banking system is likely to be negative: the 
Federal Reserve has sold all its capital injections into banks at a profit, 
and made a positive return on its provision of liquidity to the financial 
system. Across the advanced economies overall bailout and support 
costs will be at most 3% of GDP.6

The full economic cost of the crash and post- crisis recession is far 
bigger. On average in advanced economies public debt increased by 34% 
of GDP between 2007 and 2014.7 But even more importantly, national 
incomes and living standards in many countries are 10% or more below 
where they could have been  and are likely to remain there,  not for a year, 
but for year after year in perpetuity. It is on this loss we should focus, 
and such a loss could be suffered again even if we managed to create a 
regulatory regime that ensured we never again had to put public money 
into failing banks.

Neither bankers threatened by prison nor a no- bailout regime will 
guarantee a more stable financial system, and a fixation on these issues 
threatens to divert us from the underlying causes of financial instability.

The fundamental problem is that modern financial systems left to 
themselves inevitably create debt in excessive quantities, and in particular 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



4  INTRODUCTION

debt that does not fund new capital investment but rather the purchase 
of already existing assets, above all real estate. It is that debt creation 
which drives booms and financial busts: and it is the debt overhang left 
over by the boom that explains why recovery from the 2007– 2008 finan-
cial crisis has been so anemic.

But from the point of view of private profit- maximizing banks, even 
when run by good competent honest bankers, debt creation that is ex-
cessive in aggregate can seem rational, profitable, and socially useful. It 
is like a form of economic pollution. Heating a house or fueling a car is 
socially valuable, but the carbon emissions produced have a harmful 
effect on the climate. Lending a family money to buy a house can be 
socially useful, but too much mortgage debt in total can make the econ-
omy unstable. So debt pollution, like environmental pollution, must be 
constrained by public policy.

One objective of this book is therefore to define the policies needed 
to prevent excessive debt creation leading to future financial crises: these 
policies need to go far beyond current regulatory reforms. The second  
is to propose how to escape from the debt overhang which past policy 
errors have bequeathed and which continues to depress economic 
growth across the developed world: doing that will require policies pre-
viously considered taboo. Finally I aim to identify why mainstream mod-
ern economics failed to see the crisis coming, and why it so confidently 
asserted that increasing financial activity had made the world a safer 
place. To do that, we need to return to the insights about credit, money, 
and banks on which an earlier generation of economists focused, but 
which modern economics has largely ignored.

Inefficient Markets and Dangerous Debt

All financial markets are to different degrees imperfect and subject to 
surges of exuberance and then despair, which take prices far from ra-
tional equilibrium levels and can result in inefficient misallocation of 
capital resources. That reality, explored in Chapter 2, means that more 
financial activity is not always beneficial, and should make us very wary 
of strongly free market approaches to financial regulation. Free financial 
markets can generate more trading activity than is socially beneficial: so 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



TOO IMPORTANT TO BE LEFT TO ThE BANKERS  5

financial transaction taxes are in principle justified. And financial firms 
enjoy more opportunities than in other sectors of the economy to make 
money without truly adding value— to extract economic “rent.” Policy 
interventions to protect investors against exploitation are justified and 
often essential. Free financial markets alone, moreover, are not suffi-
cient to ensure adequate support for the investment and innovation 
that drive forward economic progress: governments have often played 
important roles.

But the inevitable inefficiency and irrational volatility of financial 
markets does not in itself justify a fundamental shift in policy approach. 
Even imperfect and inefficient markets can still play a valuable eco-
nomic role. The irrational exuberance of the Internet boom and bust of 
the late 1990s and early 2000 certainly produced large economic waste, 
but it also helped foster the development of the Internet. A perfect plan-
ner could have done better but no such perfect planner exists. And in 
her absence, financial markets will usually allocate capital better than 
governments will.

We must therefore focus not on some unattainable perfection, but on 
the most important causes of the 2007– 2008 crisis and post- crisis reces-
sion. Those lay in the specific nature of debt contracts, and in the ability 
of banks and shadow banks to create credit and money.

Many religions and moral philosophies have been wary of debt con-
tracts. Aristotle described money lending as the “most hated sort” of 
wealth getting, since “it makes the gain out of money itself and not from 
the natural object of it.” Islam condemns debt contracts as inherently 
unfair: they make the borrower pay a fixed return even if the economic 
project which the borrowing financed has failed. But many economists 
and economic historians argue that debt contracts play a crucial role in 
capitalist growth, and their arguments are convincing. The very fact that 
debt contracts deliver a predefined return almost certainly made it possi-
ble to mobilize savings and capital investment— whether for nineteenth- 
century railways or twentieth- century manufacturing plants— which 
would not have been forthcoming if all investment contracts had to take 
a more risky equity form.

But the fixed nature of debt contracts also has inevitable adverse con-
sequences. As Chapters 3 and 4 explain, it means that debt is likely to be 
created in excessive quantities. And it means that the more debt there is 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



6  INTRODUCTION

in an economy, beyond some level, the less stable that economy will in-
evitably be.

The dangers of excessive and harmful debt creation are inherent to 
the nature of debt contracts. But they are hugely magnified by the exis-
tence of banks, and by the predominance of particular categories of lend-
ing. Read almost any economics or finance textbook, and it will describe 
how banks take money from savers and lend it to business borrowers, 
allocating money among alternative capital investment projects. But as 
a description of what banks do in modern economies, this is danger-
ously fictitious for two reasons. First, because banks do not intermediate 
already existing money, but create credit, money, and purchasing power 
which did not previously exist.8 And second, because the vast majority 
of bank lending in advanced economies does not support new business 
investment but instead funds either increased consumption or the pur-
chase of already existing assets, in particular real estate and the urban 
land on which it sits.

As a result, unless tightly constrained by public policy, banks make 
economies unstable. Newly created credit and money increases pur-
chasing power. But if locationally desirable urban real estate is in scarce 
supply, the result is not new investment but asset price increases, which 
induce yet more credit demand and yet more credit supply. At the core 
of financial instability in modern economies, this book argues, lies the 
interaction between the infinite capacity of banks to create new credit, 
money, and purchasing power, and the scarce supply of irreproducible 
urban land. Self- reinforcing credit and asset price cycles of boom and 
bust are the inevitable result.

Such cycles are inherent to any highly leveraged banking system. But 
they can also be generated by the complex chains of nonbank debt orig-
ination, trading, and distribution— “the shadow banking system”— which 
developed ahead of the 2007– 2008 crisis. Indeed, as Chapter 6 argues, 
the development of more complex and liquid markets in credit securi-
ties increased the dangers of volatility; and the very techniques that were 
supposed to control risk actually increased it. If debt can be a form of 
economic pollution, a more complicated and sophisticated debt creation 
engine can make the pollution worse. The net effect of pre- crisis finan-
cial innovation was to give us the credit cycle on steroids, and the crash 
of 2008.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



TOO IMPORTANT TO BE LEFT TO ThE BANKERS  7

The depth of the recession that followed, however, is explained less by 
the internal features of the financial system than by the simple fact that 
after years of rapid credit growth, many companies and households were 
overleveraged. Once confidence in rising asset prices cracked, they cut 
investment and consumption in an attempt to reduce their debts. That 
attempted deleveraging in turn has stymied economic recovery.

The crash itself was thus caused both by excessive real economy lever-
age and by multiple deficiencies in the financial system itself; but the 
main reason recovery has been slow and weak is not that the financial 
system is still impaired, but the scale of the debt burden accumulated 
over the preceding decades.

The Conundrum: Do We Need Ever More Credit  
to Grow Our Economies?

For 50 years, private- sector leverage— credit divided by GDP— grew rap-
idly in all advanced economies; between 1950 and 2006 it more than tri-
pled. But that poses a crucial question: was this credit growth necessary?

Leverage increased because credit grew faster than nominal GDP. In 
the two decades before 2008 the typical picture in most advanced econ-
omies was that credit grew at about 10– 15% per year versus 5% annual 
growth in nominal national income. And it seemed at the time that such 
credit growth was required to ensure adequate economic growth. If cen-
tral banks had increased interest rates to slow the credit growth, our 
standard theory suggests that that would have led to lower real growth. 
The same pattern and the same policy assumptions can now be seen in 
many emerging economies, including in particular China: each year 
credit grows faster than GDP so that leverage rises, and that credit 
growth appears necessary to drive the economies forward.

But if that is really true, we face a severe dilemma. We seem to need 
credit to grow faster than GDP to keep economies growing at a reason-
able rate, but that leads inevitably to crisis, debt overhang, and post- 
crisis recession. We seem condemned to instability in an economy in-
capable of balanced growth with stable leverage.

Is that true, and are future crises, as bad as 2007– 2008, therefore in-
evitable? My answer is no, and I argue in this book that it should be 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



8  INTRODUCTION

possible and is essential to develop a less credit- intensive growth model. 
But I also argue that it will only be possible if we recognize and respond 
to three underlying drivers of increasing credit intensity.

The first is the increasing importance of real estate in modern econo-
mies. Real estate accounts for more than half of all wealth, for the vast 
majority of increases in wealth, and for the vast majority of lending in all 
advanced economies. For reasons which Chapter 5 explains, this is the 
inevitable consequence of trends in productivity, in the cost of capital 
goods, and in consumer preferences— that is, what people want to spend 
their income on. Real estate is bound to become more important in 
advanced economies: but that has consequences for financial and eco-
nomic stability that need to be carefully managed.

The second driver is increasing inequality. Richer people tend to 
spend a lower proportion of their income than do middle income and 
poorer people. Increasing inequality will therefore depress demand and 
economic growth, unless the increased savings of the rich are offset by 
increased borrowing among middle or low income earners. In an in-
creasingly unequal society, rising credit and leverage become necessary 
to maintain economic growth but lead inevitably to eventual crisis.

The third driver is global current- account imbalances unrelated to 
long- term investment flows and useful capital investment. These im-
balances must inevitably be matched by the accumulation of unsustain-
able debt.

These three factors each result in a growth of debt that, contrary to 
the textbook assumption, does not support productive capital invest-
ment and does not therefore generate new income streams with which 
debt can be repaid. As a result, they drive increases in leverage that are 
not required to spur economic growth but will produce severe eco-
nomic harm.

Financial and economic stability will only be attainable if we address 
these underlying factors.

What to Do— Building a Less Credit- Intensive Economy

This analysis of the causes of the crisis and post- crisis recession— set out 
in Parts I– III— poses two questions, which Parts IV and V address. First: 
how to build a less credit- intensive and more stable economy, reducing  

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
  

         
 



TOO IMPORTANT TO BE LEFT TO ThE BANKERS  9

the risks of future crises? Second: how to deal with the debt overhang 
inherited from a half- century of credit- intensive growth?

On the first, policies to ensure better run banks and more competent 
and honest bankers will never be a sufficient policy response. For if ex-
cessive debt is like pollution, its growth imposes on the economy a neg-
ative externality which it will never be sensible for profit- maximizing 
banks to take fully into account. Indeed as Chapter 10 argues, even lend-
ing which from a private perspective looks like and is “good lending”— 
loans that can be and are paid back in full— can still produce harmful 
instability for the whole economy. Even good competent bankers can, 
through the collective impact of their actions, make economies unsta-
ble. And as Chapter 6 describes, even the banks that most expertly ap-
plied the new techniques of Value at Risk modeling and mark- to- market 
accounting, and that survived 2007– 2008 relatively unscathed, contrib-
uted just as much to the crisis as did the incompetents who went bust. 
Certainly we should use public policy sanctions— such as changes to 
directors’ responsibilities or to compensation rules— to penalize incom-
petent or reckless behavior. Certainly we should address the too- big- to- 
fail problem. But such policies will never be sufficient to achieve a more 
stable economy.

Nor, either, will central bank policy still operating within the as-
sumption that we can have one objective— low inflation, and one 
instrument— the interest rate. In the decades before 2008 central bank 
practice and modern macroeconomic theory gravitated to the belief 
that achieving low and stable inflation was sufficient to ensure financial 
and macroeconomic stability, and that any dangers arising from credit 
creation would show up in present or prospective inflation. But a central 
argument of this book is that we can have excessive credit growth that 
never results in excessive inflation but still produces crisis, debt over-
hang, and post- crisis deflation. We enjoyed low and stable inflation in 
the pre- crisis “Great Moderation”: and in its aftermath inflation has re-
mained below central bank targets. And yet excessive credit growth still 
produced a financial and economic disaster.

An alternative approach, favored by several economists associated 
with the Bank for International Settlements, would be to lean against 
excessive credit growth by increasing interest rates even when inflation 
is low and stable. This may sometimes be appropriate. But it can never be 
sufficient. For if we rely on interest rates alone to slow down credit booms,  

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
  

         
 



10  INTRODUCTION

we are likely, as Chapter 11 discusses, to do so at the expense of curtail-
ing desirable investment and growth.

Policy must therefore address both the underlying causes of excessive 
credit creation and the inherent instability created by the nature of debt 
contracts and banks. Policies related to urban development and to the 
taxation of real estate can be as crucial to financial stability as the tech-
nical details of financial regulation or interest rate decisions. So too is 
action to address growing inequality and large global imbalances. But 
we must also recognize that financial instability is inherent in any fi-
nancial system that is allowed to create credit, money, and purchasing 
power, and we must decide how radically to address that fact.

Several economists who lived through the boom of 1920s America 
and the subsequent Great Depression, such as Irving Fisher and Henry 
Simons, concluded that the answer had to be very radical. They believed 
that “fractional reserve banks,” which keep only a small fraction of their 
liabilities in central bank reserves or in notes and coins, and which as a 
result can create credit and money, were so inherently dangerous that 
they should be abolished. Milton Friedman made the same case in an 
article written in 1948. Instead they proposed that banks should hold 
reserves equal to 100% of their deposits and should play no role in the 
extension of credit, being instead simply custodians of money savings 
and providers of payment services. Loan contracts would still exist in 
the economy, but they would be outside the banking system and would 
involve no new creation of money and purchasing power.

For reasons I set out in Chapter 12, I believe that proposal is too ex-
treme. But the powerful arguments that Fisher, Simons, and others put 
forward for 100% reserve banking certainly justify a program of reform 
far more radical than has been implemented so far. We need to impose 
far higher bank capital requirements than those set out in the Basel III 
standard, but we must also use reserve requirements directly to limit 
banks’ money creation capacity. We should change tax regimes to re-
duce the current bias in favor of debt finance and against equity. We 
should equip central banks as macroprudential regulators with powers 
to impose far larger countercyclical capital requirements than have so 
far been established. And we should place tough constraints on the 
ability of the shadow banking system to create credit and money equiv-
alents, and must not be diverted from that path by spurious arguments 
about the dangers of inadequate liquidity in credit markets. 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
  

         
 



TOO IMPORTANT TO BE LEFT TO ThE BANKERS  11

We should also use public policy to produce a different allocation of 
credit than would result from purely private decisions, deliberately lean-
ing against the private bias toward real estate and instead should favor 
other potentially more socially valuable forms of credit allocation. Min-
imum risk weights that determine the capital needed to support differ-
ent categories of lending should be set by regulators and not, as under 
current Basel agreements, on the basis of individual banks’ assessments 
of risks. Constraints on mortgage borrowers through maximum loan- 
to- value (LTV) and loan- to- income ratios (LTI) have an important role 
to play. And we should be willing to place some limits on the free flow of 
international capital; some fragmentation of the global financial system 
can be a good thing.

Governments of emerging economies, meanwhile, observing the mess 
into which overconfidence in the merits of free market finance took the 
advanced economies, should be wary of the supposed benefits of rapid 
and comprehensive financial liberalization.

These proposals will be attacked as anti- growth and anti- market. But 
the argument that they are anti- growth is based on the delusion that we 
need rapid credit growth to achieve economic growth, and on a failure 
to recognize that rising leverage will lead inevitably to crisis and post- 
crisis recession. And the argument that they are anti- market ignores the 
reality that all financial markets are imperfect and banking markets are 
even more so.

Irving Fisher and Henry Simons were in general very strong propo-
nents of free markets and were deeply suspicious of government inter-
vention. But they believed that the processes of credit and money cre-
ation were so distinct and so inherently social in nature, that free market 
principles should not apply to them. They believed, rightly, that credit 
creation is too important to be left to the bankers: future policies need to 
reflect that fact.

Escaping the Debt Overhang Mess

But those policies were not in place before the crisis. Instead, credit was 
treated as a product like any other, its supply, demand, and allocation 
left almost entirely to free market forces.9 As a result we suffered a huge 
crisis and now face an enormous debt overhang, severely constraining  

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
  

         
 



12  INTRODUCTION

economic growth. While designing a better system for the future, we 
must therefore also navigate as best possible out of the debt overhang 
left by past policy mistakes. Doing so, I argue in this book, requires un-
conventional policies previously considered taboo.

Once economies have too much debt, it seems impossible to get rid of 
it. All we have done since the 2007– 2008 crisis is to shift it around, from 
the private to the public sector, and from advanced economies to emerg-
ing economies, such as China. Total global debt to GDP, public and pri-
vate combined, has continued to grow.

Faced with large inherited debt burdens, all policy levers appear to be 
blocked. Fiscal deficits can stimulate the economy, offsetting the defla-
tionary effect of private deleveraging, but the result is increasing public 
debt to GDP, raising concerns about debt sustainability. As for ultra- easy 
monetary policies— interest rates close to zero and quantitative easing— 
they are certainly better than nothing: without them the advanced econ-
omies would have suffered still deeper recessions. But they can only 
work by reigniting the very growth in private credit that got us into our 
current problems: they create incentives for risky financial engineering, 
and their impact on asset prices exacerbates inequality. Reducing the 
value of debt through restructuring and writedowns, meanwhile, should 
certainly play a role, but can in some circumstances exacerbate defla-
tionary pressures.

As a result we seem condemned to continued weak growth and fiscal 
austerity in the eurozone, to a mediocre recovery in the United States, 
and to an unbalanced recovery in the United Kingdom. Japan mean-
while, faces an ever- growing level of public debt that will never be re-
paid in the normal sense of the word. And as 2015 progresses, it looks 
increasingly likely that China’s credit boom is ending in a potentially 
dangerous downturn.

It seems that we are out of ammunition— the policy magazine is 
empty. But if the problem we face is inadequate nominal demand, the 
magazine is never empty, and there is always one more option left. That 
option is “fiat” money creation, using central bank- printed money ei-
ther to finance increased public deficits or to write off existing public 
debt. In Chapter 14 I argue that we should be willing to use that option. 
Failure to use it until now has produced an unnecessarily deep and long- 
lasting recession, and has increased the dangers of future financial insta-
bility, which inevitably result from continued very low interest rates. 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
  

         
 



TOO IMPORTANT TO BE LEFT TO ThE BANKERS  13

My proposals will horrify many economists and policymakers, and in 
particular central bankers. “Printing money” to finance public deficits is 
a taboo policy. It has indeed almost the status of a mortal sin— the work 
of the devil. In September 2012, Jens Weidman, president of the Bundes-
bank, cited the story of Part II of Goethe’s Faust, in which Mephistoph-
eles, agent of the devil, tempts the emperor to print and distribute paper 
money, increasing spending power and writing off state debts. Initially 
the money fuels an economic upswing, but, inevitably in Weidman’s eyes, 
the policy “degenerates into inflation, destroying the monetary system.”10

But it is striking that the mid- twentieth century economists who pro-
posed the 100% reserve banking model, though as strongly committed 
to low inflation as they were to free markets, believed that fiat money 
creation was a safer way to stimulate nominal demand than relying on 
private credit creation.11 Their belief sprang from deep reflection on the 
nature of credit and money, and on possible sources of nominal demand 
growth.

Between Debt and the Devil— A Choice of Dangers

There are essentially two ways to achieve nominal demand growth— 
through government money creation or through private credit growth. 
Each has advantages and disadvantages. Each can be beneficial up to a 
point but becomes dangerous in excess.

History provides many examples of governments that successfully 
stimulated sustainable economic growth with printed money. During 
the American Civil War, the U.S. Union government printed greenbacks 
to pay for the war without generating dangerously high inflation; Japa-
nese finance minister Takehashi used central bank funded fiscal deficits 
to pull Japan’s economy out of depression in the early 1930s.12 But the 
counterexamples of the Confederate states in the U.S. Civil War, Wei-
mar Germany, and modern Zimbabwe illustrate the danger that once 
the option of printing money is first allowed, governments may print so 
much that they trigger hyperinflation.

Private credit can also be beneficial up to some point: for instance, 
strong arguments can be made that countries like India would benefit if 
they had higher levels of private credit to GDP. But free markets left to 
themselves will keep on creating private credit and money beyond the  

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

              
  

         
 



14  INTRODUCTION

optimal level and will allocate it in ways that generate unstable asset 
price cycles, crises, debt overhang, and post- crisis recession.

We face a balance of benefits and dangers, not a choice between per-
fection on one side and inevitable perdition on the other.

In the pre- crisis years economic orthodoxy was characterized by an 
anathema against government money creation and a totally relaxed atti-
tude to whatever level of private credit free markets generated. But the 
latter led to a disaster from which many ordinary citizens throughout 
the world are still suffering. To prevent future crises we need far tighter 
controls on private credit creation than we had before the crisis. And 
to get out of the debt overhang, we need to break the taboo against the 
money finance of fiscal deficits, while ensuring that the option is not 
used to excess.

The Book’s Structure

I set out my argument in five parts.
Part 1 describes the dramatic growth of the financial system and the 

confident pre- crisis assessment of its great benefits. It argues that all fi-
nancial markets are in fact imperfect and potentially unstable. As a re-
sult, more finance is not necessarily good. But it also recognizes that 
even imperfect financial markets play a useful role and cautions against 
any delusion that we can or should pursue absolute perfection.

Part II focuses on the core driver of financial instability— excessive 
credit creation. It explains how banks and shadow banks create credit 
and money, and the positive as well as adverse consequences stemming 
from that ability. It identifies the underlying reasons that growth has 
been so credit intensive, and the severity of the debt overhang we now 
face as a result of excessive debt creation over the past half- century. It 
argues that we cannot leave either the quantity of credit created or its 
allocation among different uses entirely to free market forces. It con-
cludes by describing the alternative potential sources of nominal demand 
growth, and the danger that without radical policies we could face a 
“secular stagnation” of chronically deficient demand.

Part III considers the role of credit creation in economic develop-
ment and the impact of international capital flows. It describes how the 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



TOO IMPORTANT TO BE LEFT TO ThE BANKERS  15

most successful developing countries used credit direction to foster 
rapid economic growth but also identifies the potential dangers in that 
approach. It rejects the pre- crisis orthodoxy that global financial inte-
gration is limitlessly beneficial and argues that some fragmentation of 
the international financial system is a good thing. It also considers the 
special case of the eurozone, whose flawed political design left it ill- 
equipped to deal with the consequences of unsustainable private credit 
creation and capital flows, and which cannot deliver economic success 
without radical reform.

Parts IV and V set out policy implications. Part IV describes the pol-
icies required to build a less credit- intensive economy in the future, re-
ducing the risks of future crises. Part V addresses how to escape the debt 
overhang left behind by past policy mistakes and how to address the 
dangers of secular stagnation.

The Epilogue asks why modern economic theory left us so ill equipped 
to see the crisis coming, and how, in a sort of strange amnesia, it came to 
ignore the crucial insights of earlier generations of economists. It argues 
for a major change not just in policies, but also in ideas and in the ap-
proach to the social science of economics. We must, it suggests, avoid 
the “fatal conceit” that economics can deliver precise answers or that 
either the market or the state can deliver perfect results.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



P A R T  I

Swollen Finance

For 40 years before the 2007– 2008 crisis, finance grew far faster 
than the real economy, private credit grew faster than GDP, trading 

volume soared, and the financial system became far more complex. And 
as Chapter 1 describes, most experts were confident that increasing size 
and complexity had improved capital allocation, stimulated economic 
growth, and posed no threat to economic stability as long as inflation 
was low and stable.

But as the 2007– 2008 crisis showed, that confidence was profoundly 
mistaken and was based on shaky intellectual foundations. For as Chap-
ter 2 sets out, all financial markets can be imperfect, inefficient, and un-
stable, and finance has a distinctive ability to grow beyond its socially 
useful size, making private profit from activities that add no true social 
value.

Public policy should not therefore be driven by the assumption that 
ever more financial innovation, market completion, and liquidity is by 
definition good: less finance can be better, and policies such as financial 
transaction taxes might make economies more efficient.

But policy should also reflect the reality that state- driven capital al-
location can be even more deficient, and that even imperfect financial 
markets can play valuable roles. Policy reform must therefore focus on 
the specific areas where swollen finance has the greatest potential to 
cause harm. That is above all where it creates excessive debt.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



O N E

THE UTOPIA OF FINANCE FOR ALL

In the last thirty years, dramatic changes in financial systems 
around the world amounting, de facto, to a revolution have 
brought many . . . advances. We have come closer to the utopia 
of finance for all.

— Raghuram Rajan and Luigi Zingales, Saving Capitalism from the 
Capitalists1

F inance looms far larger in both advanced and emerging econo-
mies than it did 30 or 40 years ago. Few readers will need convincing 

of that fact. Newspapers and television programs report regularly on the 
huge size of global capital markets and trading activity. Financial centers 
such as New York, London, or Hong Kong have ballooned in impor-
tance. Huge bonuses paid to bank trading staff and management are 
highly contentious in many countries, but the money earned by hedge 
fund managers dwarfs that of mere bankers. Finance has become the 
destination of choice for top graduates from elite universities and busi-
ness schools throughout the world. Some commentators talk about the 
“financialization” of our economies. It is an ugly word, but it seems to 
capture the reality: more finance, better paid, playing a more pervasive 
role in economic life.

Impressions often deceive. But in this case, sober analysis confirms 
what anecdote suggests. Significantly in most advanced economies but 
dramatically in the United States and the United Kingdom, finance has 
accounted for a growing share of national income. And across the world, 
in many different financial markets, trading activity has massively in-
creased, its growth far outpacing that of real economic activity.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



20  ChAPTER 1

Finance has grown more rapidly than the real economy since modern 
capitalism first developed in the nineteenth century. Analysis by Andrew 
Haldane shows finance in the United Kingdom growing on average by 
4.4% per year from 1856 to 2008, while the economy grew at 2.1%.2

But Haldane’s analysis also reveals big variations in growth over time. 
From 1856 to 1914, the value- added of UK financial services grew 3.5 
times more rapidly than national income. The economy became more 
complex as industry grew at the expense of agriculture; companies issued 
bonds and stocks on public markets; individuals began to accumulate 
savings; and London became a financial center servicing global capital 
flows. As a result the financial industry became far more important.

From 1914 to 1970 finance grew less rapidly than total GDP, even 
though the economy, despite two world wars, grew faster than in the 
previous period: by 1970 finance accounted for a smaller share of a far 
bigger economy than in 1914. But from 1970 on, and in particular after 
1980, the picture changed again. From 1970 to 2008 UK finance grew 
twice as fast as UK national income, with the outperformance becoming 
greater as each decade progressed.

The U.S. experience, illustrated in Figure 1.1, was similar. Between 
1850 and the crash of 1929, finance’s share of national income grew from 
2% to 6%, with a particularly strong increase throughout the 1920s. That 
share collapsed in the 1930s and even in 1970 stood at a significantly 
lower 4%. From 1970 to 2008 it more than doubled. In 2007 finance 
played a bigger role in advanced economies, as measured by share of 
GDP, than ever before.3

The growth of finance from the 1970s on, and the acceleration of that 
growth over the subsequent decades, would be an important issue for 
economic research even if we had not suffered the financial crisis of 
2007– 2008. Finance, after all, is not a consumer product or service, val-
ued in itself, like a car or a restaurant meal or clothing. No one gets 
up in the morning and says “I feel like enjoying some financial services 
today.” Finance is a necessary function to enable the production of the 
goods and services we actually enjoy. And it makes up a large enough 
proportion of the economy that the cost efficiency with which the finan-
cial industry performs these functions has a significant impact on peo-
ple’s living standard. Even if there had been no crisis, it would be worth 
asking whether we are getting value for money.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



ThE UTOPIA OF FINANCE FOR ALL  21

But it is the financial crisis of 2007– 2008 that makes it not merely 
interesting but vital to ask searching questions about the economic im-
pact of this huge increase in financial intensity. For the crisis and its af-
termath have been an economic catastrophe, a setback to the success of 
the market economy system only previously matched by the two world 
wars and the Great Depression of the 1930s.

We cannot therefore avoid the questions: Which aspects of this grow-
ing financial intensity were beneficial and which harmful? Which led to 
the crisis, and how radically must we now reform to prevent a repeat?

Increasing Real Economy Borrowing . . . and Saving

The first step is to identify which specific financial activities contributed 
most to finance’s remarkable growth. Research by Robin Greenwood 
and David Scharfstein shows that two factors dominated.4

First, finance made much more money out of providing credit to the 
economy, and in particular credit to households. Second, asset manage-
ment activities and profits grew dramatically; that growth reflected in-
creased fees flowing to a wide range of financial institutions  such as se-
curities firms, mutual funds, hedge funds, and venture capitalists. But  

Figure 1.1. Share of the financial industry in U.S. GDP

Source: Philippon (2008) (as referenced by Haldane, Brennan, and Madouros 2010). Used with 
permission.
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22  ChAPTER 1

it also entailed the extensive trading, market- making, and funding ac-
tivities that form inputs to the asset management process.

Other aspects of finance also grew, but less dramatically. Insurance 
for instance grew slowly as a percentage of GDP but without the sharp 
acceleration in growth that marked debt and asset management– related 
activities.

Greenwood and Scharfstein’s findings reflect a startling and import-
ant fact— that the role of debt in the U.S. economy, and in most other 
advanced economies, grew dramatically. Finance made lots more money 
from providing credit, because households and companies borrowed 
much more. In 1945 total private sector debt— household and business 
combined— was about 50% of U.S. GDP; by 2007 it had reached 160%. 
In the United Kingdom in 1964, total household debt stood at 15% of 
GDP; by 2007 it was 95%. In Spain total private debt was 80% in 1980 
and 230% by 2007.5 Figure 1.2 shows the picture for all advanced econ-
omies combined. The private sector became dramatically more leveraged: 
households— and in some countries, businesses— owed much more debt 
relative to their income.

Figure 1.2. Private domestic credit as a percentage of GDP: Advanced economies, 
1950– 2011

Source: IMF Working Paper 13/266 Financial and Sovereign Debt Crises: Some Lessons Learned 
and Those Forgotten.  Authors: C. Reinhart and K. Rogoff, December 2013. 
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ThE UTOPIA OF FINANCE FOR ALL  23

Increasing borrowing also helps explain rising asset management 
revenues. For every debt in an economy, every financial liability, there 
has to be some matching asset. Sometimes that match may be easy to 
see: a corporate bond owed by a business can be an asset owned by a 
pension fund. Sometimes the match is indirect and more difficult to 
discern: a mortgage debt indirectly funded, through multiple interme-
diate steps, by investors in money market mutual funds.

But overall the growth of debt liabilities as a percentage of GDP had 
to be matched by increases in fixed income assets, by money or bonds of 
some sort. In the United Kingdom household bank deposits grew from 
40% to 75% of GDP between 1964 and 2007;6 in the United States money 
market funds grew from zero in 1980 to $3.1 trillion in 2007.7 Institu-
tional holdings of bank debt and of non- bank credit securities also dra-
matically increased, indirectly or directly funding increased borrowing.

Fixed- income financial assets thus inevitably grew as a percentage of 
GDP, rising in the United States from 137% in 1970 to 265% in 2012.8 So 
too did financial assets in an equity form. Total U.S. equity market value 
rose from 58% of GDP in 1989 to 142% in 2007.9 There were many more 
assets to manage, so the business of managing assets grew.

Part of the reason finance grew is therefore simply that the real 
economy— households and businesses— owed more financial liabilities 
and owned more financial assets. To assess the impact of increasing fi-
nancial intensity, we must therefore assess whether this increased use of 
financial services by the real economy was beneficial.

In most other sectors of the economy we wouldn’t even ask such a 
question. If people choose to spend more of their increasing income on 
a particular service— more restaurant meals or travel— we usually trust 
that they have used their income in the way best suited to increase their 
welfare. But financial services are different, because their provision and 
consumption can have important effects on overall economic growth 
and stability.

Seen from the asset side, increased financial consumption might ap-
pear clearly beneficial: people holding more financial assets sounds like 
a good thing. But the dramatic increase in private sector leverage had 
important and harmful effects. Indeed, a central argument of this book 
is that the high level of private debt built up before the crisis is the most 
fundamental reason the 2007– 2008 crisis wrought such economic harm.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



24  ChAPTER 1

Increasing Complexity in the Financial System

But the dramatic acceleration of finance’s growth that occurred after the 
1970s was not just the result of greater use of financial services by real 
economy households and businesses. Equally striking is that for each 
unit of financial services consumption by the real economy, the financial 
system itself did far more, and more complex, activities.

One way to capture that increased complexity is shown in Figure 1.3, 
which sets out the scale of debt liabilities in the U.S. financial system. It 
illustrates the gradual growth of corporate leverage and the more sig-
nificant growth of household leverage. But the most striking feature of 
Figure 1.3 is the growth of intrafinancial system assets— of debt and 
other contracts between different financial institutions. Financial insti-
tutions did much more business with one another than they had done 
before 1970.

Look at the typical bank balance sheet in the 1960s, and apart from gov-
ernment bond holdings and cash, it was dominated by loans to and de-
posits from households and businesses. In the United Kingdom in 1964 
loans to the real economy plus government bonds and reserves at the 

Figure 1.3. U.S. debt as a percentage of GDP by borrower type

Source: Oliver Wyman.
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Bank of England accounted for more than 90% of aggregate bank balance 
sheets.10 By 2008 much more than half the balance sheets of many of 
the biggest banks in the world— such as JP Morgan, Citibank, Deutsche 
Bank, Barclays, RBS, or Société Générale— were accounted for by con-
tractual links, whether in loan / deposit or in financial derivative form, 
between these and other banks, and between them and other financial 
institutions, such as money market funds, institutional investors, or 
hedge funds.

That reflected in part a dramatic increase in trading activity. Finan-
cial institutions buy and sell financial instruments back and forth be-
tween each other to a far greater extent than they did 40 years ago, and 
financial trading has grown dramatically relative to underlying real eco-
nomic flows. The value of oil futures trading has gone from less than 
10% of physical oil production and consumption in 1984 to more than 
10 times that of production and consumption now.11 Global foreign 
exchange trading is now around 73 times global trade in goods and 
services.12 Trading in derivatives played a minimal role in the financial 
system of 1980, but it now dwarfs the size of the real economy; from 
zero in 1980, the total notional value of outstanding interest rate deriv-
ative contracts had soared by 2007 to more than $400 trillion, about 
nine times the value of global GDP.13

This growth of trading activity was spread across numerous different 
asset classes and contract types. But one of the most important changes 
was increased trading of credit securities, a key element in the phenom-
ena we label “securitization” and “shadow banking.”

Tradable credit securities, bonds that represent a debt claim against 
some counterparty, have existed for as long as bank loans: government 
and corporate bonds were extensively issued and somewhat less exten-
sively traded in 1950, when finance accounted for just 2% of U.S. GDP. 
But from the 1970s, the scale of credit security creation soared, above all 
in the United States, but with consequences across all advanced econo-
mies and major financial centers. The credit intermediation system that 
connected end borrowers with end savers was transformed.

The new system was built on the innovations of credit securitization, 
credit structuring, and credit derivatives. Securitization enabled loans 
to homeowners, car buyers, students, or businesses to be pooled into 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 



26  ChAPTER 1

composite credit securities and sold to end investors rather than held to 
maturity on bank balance sheets; it extended bond- based finance from 
governments and major corporations to a wider set of borrowers. Credit 
structuring divided up the risk and return inherent in a portfolio of 
loans and allowed the creation of different tranches of credit securities— 
from low- risk low- return “super senior” claims to high- risk mezzanine 
or equity. It gave us the alphabet soup of collateralized loan obligations 
(CLOs), collateralized debt obligations (CDOs), and even CDO- squareds. 
CDOs did not even exist in 1995; in 2006 $560 billion of new CDOs 
were issued.14 Credit default swaps (CDS) were invented to allow banks 
to hedge credit risk, but they also enabled banks and other investors or 
dealers to seek profit from position taking: their value grew from zero 
in 1990 to almost $60 trillion by 2007.15

Together these innovations enabled credit exposures originated by 
banks (or nonbanks) in one country to be distributed to end investors 
across the world. Mortgage lending to British homeowners could be 
turned into securities and funded indirectly by U.S. money market funds. 
Subprime mortgage loans to U.S. low- income households could be fi-
nanced by German Landesbanks seeking higher return without, it was 
hoped, more risk.

But the common description of this system as one of “origination and 
distribution” fails to do justice to its complexity. In fact credit securities 
and the credit derivatives that referred to them could be traded back and 
forth numerous times between multiple institutions. And the same credit 
security could pass from borrower to ultimate investor through multiple 
intermediate steps. An investor in an apparently low- risk and instantly 
available money market fund could indirectly finance 30- year mort-
gages, with the finance passing through contracts in the asset- backed 
commercial paper (ABCP) market, via structured investment vehicles 
(SIVs) or Conduits, or through the repo market and hedge funds.

The sheer complexity of the securitized credit and shadow banking 
system on the eve of the crisis is mind boggling. The Federal Reserve 
Bank of New York attempted to capture all of its possible paths and in-
terconnections on a single map. It printed the results on a poster 3 feet 
× 4 feet in size and recommended that anyone attempting to understand 
the system should do the same: anything smaller and it becomes diffi-
cult to read the labels.
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The overall impact was as Figure 1.3 illustrates. For each unit of real 
economy borrowing or saving, the financial system itself did more, and 
more complex, activities.

Therefore, in addition to assessing the impact of increasing real 
 economic leverage, we need to assess the consequences— positive or 
negative— of this increasing complexity in the financial system itself. 
Although there may have been some positive effects, Chapter 6 argues 
that the net impact was severely negative. Increased complexity made 
the financial system inherently less stable, and it facilitated excessive 
credit extension and leverage in the real economy. As a result it both 
made the crisis more likely and the consequences more severe.

More Finance, Higher Pay

The financial system thus became both bigger and more complex. It also 
paid much better. Even in 2012, 4 years after the crisis, more than 2,500 
bankers in London were earning more than £1 million per year.16

As with anecdotes of increasing financial activity, so with financiers’ 
pay,  quantitative analysis confirms what impressions suggest. Pay rates 
in finance increased far faster than in the rest of the economy. Thomas 
Philippon and Ariel Reshef have analyzed the “excess wage” of the U.S. 
financial sector— the amount by which pay in the financial sector ex-
ceeds that of people with comparable skill levels in other sectors of the 
economy.17 The size of that excess has mirrored the swings in the relative 
size of the financial sector. In the 1920s, as finance played an increasing 
role in the economy, it soared from zero to about 40%. After the 1929 
crash and the regulation of finance that followed, it fell as dramatically, 
varying around zero to 5% from the 1930s to the 1980s (at times indeed 
it was negative). By the eve of the 2007– 2008 crash, it had grown back 
to 50%.

Rising inequality has been a striking feature of most advanced econ-
omies over the past 30 years, and the financialization of the economy 
has played a major role in that increase. Not surprisingly, finance has 
drawn to itself a disproportionate share of highly skilled people. Finance 
has become, in a way that it was not in the 1950s and 1960s, the pre-
dominant destination of choice for top graduates from elite universities 
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and business schools, and the dealing rooms of the world are filled with  
numerous top math and physics graduates, devoting their skills to 
trading strategies and financial innovation, rather than to scientific 
research or industrial innovation. This is socially useful if those trad-
ing strategies and innovation help make the market economy more ef-
ficient, or the financial system more stable. If not, these skills are being  
wasted.

Finance’s Impact: The Benign Pre- crisis Assessment

So finance got bigger, more complex, and better paid. And until the cri-
sis of 2007– 2008 most policymakers and academic economists believed 
the impact of this growth was either positively beneficial or at least not 
at all concerning.

Three distinct strands of that favorable assessment can be distin-
guished. Finance theorists and many regulators saw financial innovation 
and increased liquidity as axiomatically beneficial. Practical policy-
makers saw increased credit supply as essential to economic growth. 
And macroeconomists and central bankers developed economic mod-
els from which the financial system was entirely absent, its activities of 
no macroeconomic importance. The precise arguments differed, but the 
strands combined to justify a benign or relaxed attitude toward increas-
ing financial intensity.

Market Completion, Efficiency, and Stability

A strongly positive assessment dominated among finance academics 
and at least implicitly among regulators. It reflected the assumption that 
free competition was bound to result in useful rather than harmful ac-
tivity, and that increased financial activity, by making more markets 
complete and efficient, must be improving capital allocation across the 
economy.

Given this faith in free markets, it was not actually necessary to un-
derstand precisely how a specific financial innovation worked its eco-
nomic magic. But the general theory of why financial intensity made the 
economy more efficient was clear. Increased liquidity in markets, gener-
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ated by increased trading activities, ensured better “price discovery,” and 
the more accurately financial contracts were priced, the more efficient 
would be capital allocation in the real economy. Securitization and credit 
derivatives, meanwhile, allowed the wisdom of the market to set trans-
parently observable and rational prices for credit, to which lenders of 
money could refer when setting their loan terms. In 2004, a paper by 
Glenn Hubbard and Bill Dudley confidently concluded that “the increas-
ing depth of U.S. stock, bond, and derivatives markets has improved the 
allocation of capital and risk throughout the U.S. economy.” As a result 
this had “led to more jobs and higher wages.”18

Greater efficiency, moreover, was accompanied by increasing stability. 
Credit structuring enabled investors to choose the precise combination 
of risk, return, and liquidity that best matched their preferences. Risk was 
thus distributed into the hands of those best placed to manage it. And 
securitization and shadow banking were accompanied by the develop-
ment of new and apparently sophisticated risk management techniques— 
mark- to- market accounting, the use of secured debt contracts and Value 
at Risk models— which, it was argued, made the system more resilient.

In April 2006, only 15 months before the onset of the financial crisis, 
the IMF’s Global Financial Stability Report noted with approval the 
“growing recognition that the dispersal of credit risk by banks to a 
broader and more diverse group of investors . . . has helped make the 
banking and overall financial system more resilient.” That improved re-
silience, it suggested “may be seen in fewer bank failures and more con-
sistent credit provision. Consequently the commercial banks may be less 
vulnerable today to credit or economic shocks.”19

That benign view was common among financial regulators across the 
world. When I became chairman of the UK Financial Services Authority 
in autumn 2008, I was soon aware that the presumption in favor of market 
completion and market liquidity— as many financial contracts as possible 
as widely traded as possible— was an accepted article of faith. As a result, 
most policymakers, far from seeking to constrain finance’s remarkable 
growth, favored deregulation, which could unleash yet more financial 
innovation. Old- fashioned barriers between investment and commer-
cial banks were dismantled, derivatives markets developments were en-
couraged, and financial liberalization was urged on emerging markets 
as a key component of successful economic development strategies.
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More Credit to Drive Economic Growth

As Chapter 2 describes, the assumption that market completion and 
liquidity would inevitably generate favorable results rested on an overt 
and sophisticated, though mistaken, theory. The conclusions followed 
if the Efficient Market Hypothesis applied. The second strand of the 
benign assessment was more pragmatic and less theoretically based: it 
simply assumed that growing banking and shadow banking systems 
could provide more credit to businesses and households, and it assumed 
that that in turn was good, because more credit supposedly drove eco-
nomic growth and enabled more people to become home owners.

Simple though this argument was, it was extremely influential. In 
the design of the Basel II capital standard for banks, one overt aim 
for some regulators was to enable banks to “economize on the use of 
scarce capital” and thus be able to extend more credit to the real econ-
omy. Even after the crisis, in an interview with The Economist maga-
zine in 2012, a  senior American regulator argued that “securitisation  
is a good thing. If everything was on banks’ balance sheets, there would 
not be enough credit.”20 Hubbard and Dudley noted approvingly that 
more liquid bond and derivative markets meant that “at times home-
owners can obtain 100% financing to purchase a home.”21 And when 
in early 2009, as chairman of the Financial Services Authority, I was 
thinking about what to say about credit derivatives in the report on the 
crisis which the UK Treasury had asked me to produce, staff experts in 
the Financial Services Authority warned me that if we restricted CDS 
market liquidity, that would make it harder for banks to provide more  
credit.

And indeed the first part of the argument— that a bigger bank and 
shadow banking system makes possible more real economy credit, is not 
only obvious but also true by definition. The issue discussed in Parts II 
and III, however, is whether additional credit creation was beneficial or 
harmful.

Modern Macroeconomics and the Financial System Veil

Most financial experts and policymakers thus treated more finance as 
positively beneficial. But in one area of policymaking— in central banks— 
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financial system developments were primarily viewed as neither positive 
nor negative, but simply neutral. Financial services might have important 
microeconomic effects, fostering efficiency or satisfying consumer de-
mands, but at the macro level, they were irrelevant.

Earlier economists who experienced the financial and economic up-
heavals of the 1920s and 1930s— such as Friedrich Hayek, Irving Fisher, 
or John Maynard Keynes— believed that the operation of the financial 
system, and in particular of the banking system, carried vital impli-
cations for overall macroeconomic stability. But increasingly from the 
1970s on, their insights were rejected or ignored.

Instead modern macroeconomics and central bank practice gravi-
tated to the assumption that the monetary workings of the economy 
could be captured by models from which the banking system was almost 
entirely absent, and that provided central banks manipulated interest 
rates successfully to achieve low and stable inflation, stable macroeco-
nomic performance would follow. Finance was described as a mere “veil,” 
through which real economy contracts passed but whose size and struc-
ture carried no important implications. As Mervyn King, then governor 
of the Bank of England, put it in a lecture in autumn 2012, the dominant 
theoretical model of modern monetary economics “lacks an account of 
financial intermediation, so money, credit and banking play no mean-
ingful role.”22

Rising leverage, whether in the real economy or in the financial sys-
tem, thus became by definition of no macroeconomic importance. Cen-
tral banks could concentrate on containing inflation and leave financial 
system issues to the financial regulators. And increasingly it seemed that 
the policies needed to contain inflation and thus achieve macroeconomic 
stability had been discovered. The “Great Moderation” of low and stable 
inflation and of macroeconomic stability seemed to have been achieved.

From a different direction, modern macroeconomics thus provided 
further support for the benign assessment of increasing financial inten-
sity and market liberalization. If the banking and wider financial system 
were of no macroeconomic importance, what mattered was finance’s 
micro implications. And most financial theorists and regulators were 
confident that increasing financial intensity and complexity were mak-
ing the economy more efficient.

Overall there was much to applaud and little to fear.
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Financial Deepening— The Empirical Evidence

Three strands of theory thus seemed to justify a benign assessment of 
finance’s dramatic growth. Historical and empirical research appeared 
to support the theoretical assertions.

Although proof is difficult, economic history strongly suggests that 
the development of modern financial systems played an important sup-
portive role in the early stages of economic development. Bond and 
equity markets, and banking systems, enable business projects to be fi-
nanced by multiple dispersed investors, rather than relying on the capital 
of individual entrepreneurs. It is difficult to imagine the canal and rail-
way investments that fueled early British industrial growth without such 
markets and institutions. German industrialization in the late nine-
teenth century depended heavily on the banking system; U.S. stock mar-
kets played a major role in the growth of new industries in the early 
twentieth century. The fact that in the nineteenth century finance grew 
far more rapidly than the economy may well have been essential to the 
economic development process.23

Economists have attempted to supplement the narrative descriptions 
of economic history with quantitative analysis. A comprehensive review 
of the relevant literature by Ross Levine in 2005 found a broad consen-
sus that “financial deepening” was beneficial.24 In particular he reported 
positive correlations between such measures as private sector credit as 
a percentage of GDP and economic growth, and stock market turnover 
and growth. Both more credit and more market liquidity were, it seemed, 
socially useful.

Theoretical assertion and apparent empirical support therefore co-
alesced into a strong pre- crisis consensus: more finance was good for 
the economy, making the latter both more efficient and more stable. In 
2004 a book on the impact of financial markets on the real economy felt 
able to conclude that “in the last thirty years, dramatic changes in finan-
cial systems around the world amounting, de facto, to a revolution have 
brought many . . . advances. . . . We have come closer to the utopia of fi-
nance for all.”25

But the consensus turned out to be completely wrong. In 2007 to 
2008 the advanced economies suffered the biggest financial crisis since 
the 1930s, followed by a severe post- crisis recession. And both the ori-
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gins of the crisis and the causes of the anemic recovery were rooted in 
specific elements of the increased financial intensity and complexity that 
the pre- crisis orthodoxy had either lauded or ignored.

The pre- crisis orthodoxy utterly failed to warn of the impending cri-
sis: worse indeed, it overtly asserted that the very developments that 
produced the crisis had made it less likely. That failure reflected two 
profound intellectual errors.

The first was a failure to recognize that financial markets are different 
from other markets— such as those for restaurants or automobiles— and 
that the propositions in favor of market liberalization, strong in many 
other sectors of the economy, are far weaker in many areas of finance.

The second, still more important, was a failure to recognize the cru-
cial macroeconomic implications of credit and money creation, of banks 
and shadow banks, and of debt contracts in general and specific types of 
debt in particular.

As a result, even though finance plays a crucial role in a market econ-
omy and increasing financial intensity is positive for economic develop-
ment up to a point, the relationship is not linear and limitless. Beyond 
some point, and in particular where debt is concerned, more finance can 
be harmful, and free market finance can fail to serve well society’s needs.
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INEFFICIENT FINANCIAL MARKETS

The high recent valuations in the stock- market have come about 
for no good reasons. The market level does not, as so many 
imagine, represent the consensus judgement of experts who have 
carefully weighed the long- term evidence. The market is high 
because of the combined effect of indifferent thinking by millions 
of people, very few of whom feel the need to perform careful 
research on the long- term investment value of the aggregate 
stock market, and who are motivated substantially by their own 
emotions, random attentions, and perceptions of conventional 
wisdom.

— Robert Shiller, Irrational Exuberance1

Over the past 200 years economic growth has delivered a remark-
able breakthrough in human welfare, and market economies have 

proved far superior to planned ones. And without a vibrant and fairly 
complex financial system, market economies could not operate.

Finance supports the mobilization and allocation of capital. Capital 
markets and banks enable entrepreneurs or businesses with ideas and 
investment projects to attract capital from savers: without these markets 
and banks, capital accumulation would either be limited by the wealth 
of the individual entrepreneurs or would have to rely on the state.

Some of that capital mobilization can be achieved through equity con-
tract markets, but, as Chapter 3 explores, debt instruments also play a 
crucial role. Some capital resources would not be made available except 
in exchange for the fixed return promises that debt contracts promise.
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Both equity and debt capital in turn need to be allocated between 
alternative competing investment projects. In the equity arena that re-
quires either liquid equity markets in which multiple investors interact 
to set prices, basing their decisions on investment analysis, or the alloca-
tion of equity through private equity funds. In the debt arena it requires 
bond market analysis and price discovery, or banks making decisions on 
who should receive loans.

Equity and debt markets and banks can also play a crucial role in li-
quidity or maturity transformation.2 Liquid equity or debt markets en-
able investors to fund long- term investment projects while holding assets 
that they can sell for cash at short notice. Banks enable depositors hold-
ing short- term deposits to fund longer- term loans. Without liquidity-  or 
maturity- transforming devices, capital mobilization would be more dif-
ficult to achieve.

It is therefore impossible to imagine the development of an advanced 
market economy without the development of a complex financial sys-
tem. Britain’s leadership role in the industrialization of the nineteenth 
century probably reflected, among many other factors, its more advanced 
financial system. Haldane’s finding that from 1856 to 1914 finance grew 
much faster than the economy is not surprising. Nor is Ross Levine’s 
finding that across some range of increasing debt to GDP ratio or stock- 
market turnover to GDP ratio, there is a positive correlation between 
increasing financial intensity and economic growth potential.3 The case 
for more finance, up to some level, is strong.

But, the crucial question relates not to the early stages of finance’s 
growth, but to growth over the past half- century in those countries 
which by 1950 or 1960 already had advanced industrial economies and 
reasonably complex financial systems. The United States in the 1950s  
was a highly successful capitalist economy with a financial system that 
accounted for less than 3% of its GDP. The subsequent expansion of fi-
nance to 8% of GDP by 2007 cannot have been essential to ensure that 
the American economy continued to grow. It is possible that that expan-
sion was the inevitable consequence of economic growth, and it may 
have facilitated the spread of home ownership. It may, as the proponents 
of financial deepening suggest, have helped in some particular ways to 
improve economic efficiency. But it cannot be assumed in all respects 
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to have been beneficial just because the earlier stages of economic growth 
required a growing financial sector.

In fact financial markets, when left to free- market forces, can generate 
activity that is privately profitable but not socially useful. There can be 
too much finance, too much trading, and too much market completion.

Theoretical Foundations of the Pre- crisis Orthodoxy

As Chapter 1 describes, arguments for the beneficial impact of further 
financial deepening are often based not on observed empirical effects, 
but simply on confidence that freer and more liquid markets are bound 
to deliver improved economic efficiency. Whether explicitly or not, in-
deed, such arguments build on one of the most important theoretical 
propositions in economics— that if all markets existed and operated in a 
perfectly informed and rational fashion, maximum economic efficiency 
would inevitably be attained.

That proposition— implicitly grasped by free market economists since 
Adam Smith’s Wealth of Nations4— was proved mathematically by Ken-
neth Arrow and Gerard Debreu in a famous 1954 article.5 They illus-
trated that if all markets existed and worked efficiently, the production 
and consumption resulting would be such that it would be impossible to 
make any one person better off without making others worse off. The 
result would be what economists label “Pareto efficient”:6 there could 
be debates about the appropriate distribution of the economic cake, but 
the cake would be as efficiently produced as possible.

In fact, all markets are to a degree incomplete and imperfect. Much of 
Kenneth Arrow’s subsequent work was devoted to identifying the many 
circumstances in which the conditions required for the attainment of a 
“competitive equilibrium” do not and cannot exist. But at least in some 
sectors of the economy, markets work sufficiently well that the general 
proposition in favor of market liberalization and thus market comple-
tion (enabling households and businesses to strike as many different 
contracts as they wish) is justified. The market for restaurants works 
sufficiently well that there are few debates about whether restaurants are 
socially useful or restauranteurs overpaid.
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One possible response to market imperfections is to seek to reduce 
the imperfections by ensuring more transparent information, by en-
couraging more participants to enter the market, and by “completing” 
markets with new types of contract. The pre- crisis orthodoxy was built 
on the idea that even if financial markets were in some ways imperfect, 
market liberalization and completion would at least bring us closer to 
perfection. CDS contracts would, it was believed, complete the market 
for credit risk, enabling better price discovery and better hedging of risks. 
More trading would result in greater liquidity and thus more efficiently 
determined prices.

Competitive equilibrium theory thus appeared to provide a rigorous 
theoretical underpinning for the assumption that financial innovation 
and increased financial intensity must be beneficial. Of course this 
would only be true if free financial markets operate in an efficient fash-
ion, reflecting the rational assessments of individual economic “agents,” 
whether households, businesses, or financial institutions. But the ortho-
doxy was able to draw on theories suggesting that those conditions in-
deed applied. Two theoretical propositions in particular played a central 
role in the pre- crisis orthodoxy in both finance and macroeconomics— 
the Efficient Market Hypothesis (EMH) and the Rational Expectations 
Hypothesis (REH).

The EMH defines an efficient financial market as one in which secu-
rities prices fully and rationally reflect all available information, and in 
which therefore price movements reflect newly available information 
rather than analysis of information already available or the impact of 
irrational sentiment.7 It suggests that the average investor— whether in-
dividual, pension fund, hedge fund, mutual fund, or bank dealing unit— 
cannot consistently beat the market. In particular it suggests that 
“chartist” analysis, which seeks to predict future stock price movements 
on the basis of past observed patterns, is a waste of time and resources:  
in securities markets investing, there is no free lunch.

Three arguments in turn explained why the EMH must apply. First, 
people are in general rational. Second, even if some people are irrational, 
their irrationality is random, with as many people likely to irrationally 
buy as irrationally sell: as a result, their behavior cancels out and leaves 
no impact on stock or bond prices. And third, even if there are enough 
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irrational investors to produce divergences from efficient rational values, 
the action of rational arbitrageurs, who spot the divergences and trade 
to gain from the reversion to efficient rationality, will ensure that the re-
version is swift. Moreover, extensive empirical evidence seemed to prove 
the theory correct. Michael Jensen, one of the creators of the EMH, 
claimed in 1978 that “there is no other proposition in economics which 
has more solid empirical evidence supporting it than the Efficient Mar-
kets Hypothesis.”8

Meanwhile, the REH applied the assumption of human rationality to 
develop propositions also relevant to macroeconomics. It proposed that 
individual agents in the economy— be they individuals or businesses— 
operate on the basis of rational assessments of how the future economy 
will develop. The REH thus provided a theoretical underpinning for the 
EMH. But it also suggested that significant macroeconomic instability 
could only result from truly exogenous shocks (such as new resource 
discoveries or technologies), whose impact was unlikely to be very large, 
or from the harmful and unanticipated policy interventions of govern-
ments. Provided governments and central banks pursued sensible rule- 
driven policies, the macroeconomic problems of the past must disappear. 
Free financial markets, populated by rational agents, could not generate 
economic instability from within.

But real- world evidence and more realistic theory contradict both hy-
potheses. They show that human beings are not fully rational, and that 
even if they were, market imperfections could produce unstable financial 
markets that diverge far from rational equilibrium levels. They explain 
why market imperfections are inherent and unfixable, and why as a re-
sult market completion, financial innovation, and financial deepening— 
far from bringing us closer to the nirvana of efficient equilibria— can 
sometimes make economies less efficient and less stable.

Inefficient and Irrational Markets: The Real World Reality

Financial markets have been susceptible to surges of irrational exuber-
ance followed by panics and despair, to volatility inexplicable in terms 
of economic fundamentals, for as long as trading in financial markets, 
or indeed in real assets, has existed. Charles Kindleberger’s book Manias, 
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Panics and Crashes9 describes multiple examples stretching from the 
Dutch tulip bulb bubble of 1635– 1637, through the South Sea and Mis-
sissippi bubbles of 1719– 1720, to the U.S. equity boom of the late 1920s 
and its bust in 1929, and the NASDAQ boom of the late 1990s.

In some, such as the Tulip bubble, investors paid rapidly rising prices 
for assets whose real “value” was inherently arbitrary: in early autumn 
1636 a pound of “Switsers” (a particular bulb variety) cost 60 guilders; 
by February 1, 1637, the price had reached 1,400; two weeks later it 
reached its peak price of 1,500. In the subsequent crash, some prices fell 
as much as 99%.10 In other manias, such as the South Sea bubble, inves-
tors for a time believed fantastic stories about projects that were largely 
fraudulent. And in the booms and busts that were most harmful, specu-
lation financed by credit played a crucial role— the key theme to which 
Parts II and III return. But in all cases, price setting was driven by beliefs 
and actions inexplicable in terms of the EMH and REH.

That is most obviously the case in the extreme examples explored 
by Kindleberger and before him by Charles MacKay in his 1841 book 
Extraordinary Popular Delusions and the Madness of Crowds.11 It is also 
obvious in the case of sudden and extreme market crashes: there was 
no “new information” that made it rational for the Dow Jones Industrial 
Average index to fall 23% between the opening and closing bells on 
Monday, October 19, 1987.

But as the economist Robert Shiller has illustrated, this observation 
is more generally true: the volatility of equity markets during the twen-
tieth century is too great to be explained by believable variations in 
the prospective cash flows on which efficient market theory proposes 
that equity prices are based.12 The overall level of stock market prices 
continually oscillates for reasons unrelated to new information about 
future business prospects, and at times it can diverge dramatically from 
any reasonable assessment of fundamental value. Figure 2.1 shows the 
NASDAQ index of high- tech stocks during the dot- com boom and bust, 
rising from 1,000 in July 1995 to a peak of 5,048 in March 2000 before 
falling back to 1,108 in October 2002. Its aggregate value at its peak in 
2000 could not possibly be justified by the prospective cash flows avail-
able from all companies in the index combined: when that reality 
dawned, the subsequent fall inevitably followed. This was irrational ex-
uberance at work.
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Five factors explain why these bubbles and subsequent crashes are 
bound to occur. The first is that human decisionmaking is not entirely 
rational. As Andrew Haldane has put it “when making difficult inter- 
temporal decisions we are quite literally in two minds.”13 Our brains 
combine a prefrontal cortex capable of patient rational analysis and a lim-
bic system that disposes us to instinctive emotional responses. We are 
products of evolution, which has given us a unique ability for rational 
thought but which also makes us naturally susceptible to herd effects— 
because keeping up with the herd, the crowd, the tribe, is an impulse that 
at some stage in our evolutionary history was important for survival.14

Second, the impact of this irrationality is not, as efficient market 
 theory suggests, independent and random, but highly correlated, with 
unsophisticated investors tending to move as a herd, their beliefs about 
the future strongly influenced by the beliefs that other investors hold. 
And even professional investors can be subject to the same biases, be-
cause end investors may assess their managers’ performance by looking 
at how well they did relative to the market in general.

Third and crucially, the theory that rational arbitrageurs will bring 
prices rapidly back to efficient equilibrium levels, though perhaps valid 

Figure 2.1. Nasdaq index, 1994– 2002

Source: Used with permission.

1994 1995 1996 1997 19991998 2000 2001 2002

1000

2000

3000

4000

5000

6000

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 



INEFFICIENT FINANCIAL MARKETS  41

in relation to the price of individual stocks or bonds relative to others, is 
wholly invalid in relation to the level of prices in general across the mar-
ket, as it is impossible to hedge the whole market in a riskless fashion. As 
Andrei Shleifer puts it in his Clarendon lectures on Inefficient Markets: 
“an arbitrageur who thinks that stocks as a whole are overpriced cannot 
sell short stocks and buy a substitute portfolio, since such a portfolio 
does not exist. . . . Thus arbitrage does not help to pin down price levels 
of stocks and bonds as a whole.”15

Fourth, and as a consequence of the first three factors, it can be en-
tirely rational for sophisticated, thoughtful investors, who are them-
selves not susceptible to irrational herd effects, to act in ways that for a 
time drive prices even further from rational equilibrium levels. John 
Maynard Keynes famously likened professional investment to a partic-
ular form of “spot the beauty” competition popular in 1930s newspa-
pers, in which “the competitors have to pick out the six prettiest faces 
from a hundred photographs, the prize being awarded to the competi-
tor whose choice most nearly corresponds to the average preferences of 
the competitors as whole.”16 Success therefore depended on “anticipat-
ing what average opinion expects the average to be.” But such a focus 
can be entirely rational. And rational investors who observe irrationally 
exuberant surges in price can often profit from the upswing, provided 
they are clever enough to get out before the eventual bust. Privately 
rational behavior can drive a collectively unstable and irrational result. 
Financial markets are thus driven by what George Soros labels “reflex-
ive” processes, which can drive prices far from long- term equilibrium 
levels.17

Fifth and finally, both the EMH and REH are flawed, because they fail 
to recognize that the future is characterized by inherent irreducible un-
certainty and not mathematically modelable risk.18 That distinction is 
fundamental to understanding the potential instability of financial mar-
kets but was too often ignored by mainstream economics and by regula-
tors and risk managers in the pre- crisis years. It implies, as Chapter 6 
explores, that the Value at Risk models that firms and regulators be-
lieved would contain the risks of increased trading activity were fatally 
flawed. And it means, as the work of Roman Frydman and Michael 
Goldberg has illustrated, that occasional significant divergences of mar-
ket prices from equilibrium values are inevitable.19
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Together these factors explain why financial markets are bound to be 
susceptible to inefficiency and collective irrationality. In particular they 
suggest that the overall level of equity prices, and of bond prices and 
yields, can diverge radically from rational equilibrium levels. But some 
of the empirical propositions of the EMH may still be valid. There may 
indeed be very few opportunities to make money from simple trading 
rules, such as chartists propose, and new flows of relevant information 
may indeed be rapidly reflected in individual stock prices. Markets as a 
result may do a fairly efficient job at establishing the appropriate relative 
price of one equity or one bond versus another.

But that could be true even if the overall level of market prices often 
moved in an irrational fashion. As the economist James Tobin put it, “in-
formation arbitrage efficiency” and “fundamental valuation efficiency” 
are two quite different concepts.20 The fact that there is “no free lunch,” 
or that relative prices are sensibly determined, in no way implies that in 
some absolute sense “the price is right.”

Implications of Market Inefficiency:  
Zero Sum Activity and Unnecessary Cost

If financial markets can be inefficient, axiomatic arguments in favor of 
financial innovation and increased financial intensity, on the grounds 
that they complete markets and make them more liquid and efficient, 
are not convincing. Instead we have to recognize that increased financial 
activity and market completion can have both positive and negative 
effects.

Two possible negative consequence need to be distinguished. The first 
is that more financial activity might simply burden the economy with 
the dead weight of additional and unnecessary cost. The second arises if 
more financial activity generates increased market volatility or in other 
ways made the economy less stable.

To many outside observers, it appears obvious that there is pointless 
activity and unnecessary cost in the financial system. As Chapter 1 de-
scribes, the past 30 years have seen a dramatic increase in activity in the 
financial system, as banks, investment banks, and numerous other fi-
nancial institutions have traded ever more intensively with one another. 
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Indeed, in most financial markets the value of deals between different 
financial firms is a huge multiple of the underlying flows of investments 
and trade to which they relate. Tom Wolfe’s book The Bonfire of the Van-
ities has a scene where Sherman McCoy’s wife Judy mocks the supposed 
social value of her husband’s bond trading by explaining to her daughter 
that it is like passing a cake that one did not bake back and forth multi-
ple times, picking up on each pass a few golden crumbs of trading profit 
and commission. To many ordinary citizens, the idea that much finan-
cial trading is socially useless hardly needs proof.21

But some financial trading does deliver important if indirect benefits. 
And though the main purpose of this book is to argue that we can have 
too much finance, it is important to understand the positive role that 
financial trading can play. Liquid markets can facilitate capital invest-
ment and help ensure well- informed capital allocation. And liquid mar-
kets in turn may require market- makers, who are willing to buy when 
end investors want to sell, and sell when they want to buy— but that re-
quires position taking, and position taking is a form of betting. A finan-
cial system that performed only socially useful functions would still be 
one in which many firms and individuals earned large incomes from 
trading activities whose value will seem to many people mysterious.

But the fact that market- making, trading, and market liquidity can be 
valuable up to a point does not make them limitlessly valuable; left to 
themselves, free financial markets will generate far more intrafinancial 
system trading than is socially optimal.

Joseph Stiglitz’s Nobel Prize lecture describes why.22 Economic the-
ory explains why trade in goods and services among businesses, indi-
viduals, or countries will increase human welfare: if one person prefers 
apples and another oranges, or if one is better at producing apples and 
the other oranges, both will be better off if they can trade and consume 
a mix of different fruits than they produce. But while trade in goods and 
services is driven either by inherent differences in preferences or by  
productive capabilities, financial trade is driven by differences in expec-
tations, reflecting either different analysis or different sources of infor-
mation. As a result, financial market participants may devote large re-
sources to predicting movements in price minutely ahead of the rest of 
the market, in ways that can be profitable for the individual firm but 
cannot possibly increase the size of the overall economic cake. Indeed, 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 



44  ChAPTER 2

for society as a whole the impact is negative because of the costs of 
skilled labor, computers, and physical premises involved.

The response of EMH devotees is that this activity must still be valu-
able, because it improves “price discovery,” ensuring the more rapid and 
efficient processing of new information and thus better informing the 
allocation of capital in the economy. Given the timescales over which 
real investment decisions are made, however, this argument is utterly 
unconvincing. If a company’s share price will reflect tomorrow some 
newly available information, real economy capital allocation decisions 
will not be better made because the information is anticipated today. Any 
marginal “price discovery” benefits of yet more trading must decline 
once liquidity has already reached a reasonable level.

As for how much liquidity is enough, there is no science with which 
we can estimate that point. But with the advent of high- frequency trad-
ing, we know we are far beyond it. When trading decisions are made 
by computers millisecond by millisecond, they cannot possibly reflect 
analysis of information relevant to real- world capital allocation, but sim-
ply hardwire market responses to immediately preceding movements in 
the market price. Nor can it possibly matter to useful price discovery 
whether prices move a millisecond earlier than they otherwise would. 
But as Michael Lewis describes in Flash Boys, firms using high- frequency 
trading are now spending enormous sums on computers and communi-
cation systems to ensure that their orders enter the market a millisecond 
ahead of the competition.23 The result is an arms race of expenditure on 
technology and skilled people for an activity with no social value.

Free financial markets can thus create private incentives for levels of 
intrafinancial activity that go far beyond those required to deliver true 
social value. And the phenomenon extends far beyond the esoteric world 
of high- frequency trading: numerous studies have shown that much ac-
tive asset management adds no additional value but does add significant 
cost, compared with passive index- linked strategies.

Indeed, major questions arise about whether investors get good value 
for money from asset management. Private equity and hedge fund fees 
absorb a startling proportion of total gross returns. And large increases in 
assets under management as a percentage of GDP have not been matched 
by economy of scale effects— cost per unit of output falling as volumes 
rise— which are observed in most other sectors of the economy.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
         

 



INEFFICIENT FINANCIAL MARKETS  45

But while the deadweight cost of unnecessary financial activity is 
important— and could justify strong public policy objectives— it is not 
my focus in this book. The financial crisis of 2007– 2008 did not occur 
because asset management fees charged to end investors were swollen 
by unnecessary costs. Poor value for money may well be costing end 
customers a percentage point or so of GDP, but the far bigger problem is 
that advanced economy GDP levels are now some 10– 15% below where 
they would have been on pre- crisis trends.

The crucial question is whether increasing financial intensity makes 
financial markets and the macroeconomy more unstable.

Financial Intensity, Market Completion, and Instability

Financial markets can clearly be subject to collectively irrational price 
movements that contravene the EMH. But that still leaves open a dif-
ferent question— whether more trading and financial innovation make 
markets at least somewhat more efficient and stable, or further exacer-
bate instability and inefficiency.

That question has been extensively debated by economists and is un-
likely ever to be fully resolved. But neither theory nor empirical evidence 
support axiomatic confidence that market completion and increased 
trading activity always deliver benefit: in some circumstances they can 
clearly cause harm.

In theory the impact of increased trading on volatility must depend 
on trading strategies and time horizons. More activity by irrational 
“noise traders,” who are driven by herd behaviors, could make markets 
more volatile and inefficient. So too could trading by investors who are 
entirely rational but whose strategy is to invest with the momentum of 
the market but get out in time before the market turns. In contrast, the 
more trading by rational arbitrageurs who spot divergences from fun-
damental value and trade to gain when prices return to rational levels, 
the more efficient and stable markets will be. Financial transaction taxes, 
which penalize short- term trading, in theory could reduce harmful vol-
atility, because they would discourage herd- driven traders but leave 
unaffected the rational investors focusing on long- term fundamental 
value.24

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
         

 



46  ChAPTER 2

The empirical evidence however is debated and ambivalent. Some 
studies suggest that volatility is increased by higher trading volumes, but 
others argue the contrary. Some studies of financial transaction taxes 
suggest that they reduce volatility, but others have found no significant 
effect.25 The best conclusion is that the impact of increased financial 
trading on price volatility is uncertain and differs across different mar-
kets and circumstances. But the proposition that increased trading and 
market liquidity always reduces volatility and improves the efficiency of 
price discovery is unjustified.

The impact of increased market liquidity on the efficient mobilization 
of capital is similarly ambivalent. Reasonably liquid equity markets en-
able savers to fund long- term investments without making long- term 
savings commitments. But market liquidity also reduces the need for 
thoughtful analysis of long- term investment prospects and increases in-
vestor focus on anticipating short- term market trends. In debt markets 
increased liquidity can certainly be a double- edged sword. Liquid gov-
ernment bond markets, for instance, reduce the need for investors to 
assess whether governments can really afford the commitments they are 
taking on, focusing instead on how sentiment and yields will change 
over the very short term. If the Greek government bond market had 
been less liquid in the years before the crisis, investors might have fo-
cused more attention on debt sustainability, rather than being willing in 
2006 to lend money to Greece at an interest rate only 30 basis points 
(0.3%) higher than to Germany.

As for financial innovations that “complete markets” by making pos-
sible previously absent forms of contract, these too can have positive as 
well as negative effects. In theory more complete markets make possible 
better management of risk and better allocation of capital— and that may 
be true in some cases. For instance, a reasonable case has been made 
that the expansion of the market in oil and gas futures has facilitated the 
emergence of independent energy companies, which have increased the 
efficiency of U.S. energy markets.

But as Joseph Stiglitz has pointed out, if markets are to a degree in-
herently imperfect, taking one specific step toward market completion 
can produce less efficient results.26 And any new instrument that can be 
used to hedge a position and reduce risk can also be used simply to bet. 
As mentioned above, some betting is required to create a reasonably 
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liquid market. But large- scale betting can also create socially useless vol-
atility and financial instability. The development of CDS enabled hedg-
ing of credit risk and made the price of credit more transparent. But as 
Chapter 6 describes, the price that emerged was subject to the same 
overshooting instability that Figure 2.1 illustrates in the equity market; 
and the large- scale use of CDS to place bets played a major role in the 
explosion of complexity and interconnectedness that made the shadow 
banking system an engine of instability.

The market became more complete— and the social impact was 
negative.

What Follows . . . and What Does Not

Financial markets are not always efficient, and the overall level of mar-
ket prices will sometimes diverge greatly from rational equilibrium val-
ues. Some trading activity adds significant cost without delivering value, 
some forms of market completion through financial innovation can 
have harmful economic effects, and it is possible that more trading in 
some markets might make prices more volatile and price discovery less 
efficient.

But these facts do not in themselves justify major constraints on fi-
nancial market activity. They simply argue that our attitude to finance, 
as to the market economy in general, should be based on reality, not on 
quasi- religious belief.

The case for a market capitalist economy is not that it is perfect but 
simply that it is better than the alternative of a predominantly planned 
economy. And the valid case for active financial markets is not that they 
are always efficient and rational but that having them is better than not.

Financial markets will occasionally be subject to large irrational over-
shoots, but they still perform important economic functions. And we 
cannot get the benefits without some of the disadvantages. Trading ac-
tivity may in some markets be greater than socially optimal, but some 
trading is beneficial, and we have neither the science to tell us what the 
perfect level is nor the policy tools to achieve it.

Moreover, even irrational equity markets may play a vital role in the 
inevitably chaotic processes of market- driven innovation and investment. 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
         

 



48  ChAPTER 2

As the venture capitalist and economist Bill Janeway has described in his 
book Doing Capitalism in the Innovation Economy, the benefit of major 
innovations can almost never be estimated by considering in an entirely 
rational fashion the probability distribution of future cash flows. And 
major waves of innovation often arise either as by- products of govern-
ment strategic objectives— relating for instance to defense, transport, or 
health, or from research and development pursued by large corporate 
R&D departments almost for its own sake.27 But as Janeway also illus-
trates, irrational equity markets surges, interacting with the venture 
capital industry, can deliver beneficial side- effects. NASDAQ prices in 
mid- 2000 were irrational, and a significant misallocation of real re-
sources resulted. Lots of young people set up Internet companies that 
had no real prospects of success, and many investors lost large amounts 
of money. But the NASDAQ boom and bust left behind it the compa-
nies, infrastructure, and ideas that have driven a new wave of innova-
tion. A perfectly informed economic planner could have done a better 
job, delivering all the upside and none of the chaotic value destruction. 
But since no such perfect planner exists, we are better off with an occa-
sionally irrational equity market than with none at all.

So the fact that financial markets are different from other markets 
and can be inefficient, irrational, and impose deadweight cost does not 
in itself prove that significantly less financial activity would necessarily 
be better.

But it does mean that we should reject axiomatic arguments in favor 
of ever more market liberalization and market completion. We should 
pragmatically consider public policy interventions to address issues of 
value for money. And we should identify those financial activities that 
have the greatest potential to produce not merely unnecessary cost but 
also macroeconomic instability. That potential is greatest where debt 
contracts and banks are involved, and confidence in the limitless bene-
fits of increased financial activity and market completion did most harm 
when applied to the market for credit. Parts II and III explain why.
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Dangerous Debt

The most important reason the 2008 crisis was followed by such 
a  deep recession and weak recovery was excessive private credit 

creation in the preceding decades. Part II focuses on why that growth 
occurred, why it caused harm, and how it was possible even though in-
flation remained low and stable.

Chapter 3 describes why debt contracts can be valuable but also dan-
gerous and how banks create credit, money, and purchasing power. 
Chapter 4 analyses the different economic functions of various cate-
gories of credit and explores the implications of the rising importance 
of urban real estate in modern economies. Together these two chapters 
explain why banking systems left to themselves are bound to create too 
much of the wrong sort of debt, instability, and crisis.

Excessive leverage growth before the crisis produced a severe post- 
crisis debt overhang, faced with which all policy levers appear blocked. 
As Chapter 5 describes, that means that fixing the banks will not be 
sufficient to fix the economy. More radical policies will be required.

Chapter 6 discusses how securitization and shadow banking fit into 
the story. Increased interbank trading activity and financial innovation, 
far from making the system more efficient and stable, amplified the in-
herent instability of the credit cycle and made the debt overhang effect 
worse. And the very risk management tools that were meant to reduce 
risks actually magnified them. Meanwhile, at the aggregate level intense 
intrafinancial system activity in the asset management industry is a zero- 
sum game, making society no better off, but generating costs that reduce 
end customer returns. The summary scorecard on three decades of fi-
nancial innovation is thus almost entirely negative.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
         

 



50  PART II

Chapter 7 addresses an apparent dilemma. Excessive credit growth 
before 2008 produced crisis and debt overhang, but it seemed at the 
time that we needed rapid credit growth to achieve adequate economic 
growth. Chapter 7 argues, however, that we could grow modern econo-
mies without excessive credit growth, but only if we address three driv-
ers of “unnecessary” credit growth— rising real estate values, increasing 
inequality, and global imbalances— and only if we recognize that direct 
government stimulus of demand, through money financed deficits, is 
sometimes less dangerous than private credit creation. It may indeed be 
the only effective response to secular stagnation, that is, to a long- term 
rather than merely cyclical problem of chronically deficient demand.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
         

 



T h R E E

DEBT, BANKS, AND THE MONEY THEY CREATE

The cycle of manias and panics results from procyclical changes in 
the supply of credit . . . Money always seems free in manias.

— Charles Kindleberger, Manias, Panics and Crashes: A History of 
Financial Crises, 19781

Charles Kindleberger’s classic history of financial crises doc-
uments the never- changing potential for financial markets to gen-

erate booms, busts, and financial instability. His examples cover equi-
ties, tulips, real estate, and various commodities and are drawn from 
Scandinavia, Japan, Korea, the United States, the United Kingdom, and 
many other countries. The precise patterns of behavior and economic 
implications vary. But his conclusion, supported by numerous other 
researchers, is clear: the booms and busts that result in the greatest eco-
nomic harm (rather than merely losses for some speculators) are driven 
by “procyclical” credit supply, with a rapidly growing and easily avail-
able supply of credit in the boom, followed by a dearth of credit in the 
subsequent downswing. The potential for irrational exuberance exists in 
all asset markets, but when it is financed by debt, severe economic harm 
results.

In the decade running up to the 2007– 2008 crisis, private credit grew 
rapidly in almost all advanced economies: in the United States at 9% 
per year, in the United Kingdom at 10% per year, in Spain at 16% per 
year.2 In most it grew far faster than nominal GDP; as a result, private 
leverage— the ratio of private credit to GDP— significantly increased. But 
that ten- year pattern was a continuation of the far longer- term sixty- 
year trend of increasing real economy leverage described in Chapter 1. 
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Total UK private- sector leverage grew from 50% in 1964 to 180% by 
2007; in the United States it grew from 53% in 1950 to 170% in 2007. 
More recently the pattern has been repeated in emerging economies. 
South Korea’s private leverage grew from 62% in 1970 to 155% before 
the Asian financial crisis of 1997: it is now even higher at 197%. The 
ratio of Chinese debt to GDP has grown from 124% in early 2008 to 
more than 200% today.3

Real economy leverage grew, because private credit grew faster than 
nominal GDP. That suggests a fundamental question: was such rapid 
credit growth needed to deliver a reasonable rate of economic growth, 
or could we have achieved economic growth without ever rising indebt-
edness? Chapter 7 addresses that issue. This chapter and the next three 
explain why rising debt levels led to crisis and post- crisis recession.

The Positive Role of Debt Contracts . . . and Banks

A recent history of debt by the anthropologist David Graeber is titled 
Debt— The First 5000 Years.4 Human societies have used debt contracts 
for as long as they have used money— indeed, Graeber argues for longer. 
And for much of that time, some philosophers and religions condemned 
interest- bearing debt as intrinsically unjust. In a debt contract the lender 
is due a return even if the borrower’s business project fails: tenant farm-
ers, for instance, have to pay interest to a landlord who lends them 
money even if the harvest is poor. Interest- bearing debt contracts can 
therefore magnify initial inequalities and not just in agricultural societ-
ies; Chapter 7 discusses the two- way link between debt and inequality in 
advanced societies today. Islam prohibits usury; medieval Christianity 
was deeply suspicious of it. Aristotle in The Politics described usury as a 
“most hated sort” of way to accumulate wealth.5

But modern economic theory sees debt contracts as vital to spur eco-
nomic growth. Moreover, it is precisely their fixed nature— the fact that 
the returns to lenders are largely independent of the success of the busi-
ness project— that makes them valuable.

Financial systems facilitate the mobilization of capital. In theory that 
could be achieved entirely by an equity market: all capital could flow 
from investors to entrepreneurs and businesses in the form of equity 
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contracts, savers would hold all their claims on businesses as equities, 
and businesses would be 100% equity financed.

But from the earliest days of the Industrial Revolution, capital accu-
mulation in fact involved a major role for debt capital markets and banks 
as well as equity markets. And economic theory provides good reasons 
for believing that without debt contracts, capital mobilization would be 
more difficult.

In an equity contract, the return to the investor varies with the suc-
cess of the business projects being financed. But those results are un-
known in advance to either entrepreneur or investor. And once projects 
are completed, entrepreneurs or business managers know far more about 
the true results achieved than do investors. So they can act to the inves-
tors’ disadvantage, for instance, by paying themselves higher salaries, 
which reduce investors’ returns.

Equity contracts thus leave investors facing risks that they cannot 
control. Finding out the full truth about project returns is expensive and 
difficult: in the language of finance theory, investors face the challenge 
of “costly state verification.” In contrast, debt contracts offer a return that 
is specified in advance and is fixed as long as the business project does 
not actually fail.6 As a result, they support capital mobilization from sav-
ers who would be unwilling to fund investment projects if all contracts 
had to take an equity form. Without railway company debt issues as well 
as equity issues, private- sector investment in the railways of nineteenth- 
century Britain would almost certainly have proceeded more slowly.

This benefit could be delivered by debt contracts that take a simple 
“direct” form, with an investor holding bonds issued by companies. And 
liquid bond markets can make it possible for the investor to fund long- 
term investments while holding an asset they can sell for cash in the short 
term. As Chapter 2 describes, such liquidity transformation, in either 
debt or equity markets, can also play an important role in enabling cap-
ital mobilization.

But banks that intermediate between savers and borrowers further 
enhance this transformation function, since they enable depositors to 
hold claims that not only are rapidly or immediately available but also 
maintain an apparently certain capital value. The development of “frac-
tional reserve banks” (that is, banks that hold only a small proportion of 
their deposits in liquid money form while lending the rest out on longer 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 



54  ChAPTER 3

maturities than their liabilities) therefore also probably played an im-
portant role in enabling economic development. Writing in Lombard 
Street, his famous 1878 description of the British banking system, Wal-
ter Bagehot argued that Britain’s more developed banking system, com-
pared with that of much of continental Europe, enabled wider pools of 
savings to become “borrowable” by entrepreneurs, rather than merely 
hoarded.7 The economic historian Alexander Gerschenkron argued that 
investment banks in late nineteenth- century Germany played a role as 
important as industrial technologies in driving economic growth.8

It is therefore not surprising that empirical studies have found evi-
dence of a beneficial effect of financial deepening— measured as either 
the ratio of private debt to GDP or that of bank assets to GDP— as coun-
tries progress through the early stages of economic growth. And in some 
emerging countries today, such as India, a strong case can be made that 
the extension of banking into small towns and rural areas would facili-
tate capital formation by small and medium enterprises, which would 
not occur if capital accumulation required either equity or direct debt 
contracts between investor and entrepreneur.

Debt Contract Dangers

But while debt contracts and banks play economically valuable roles, the 
very character that makes them valuable also makes them potentially 
harmful. Debt contracts appear to provide certain returns— but that very 
fact increases the danger of irrational booms and amplifies the impact 
of subsequent busts. Five related features of debt contracts make them 
potentially dangerous.

First, debt contracts can fool us into ignoring risks. Their return does 
not depend in a precise fashion on the success of the business projects 
they finance. But that does not mean that debt contracts are riskless: 
instead, the risks take a particular form.

When an investor buys an equity, she knows that the most likely ex-
pected return is only one among many possible results, and that both 
considerably higher or considerably lower return is possible. Moreover, 
the daily variation in equity prices makes the investor continually aware 
of this inherent risk. In contrast, a debt contract has a high likelihood of 
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one specific return— the debt paying off in full and with prespecified 
interest— and there is no possibility of an upside above that fixed return. 
But there is a small probability of a very significant downside.

This pattern of return tends to induce myopia, or as the economist 
Andrei Shleifer and colleagues have labeled it, “local thinking”: inves-
tors in good times assume that full payout is not only likely but certain, 
and they exclude from their consideration the possibility of loss.9 In the 
upswing of the crisis, there is thus a danger that risky loans and bonds 
are treated as close to riskless. As a result many bonds may be bought by 
investors and many bank loans made, which, as Shleifer and colleagues 
put it “owed their very existence to neglected risk.” This was undoubt-
edly the case in the United States in the years running up to 2008. Mar-
ket imperfections of the sort described in Chapter 2 can lead to price 
instability in all financial markets. But in the debt market, they can gen-
erate debt contracts that in a rational market would never even have 
existed.

Second and as a result of feature 1, debt markets can be susceptible to 
“sudden stops” in new credit supply as investors or bankers who previ-
ously ignored risks suddenly become aware of the full range of possible 
results and are therefore unwilling to lend new money. The nature of 
debt contracts therefore creates the danger that debt finance, whether by 
bonds or banks, will be first provided on excessively easy terms and then 
denied at almost any price. Credit supply in Ireland grew on average at 
almost 20% per year from 2004 to 2008; from 2009 to 2013 it contracted 
by about 1.3%.10 Both the bonanza and the sudden stop caused harm.

Sudden stops in debt finance are far more harmful than in equity fi-
nance, because of the specific maturity of debt contracts and the need 
for debt rollover. Once made, equity investments are permanent: there 
is no commitment to return the capital at some specific time, and even 
income payments (dividends) are to a degree discretionary. As a result 
one could imagine an economy in which new equity investment mar-
kets closed entirely for a number of years. Over time there would be 
economic costs, but business operations and new investment would still 
continue. An economy with large debt contracts outstanding relies, how-
ever, on the supply of new credit, without which many debt- dependent 
companies would cease investment and in some cases close. A more 
debt- intensive economy— in particular, one with extensive short- term 
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debt commitments— is more vulnerable to sudden falls in investor con-
fidence or to sudden reductions in bank lending capacity than an equity- 
intensive one would be.

Third, when debt contracts become unsustainable they do not adjust 
smoothly. As former Federal Reserve Chairman Ben Bernanke has com-
mented, “in a complete markets world” (that is, in the world described 
by the Arrow Debreu model, discussed in Chapter 2) “bankruptcy 
would never be observed.”11 Debt contracts would instead specify in 
advance how losses should be shared between borrowers and lenders, 
enabling viable businesses to continue trading even if investors suffered 
disappointing returns. But in the real world, bankruptcy procedures 
often result in disruption, in large administrative costs, and in “fire sale” 
losses as assets are sold at just the wrong point in the economic cycle.

Fourth, asset price falls induced by a sudden stop in confidence and 
credit growth can further depress both confidence and credit supply. Fire 
sales resulting from default and bankruptcy can result in lower prices 
for the assets of failing companies. But reduced credit supply can make 
those asset price falls more widespread, as companies and households are 
less able and willing to buy assets with credit. And reduced asset prices 
can impair the solvency of banks, leading to yet further constraints on 
credit supply.

Fifth and finally, falling asset prices can produce a deflationary debt 
overhang effect. Faced with falling asset prices, borrowers may become 
suddenly concerned that they are overleveraged and cut consumption 
(in the case of households) and investment (in the case of businesses) in 
an attempt to reduce their debts and ensure their solvency. But the com-
bined impact of this behavior by multiple households and companies 
depresses aggregate demand, economic growth, asset prices, and confi-
dence. Chapter 5 argues that the severity of the debt overhang we now 
face is the most important reason that recovery from the 2007– 2008 
crisis has been so anemic.

The quasi- fixed nature of debt contracts, combined with inherently 
imperfect markets and potentially myopic human beings, can thus be 
powerful drivers of financial and macroeconomic instability. Together 
they drive overexuberant booms; and together they produce post- crisis 
recessions. In 1933 the economist Irving Fisher argued in a famous ar-
ticle that the United States faced a Great Depression because excessive 
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credit creation had been followed by a self- reinforcing “debt deflation.” 
Figure 3.1 summarizes his description of the processes at work.12 The 
run- up to the 2007– 2008 crisis and the subsequent Great Recession have 
seen us repeat that experience.

So debt could be dangerous, even if all debt took a direct, bond fi-
nanced, form (particularly if the bonds were relatively short term). But 
the dangers are greatly increased by the fact that banks create credit, 
money, and purchasing power.

Banks and the Money They Create

Read an undergraduate textbook of economics, or advanced academic 
papers on financial intermediation, and if they describe banks at all, it is 
usually as follows: “banks take deposits from households and lend money 
to businesses, allocating capital between alternative capital investment 
possibilities.”13 But as a description of what modern banks do, this ac-
count is largely fictional, and it fails to capture their essential role and 
implications.

Figure 3.1.

1. Debt liquidation leads to distress selling

2. Contraction of deposit currency (i.e., bank money)

3. Fall in the level of prices

4. Still greater fall in the net-worths of businesses, precipitating 
bankruptcies

5. A like fall in pro�ts 

6. Reduction in output, in trade, and in employment 

7. Pessimism and lack of con�dence

8. Hoarding and slowing down still more the velocity of circulation

9. Complicated disturbances in rates of interest—fall in nominal rates, 
rise in real rates  

Fisher’s debt de�ation dynamics: key features
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Banks create credit, money, and thus purchasing power. They make 
loans to borrowers, crediting an asset on the banks’ balance sheet; at the 
same time they put money in the borrowers’ account, creating a bank 
liability. The loan is repayable at a later date, but the money is immedi-
ately available. It is this “maturity transformation” that creates effective 
purchasing power. The borrower may, and almost certainly will, then 
pay out the money to another business or household, but that creates 
money in that person’s account. The vast majority of what we count as 
“money” in modern economies is created in this fashion: in the United 
Kingdom 98% of money takes this form, and only 2% represents the 
notes and coins liabilities of the state.14

By creating credit and money, banks can increase purchasing power, 
and bank money creation therefore plays a crucial role in stimulating 
nominal demand growth. And bank credit and money creation can, as 
Chapter 8 describes, skew purchasing power toward investment, driving 
at least for a time faster economic growth. But it can also skew purchas-
ing power toward asset speculations of the sort described by Kindle-
berger. How much credit banks create and to what purposes that credit 
is devoted are therefore issues of vital importance.

In fact, the ability to create credit and purchasing power, for good or 
ill purposes, is not unique to banks. If a company selling products or 
services to a customer is willing to accept a promissory note rather 
than cash, a form of credit is created. And if the creditworthiness of the 
customer is undoubted, the supplier may be able to use the promissory 
note to pay its own suppliers: in which case the credit note becomes in 
effect money. Spontaneously arising trade credit can thus increase 
spending power in an economy, and speculative booms are possible 
even without banks. Banks were largely irrelevant to the Dutch tulip 
bulb mania of 1638: instead innovations in vendor finance made pos-
sible a self- reinforcing rise in both prices and the value of trade credit 
outstanding. Shadow banking activities— as Chapter 6 describes— can 
create credit and money equivalents outside the formal banking sector.

But the existence of fractional reserve banks greatly increases the po-
tential for credit and purchasing power creation. The Swedish econo-
mist Knut Wicksell provided a beautifully clear description of why this 
is the case in his 1898 book Interest and Prices.15 In a system of bank- 
based credit— or as he labels it, “organized credit”— bank money be-
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comes the dominant medium of exchange. For reasons of convenience 
and security, households and businesses hold almost all their money in 
bank deposits, and almost all payments involve transfers from one ac-
count to another, effected through the interbank clearing system. As a 
result, once bank money has been created by the extension of new credit, 
it is almost certain to remain in the banking system: very little is taken 
out and used in the form of notes and coins.

Wicksell concluded that banking systems can therefore greatly in-
crease potential purchasing power in the economy. And their ability to 
do so is further enhanced by interbank lending markets: for while any 
one bank alone might seem constrained by the need to hold some assets 
in liquid reserves (in case depositors wish to transfer their money to 
other banks), if the money can be borrowed back in the interbank lend-
ing market, the constraint disappears. The more liquid are interbank 
lending markets, the less constrained is the banking system’s ability to 
create new credit and money.16

Wicksell therefore worried that, left to itself, a free market banking 
system might create too much credit and as a result induce harmful in-
flation. He proposed two responses to this concern. The first was that 
bank credit creation would be constrained if banks were required to hold 
a fixed proportion of their money liabilities as liquid reserves at the 
central bank, and if the central bank controlled that proportion. In fact, 
however, modern central banks have tended to move away from such 
quantitative controls.

The second was that the quantity of credit created would be appropri-
ate and inflationary dangers avoided if central banks kept market inter-
est rates in line with what Wicksell labeled “the natural rate of interest,” 
that is, the rate of return available on real physical investment projects. 
As long as this relationship was maintained, Wicksell argued, entrepre-
neurs would only have an incentive to borrow money for investments 
likely to produce an increase in real productive potential in line with the 
additional purchasing power created. Purchasing power and output 
would therefore grow in a balanced noninflationary fashion

Pre- crisis central bank orthodoxy built, at least indirectly, on this 
strand of Wicksell’s thought. Indeed, one of the most important state-
ments of the pre- crisis orthodoxy, Michael Woodford’s Interest and 
Prices, is titled in homage to Wicksell.17 And central banks gravitated to 
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the belief that, provided interest rates were maintained at levels that en-
sured low and stable inflation, the amount of credit that the banking 
system created would be of no concern. Low and stable inflation was 
sufficient to ensure financial and macroeconomic stability.

But the crisis of 2007– 2008 proved that assumption quite wrong. Ex-
cessive credit produced a crisis, even though inflation remained sub-
dued. The explanation lies in two facts. First, all credit extension creates 
debt contracts, which can have the adverse consequences described in 
this chapter. Second, most credit in advanced economies is not used to 
finance new capital investment. Chapter 4 describes that reality.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 



F O U R

TOO MUCH OF THE WRONG SORT OF DEBT

With very few exceptions, the banks’ primary business consisted 
of non- mortgage lending to companies in 1928 and 1970. In 2007 
banks in most countries had turned primarily into real estate 
lenders. . . . The intermediation of household savings for produc-
tive investment in the business sector— the standard textbook 
role of the financial sector— constitutes only a minor share of the 
business of banking today.

— Òscar Jordà, Moritz Schularick, and Alan Taylor, “The Great 
Mortgaging”1

Textbook descriptions of banks usually assume that they lend 
money to businesses to finance new capital investment. Explana-

tions of why financial deepening is valuable focus almost entirely on the 
beneficial impact of better credit flow to businesses and entrepreneurs.2 
But in most modern banking systems most credit does not finance new 
capital investment. Instead, it funds the purchase of assets that already 
exist and, above all, existing real estate.

In some ways that is inevitable, since real estate accounts for the 
 majority of all wealth in advanced economies. Seen from an individual 
borrower’s perspective, moreover, mortgage lending is clearly socially 
useful. And seen from a private bank’s perspective, lending against real 
estate can appear the easiest and safest thing to do.

But the increasing importance of real estate and of lending against 
it has huge implications for financial and macroeconomic instability. 
Different categories of credit perform different economic functions and 
have different consequences. Only when credit is used to finance useful 
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new capital investment does it generate the additional income flows re-
quired to make the debt certainly sustainable. Contrary to the pre- crisis 
orthodoxy that the quantity of credit created and its allocation between 
different uses should be left to free market forces, banks left to them-
selves will produce too much of the wrong sort of debt.

Categories of Credit

Credit can be extended for the textbook purpose of funding new capital 
investment. But it can also fund increased consumption, and it can be 
used to finance the purchase of an asset that already exists, whether that 
be a painting, a house, an office building, or a company.

Figure 4.1 shows the breakdown of bank lending in the United King-
dom in 2012. Residential mortgages accounted for 65% and unsecured 
consumer loans for 7%. Of loans to companies, the majority funded 
commercial real estate development or investment.3 These figures can-
not be mapped precisely to the division among finance for investment, 
consumption, and existing assets. Residential mortgages can finance 
increased consumption as well as house purchase, and the houses pur-
chased can be existing or newly built; commercial real estate lending fi-
nances a mix of investment in existing properties and new developments. 
But it is clear that credit to finance investment in non– real estate assets 
accounts for no more than 14% of the UK total, and the same broad 
pattern is found across the advanced economies and increasingly in 
emerging ones. To understand the roots of the 2007– 2008 crisis and of 
the Great Recession that followed, we have to understand the different 
economic impacts of the various categories of credit.

Credit- Financed Consumption

In most advanced economies only a small share of credit is explicitly 
and wholly related to consumption finance. In the United Kingdom, 
unsecured lending to households (by means of personal loans, over-
drafts, and credit cards), is around 10% of GDP;4 in the United States the 
equivalent figure is about 5%.5 But these figures understate the role of 
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credit- financed consumption, since mortgage borrowing can also be 
used to support consumption growth. Rapid growth of U.S. mortgage 
credit before the 2007– 2008 crisis played a major role in spurring U.S. 
personal consumption.

Personal loans and credit cards enable people to smooth consump-
tion in the face of fluctuating income: mortgage- financed consumption 
can allow them to smooth consumption across different periods of life, 
within the constraints of their total lifetime income. Such consumption 
smoothing has nothing to do with the mobilization or allocation of 
credit, but it can still be valuable— or “welfare enhancing,” in formal 
economic terms.6

But consumption credit can also have harmful effects, both for in-
dividuals and for the macroeconomy. Particularly in the face of rising 

Figure 4.1. Categories of bank lending in the United Kingdom, 2012

Source: Bank of England.
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inequality, individuals may borrow too much in an impossible attempt 
to maintain consumption that is objectively unaffordable, given their 
future income prospects. And they may face interest rates so high that 
the net result is a material reduction in their lifetime disposable income. 
As Chapter 7 discusses, rising indebtedness can be both part conse-
quence and part cause of rising inequality.

Debts incurred to finance consumption can also contribute to post- 
crisis debt overhang effects. If secured against real estate, they can look 
increasingly affordable as long as house prices rise. But when prices fall, 
defaults and attempted deleveraging by overindebted households can 
depress the economy.

The overall point is simple. If credit finances consumption rather 
than useful investment, it is more likely that the debts created will sub-
sequently prove unsustainable. We have always recognized that fact in 
relation to public debt: fiscal deficits that finance consumption rather 
than growth- enhancing investment are more likely to produce unsus-
tainable public debt burdens. The same is true for private- sector credit 
creation.

Credit- Financed Investment . . . and Overinvestment

If credit is extended to finance useful investment, which increases future 
productive potential, it will be affordable: the investment will itself gen-
erate the income from which the debt is repaid. But the word “useful” is 
a crucial qualification, since even finance that results in new capital in-
vestment can produce waste and instability.

Credit creation can facilitate capital investment, and Chapter 8 dis-
cusses how directed bank credit creation was used by some developing 
countries to drive higher levels of investment and faster rates of growth 
than could otherwise have been achieved. But as both Friedrich Hayek 
and Hyman Minsky explored, it can produce cycles of overinvestment 
that leave behind wasted real resources and a debt overhang problem.7

Two factors combine to produce those cycles— inherent uncertainty 
about future returns and the length of time required to build new capital 
assets. Given these factors, there is no perfect market mechanism that 
ensures that the level of investment chosen by free markets will be rea-
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sonable in the face of subsequent demand for the goods and services 
produced. Expectations of increased demand for a particular product 
or service, and thus for the capital assets required to produce it, can 
generate increases in the price of the current stock of those assets that 
stimulate a far bigger quantity of new investment than subsequently ap-
pears wise.

Cycles of credit- financed overinvestment have therefore been features 
of capitalism throughout its history, from the railway booms of the nine-
teenth century to the U.S., Spanish, and Irish real estate building booms 
of the 2000s. By 2006 Ireland was building 90,000 homes per year in a 
country of just over 4 million people.8 Many of the builders and devel-
opers who built those homes have subsequently gone bankrupt. At least 
20,000 homes on “ghost estates” are now being demolished, their con-
struction an utter waste. But in the upswing of the cycle, building them 
and lending money to the builders appeared profitable. Indeed, from a 
purely private point of view it often was. The lucky builders who com-
pleted and sold their developments before summer 2008 made money, 
and the loans due for repayment before then were typically repaid in full. 
Up until 2008 free market price signals validated increased investment.

But the collective result was a disaster. Specific investments made 
money, but only because new credit supply for a time drove up the price 
of completed projects. In the terms defined by Hyman Minsky, the sys-
tem had progressed from one in which credit was “Hedge” in form (fi-
nancing assets with debt that could be repaid out of the income gener-
ated by that investment) to a “Speculative” system, in which new credit 
supply was essential to finance repayment of existing debts.9

A free market credit system can thus produce cycles of overinvest-
ment, which in turn cause two types of harm. The first is misallocation 
of real resources: in Spain the construction sector swelled from 8% to 
more than 12% of GDP between the late 1990s and 2007, in Ireland the 
increase was from 4% to 9%, and in both the share of construction in 
total employment grew rapidly.10 High unemployment was the inevita-
ble post- crisis consequence, as it was too in several U.S. states that expe-
rienced construction booms, such as Florida and Arizona. The second is 
the debt overhang effect.

The problem of debt overhang can also arise even if the credit boom 
results in no new investment but is instead focused entirely on already 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 



66  ChAPTER 4

existing assets. Indeed, credit booms focused on already existing real 
estate assets can result in a supercharged version of the credit cycles 
described by Hayek and Minsky.11

Credit to Finance Existing Assets— The Dominance of Real Estate

Credit can finance the purchase of many different sorts of existing asset. 
In theory we could face a credit bubble that drove up the price of works 
of art valued only for their subjective aesthetic value. In the bubble of 
1638, Dutch tulips were valued simply for their beauty.

Some non– real estate business finance, meanwhile, is also focused 
on existing assets. For instance, many private equity buyouts essentially 
leverage up existing companies, increasing potential return at the ex-
pense of increased risk but with no necessary consequences for the level 
of investment.

But by far most lending against existing assets is against real estate, 
and lending against already existing real estate represents the majority 
of all bank lending in most advanced economies and an increasing num-
ber of emerging ones.

It wasn’t always like that. As research by Jordà, Schularick, and Taylor 
shows, what banks do in advanced economies has changed dramatically 
in the past 45 years (see Figure 4.2). In 1928 real estate lending averaged 
about 30% of all bank lending; by 1970 it had edged up to 35%; by 2007 
it was approaching 60%. In addition, a significant proportion of the re-
maining 40% is likely to finance commercial real estate.12 As Jordá, 
Schularick, and Taylor put it

with very few exceptions, the banks’ primary business consisted of non- 
mortgage lending to companies both in 1928 and 1970. In 2007, banks in 
most countries had turned primarily into real estate lenders. The inter-
mediation of household savings for productive investment in the business 
sector— the standard textbook role of the financial sector— constitutes 
only a minor share of the business of banking today.

Some of that real estate lending finances investment in new real es-
tate, whether residential or commercial. But the vast bulk finances the 
purchase of real estate assets that already exist, with households borrow-
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ing to purchase already existing houses, and companies and institu-
tional investors borrowing to make investments in existing commercial 
property. For instance, the UK mortgage credit and house price boom 
of 2000– 2007— unlike the credit and price booms in Florida, Spain, or 
Ireland— was primarily an existing assets boom, with only a relatively 
small rise in new construction.

It is vital indeed to understand that an advanced economy in which 
there was no new investment in real estate at all would also almost cer-
tainly be one in which most new bank credit was extended to finance 
real estate. That reflects the inevitably rising importance of real estate as 
a share of wealth in increasingly rich societies.

The Rising Importance of Real Estate in Wealth

Thomas Piketty’s Capital in the Twenty- First Century has focused at-
tention on the remarkable increase in the ratio of wealth to income in 
advanced economies over the past 40 years.13 In 1970 wealth typically 
amounted to about three times national income; by 2010, that number 
had grown to five to six times.

Figure 4.2. Share of real estate lending in total bank lending for seventeen advanced 
economies

Source: Jordà, Schularick, and Taylor (2014a). © 2014 by Òscar Jordà, Moritz Schularick, and 
Alan M. Taylor. All rights reserved. Used with permission. 
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Several factors have driven this change. But by far the most important 
is the huge increase in the value of housing, which in most countries 
accounts for the majority of all wealth and for most of the increase in 
the wealth / income ratio. In France and United Kingdom, for instance, 
housing accounts for more than half of all wealth, and the increase in 
housing wealth relative to national income explains about 90– 100% of 
the increase in the total wealth / income ratio since 1970. Housing wealth 
in the United Kingdom was about 120% of national income in 1970 and 
had reached 300% by 2010; in France, as Figure 4.3 shows, housing 
wealth grew from 120% of GDP in 1970 to 371% by 2010. In addition, 
though not separated in Piketty’s figures, commercial real estate ac-
counts for a significant share of non- housing wealth.

Much of this housing wealth— and in many countries the lion’s share 
of the increase— reflects not the constructed value of the buildings but 
the urban land on which the buildings sit. In major cities such as Lon-
don, Paris, New York, San Francisco, or Hong Kong, actual new expen-
ditures on construction explain only a trivial part of the increase in real 
estate value. For advanced economies on average, 80% of house price 
increases between 1950 and 2012 can be attributed to rising land prices 
and only 20% to increases in the constructed value of the housing.14 An 
increasing share of wealth in all rich societies, and more recently in many 

Figure 4.3. Capital in France, 1700– 2010: Percentage of national income

Source: Reprinted by permission of the publisher from Piketty (2014), translated by Arthur 
Goldhammer, p. 117, Cambridge, MA: The Belknap Press of Harvard University Press, Copyright 
© 2014 by the President and Fellows of Harvard College.
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emerging economies too, thus derives not from capital stock accumu-
lated out of capital investment but from urban land, and in particular 
from land in the most desired and therefore highest- valued locations.

That may seem strange. Many economists talk of our “weightless” 
modern economy in which physical goods are of declining importance 
and in which software and applications play an increasing role: but the 
most physical thing of all— land— is increasing in importance. But par-
adoxically, the rising importance of land is in part the direct consequence 
of the remarkable progress of information and communications tech-
nology (ICT). And the faster ICT progresses in the future, the more the 
value of real estate and land may increase.

A recent book by MIT economists Eric Brynjolfsson and Andrew 
McAfee, The Second Machine Age, argues persuasively that ICT is a 
uniquely powerful technology because of two distinctive features: first, 
the price of hardware capacity along many different dimensions— pro-
cessing power, memory, bandwidth— keeps collapsing roughly in line 
with Moore’s law, halving every 1.5– 2 years or so; second, once software 
has been developed, it can be replicated at close to zero marginal cost.15

These features enable ICT companies to create huge wealth with very 
little capital investment. In mid- 2014 Facebook had an equity valuation 
of $150 billion: the software “machine” that runs it took at most 5,000 or 
so software engineer years to build. Compared with the investment that 
went into building automobile, airline, or traditional retail companies, 
this is trivial. And more generally, the two distinctive features mean that 
wherever the “machines” that drive businesses include a large ICT soft-
ware or hardware element, they keep falling in price relative to current 
goods and services. IMF figures show that the price of capital equipment 
relative to prices of current goods and services fell by 33% between 1990 
and 2014.16

The inevitable consequence is that an increasing share of investment 
is accounted for by those categories of capital expenditure where prices 
are not falling— and the most important of those is physical construc-
tion. A world in which the volume of information and communication 
capacity embedded in capital goods relentlessly increases is a world in 
which real estate and infrastructure constructions are bound to account 
for an increasing share of the value of all investment.

Meanwhile, the changing pattern of consumption increases the rela-
tive importance of locationally desirable land. As people on average get  
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richer, they choose to spend their increasing income on a different mix 
of goods and services. In some expenditure categories, people approach 
satiation, and both the volume and value of food, clothing, or household 
appliances consumed therefore grow more slowly than income. In some 
other categories, volumes consumed may continue to soar, but prices 
collapse in an offsetting fashion— so that while ever more tablets, mo-
bile phones, and computer games are bought, total expenditure at best 
keeps pace with income.

Offsetting these “low- income- elasticity” goods and services, are oth-
ers whose income elasticity of demand is far greater than 1, that is, for 
which expenditure grows faster than income. The most important of 
these is locationally specific housing, as consumers devote an increasing 
share of their income to competing for the ability to live in the most 
desired parts of town. But if the supply of desirable locations is scarce, 
and the land on which desired real estate is irreproducible, the only 
thing that can adjust is the price.

Thus the rising importance of real estate— and of the underlying 
land— in part reflects fundamental technological and consumer prefer-
ence factors. Advanced economies are getting more real estate intensive, 
because they are more ICT intensive, and because they are on average 
getting richer. But awareness of rising real estate prices in turn gives fur-
ther impetus to the effect, as real estate has become an “asset class” in 
which people invest not only to enjoy housing services but also in the 
anticipation of capital gain.

At the top end of the housing market, the “asset investment” motiva-
tion may indeed be the dominant one, with many super- luxury apart-
ments in London, Dubai, or New York bought but rarely occupied. But 
the phenomenon reaches far beyond the top of the market. If people buy 
houses earlier in life than they otherwise would for fear of losing out 
as prices rise, they are effectively treating housing as an investment. For 
many people their own home is by far the most important investment 
they will ever make. And in the United Kingdom, investment in residen-
tial housing for rent— “buy to let” investment— has grown to account 
for 15% of the housing stock.

Advanced economies would therefore become more real estate– 
intensive even if leverage played no role. But increasing leverage is the 
inevitable consequence: and in turn it amplifies the effect.
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Real Estate and Leverage— The Bias and the Cycle

Unlike 50 years ago, most bank lending— and in the United States most 
lending through capital markets— now finances the purchase of real es-
tate. In part that reflects simply the increasing role of real estate in total 
wealth. In part it reflects the valuable social role that mortgage credit 
plays in lubricating the exchange of homes between different people, 
including different generations. But it also reflects a bias for banks to 
prefer to lend against the security of real estate assets.

Lending to finance non– real estate business investment requires dif-
ficult and expensive assessment of project prospects and future cash 
flows: and if the project fails, the assets financed often have little resale 
value. But real estate, whether commercial or residential, usually has 
value for many alternative users. Taking security against real estate there-
fore seems to simplify risk assessment. Banks seeking rapid market share 
growth nearly always focus on real estate; safely expanding other types 
of lending requires the gradual and difficult build- up of customer rela-
tions and knowledge. And at least in residential real estate, though not 
commercial, actual loan losses are often low even in the face of major 
economic recession. In the latest crisis, it is true that U.S. losses from 
residential mortgage lending have reached 7% of total loan volumes, 
reflecting very aggressive subprime lending in the pre- crisis period. But 
while the United Kingdom also experienced a big mortgage credit boom, 
losses in the latest crisis have been less than 1%.17

Seen from the private perspective of individual banks, lending against 
real estate often therefore seems, and sometimes actually is, lower risk 
and easier to manage than other categories of lending. Before the mid- 
twentieth century, banks in several advanced economies were restricted 
or at least discouraged from entering real estate lending markets: in dif-
ferent ways, for instance, Japan, the United Kingdom, and Canada all 
constrained bank mortgage lending. Once the constraints were removed, 
these institutions increasingly became real estate lenders.18

But lending against real estate— and in particular against existing 
real estate whose supply cannot be easily increased— generates self- 
reinforcing cycles of credit supply, credit demand, and asset prices. Fig-
ure 4.4 illustrates the upswing. More credit supply produces rising real es-
tate prices, which in turn increase both the net worth and the confidence 
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of borrowers and lenders. As prices rise, lenders experience only small 
loan losses, which increases their capital bases, which makes it possible 
for them to make more loans; but low loan losses also reinforce bank 
management and loan officer confidence that further loans will be safe. 
Meanwhile, borrowers see their net worth rise, which enables them to 
borrow more for any given loan to value ratio (LTV), and the experience 
of rising prices generates expectations that further rises will continue at 
least for the medium term. Throughout modern economic history real 
estate credit and prices move together. In the latest upswing, from 2000 
to 2007, mortgage credit in the United States increased by 134% and 
house prices by 90%; in Spain the increases were 254% and 120%; in 
Ireland, 336% and 109%.19

These cycles sometimes generate booms in new real estate invest-
ment. Ireland and Spain saw pre- crisis construction booms, and so too 
did U.S. states such as Florida and Nevada. But they can also generate 
booms and subsequent busts in the price of already exiting real estate, 
and of the irreproducible land on which the real estate sits. In the United 
Kingdom the boom and bust was mainly in existing house prices, as it 
was in U.S. cities where the ability to build is more constrained, such as 

Figure 4.4. Credit and asset price cycles
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Manhattan and San Francisco.20 Even in the countries or regions where 
a housing construction boom occurred, dramatic rises in the price of 
existing houses (for example, of central Dublin properties) played a 
major role in making new construction appear profitable.

At the very core of financial instability in modern economies thus lies 
an interface between an infinite capacity and an inelastic constraint. 
Banks, unless constrained by policy, have an infinite capacity to create 
credit, money, and purchasing power; so do shadow banking systems, 
as Chapter 6 explores. But the supply of locationally desirable real estate 
(and ultimately land) is always somewhat inelastic and in some cities 
close to fixed. Potentially infinite nominal demand and finite supply 
combine to make the price of locationally specific real estate indetermi-
nate and potentially volatile. The resulting credit and asset price cycles 
are not just part of the story of financial instability in modern econo-
mies, they are its very essence.21

The upswing of the cycle drives real estate prices higher, accentuating 
the rising importance of real estate wealth apparent in Piketty’s figures. 
But it also leaves the economy vulnerable to financial crisis and post- 
crisis recession as the cycle illustrated in Figure 4.4 swings into reverse. 
In the downswing, falling asset prices reduce both the net worth and 
confidence of both lenders and borrowers, curtailing credit supply and 
demand. The economy is left facing a debt overhang effect. Chapter 5 
describes the consequences.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 



F I V E

CAUGHT IN THE DEBT OVERHANG TRAP

Economic disasters are almost always preceded by a large increase 
in household debt. In fact, the correlation is so robust that it is as 
close to an empirical law as it gets in macro- economics.

— Atif Mian and Amir Sufi, House of Debt1

Contrary to widely held beliefs, six years on from the beginning of 
the financial crisis in the advanced economies, the global economy 
is not yet on a deleveraging path. Indeed the ratio of global total 
debt over GDP has kept increasing at an unabated pace and break- 
ing new highs: up 38 percentage points since 2008 to 212%.

— Luigi Buttiglione, Philip R. Lane, Lucrezia Reichlin, and Vincent 
Reinhart, Deleveraging, What Deleveraging? The 16th Geneva 
Report on the World Economy2

The financial crisis of 2007– 2008 was followed by a credit 
crunch— a sudden stop to the rapid pre- crisis credit growth. Fixing 

the financial system and in particular the banks therefore seemed a top 
priority. Higher bank capital requirements and stress tests sought to re-
move market concerns about bank solvency and constraints on bank 
funding; public capital injections and central bank liquidity lines were 
designed to enable banks to start lending again. These policies were ap-
propriate and essential: but they were also inadequate.

That’s because the biggest problem we faced was not an impaired fi-
nancial system but a severe debt overhang in the real economy. And 
fixing the banks cannot itself fix that problem. Faced with severe debt 
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overhang, indeed, all policy levers have seemed inadequate. The result 
has been seven years of recession and only weak recovery.

Japan— The Canary in the Mine

Ahead of the crisis, the relentless rise in private- sector leverage shown 
in Figure 1.2 in Chapter 1 provoked little concern. But it should have, 
because from the 1990s on, Japan provided a warning of the huge dam-
age a debt overhang can cause. Richard Koo explained how in an import-
ant book published in 2008— The Holy Grail of Macroeconomics: Lessons 
from Japan’s Great Recession.3

Japan successfully used a form of directed credit policy to achieve 
high investment and rapid economic growth during the 1950s to 1980s. 
From the early 1980s on, however, its banks were increasingly allowed to  
enter real estate lending and had incentives to do so. In addition many 
nonfinancial companies became heavily involved in real estate specula-
tion alongside their core manufacturing or consumer service activities.

The result was a massive credit- fueled real estate boom, with domes-
tic bank credit increasing 65% from 1985 to 1989, real estate lending 
increasing four times, and land prices rising 245%.4 In total Japan’s land 
was valued at around 5.2 times GDP, driving Japan’s total wealth to in-
come ratio from about 510% in 1980 to a peak of 800% in 1990.5 Market 
prices suggested that the gardens surrounding the Imperial Palace in 
central Tokyo, if available for building, would be worth as much as all the 
land in California: the market value of land in one of Tokyo’s districts, 
central Chiyoda, was said to exceed that of the whole of Canada.6

In 1990 the bubble burst, and commercial property prices fell in some 
locations by as much as 80%.7 Japanese companies, which had borrowed 
money in expectation of further real estate price increases, suddenly fo-
cused on the need to pay back swollen debts out of operational cash flow. 
They therefore cut investment in an attempt to deleverage. Rather than 
being net borrowers from other sectors of the economy, they switched to 
being net savers and continued to be so even when interest rates were 
cut to nearly zero. In Koo’s terms, Japan had entered a “balance sheet 
recession,” in which companies were so determined to improve their 
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balance sheets by paying down debt that low interest rates were power-
less to stimulate expenditure. Two decades of slow growth and gradual 
price deflation followed.

But before the crisis of 2007– 2008, the lessons from Japan’s experi-
ence were largely ignored by Western economists, regulators, and cen-
tral banks. Japan, it was commonly assumed, was so different and excep-
tional that what happened there carried few general implications. But 
the analysis of Jordá, Schularick, and Taylor shows that debt overhang 
effects resulting from real estate lending have become steadily more im-
portant across the advanced economies.8 Recessions are on average much 
deeper and longer lasting when preceded by large build- ups of mortgage 
debt, and debt overhang effects resulting from mortgage lending have 
become more important as banking systems have become more biased 
toward real estate. Moreover, these authors show that “recessions tend to 
be considerably deeper and the recovery much slower when the preced-
ing boom saw a strong expansion of mortgage debt,” irrespective of 
whether there was a financial crisis involving the failure of a major bank 
or other financial institution. The early 1990s recession in the United 
Kingdom is a case in point. A strong credit and house price boom in the 
late 1980s was followed by falling house prices, depressed demand, a 
recession, and then very slow recovery, even though loan losses were 
never high enough to threaten the solvency of the banking system.

Financial crises and bank insolvencies can cause great harm, but the 
debt overhang created by excessive private credit creation can be more 
harmful still.

America and the House of Debt

Advanced economy private- sector leverage, and in particular leverage 
against real estate, had never been higher than in 2007. The impact of 
the post- crisis debt overhang has therefore been severe. Atif Mian and 
Amir Sufi’s book House of Debt provides a compelling account of how 
excessive debts wrought great harm in the U.S. economy.9

They explain how the debt overhang effect works for the individual 
household. During the boom, households are tempted into borrowing, 
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which appears to make sense because of rising house prices. But when 
house prices fall, borrowers suffer a fall in net worth, and the higher 
their leverage is, the greater the percentage loss they experience. With a 
90% loan to value mortgage, a 5% fall in house prices wipes out 50% of 
the household’s equity in their house.

Faced with falling net worth, many households cut consumption. 
This follows in part from a simple “wealth effect”: when people feel less 
wealthy, they tend to consume less and save more. But it is amplified if 
debtors are worried that the fall in their net worth could go so far as to 
make them insolvent, facing them with the additional costs of bank-
ruptcy, repossession, and the sale of their home at a fire sale price. Fear 
that default might make it impossible to borrow in the future (except at 
exorbitant rates) may also be an important concern.

So when house prices fall, highly leveraged households focus strongly 
on reducing their debt levels— the household equivalent of the Japanese 
companies that Richard Koo analyzed— and their reduced expenditure 
depresses demand in the economy. But this reduction is not offset by 
increased expenditure on the part of net creditors elsewhere in the econ-
omy:10 indeed, if asset house prices mean falling prices for credit secu-
rities, or concerns about bank solvency, net creditors may themselves 
reduce expenditure.

Using county- specific data on mortgage borrowing relative to home 
value, Mian and Sufi are then able to illustrate this debt overhang effect 
at work. They report four important findings.

First, the biggest rises and then falls in house prices before and after 
the 2007– 2008 crisis occurred in those cities where it was most difficult, 
because of population density and zoning restrictions, to expand hous-
ing supply. This illustrates the impact of the inelastic supply of land dis-
cussed in Chapter 4.

Second, there was a strong correlation between those counties where 
households were most highly leveraged (and therefore suffered the great-
est falls in net worth) and those where consumer expenditure fell most 
dramatically after 2008.

Third, these were also the counties where employment in locally ori-
ented businesses— such as shops, auto dealerships, or restaurants— fell 
most significantly.
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Fourth, business investment by such companies fell, not because com-
panies faced a restricted supply of credit, but because reduced house-
hold spending had cut demand for their goods and services.

These findings, in line with Koo’s argument and the research of Jordà, 
Schularick, and Taylor, carry a simple but extremely important implica-
tion: fixing the banks will not be sufficient to fix the economy.

Fixing the Banks Will Not Fix the Economy

After the crisis, credit growth collapsed in all the affected economies. In 
the United States it fell from 8.8% per year in the decade before the cri-
sis, to – 2.5% in 2009; in Spain from 17% per year before the crisis to – 3% 
per year over the years 2009– 2014.11 Restoring robust credit growth 
seemed essential to drive economic recovery.

But credit supply seemed blocked by weaknesses in the banking sys-
tem: banks were short of capital to support new lending, and worries 
about bank solvency were reflected in the increased cost of bank fund-
ing. Central banks worried that the “monetary policy transmission 
mechanism” was impaired— that rock bottom interest rates and quanti-
tative easing were failing to translate into easy credit supply for house-
holds and companies.

To remove these blockages, prudential regulators and central banks 
implemented a complex combination of policies, striking difficult trade- 
offs among conflicting objectives. Stress tests, asset quality reviews, and 
increases in required bank capital ratios sought to restore market confi-
dence in bank solvency. But since banks could respond to higher bank 
capital requirements by cutting lending yet further, we also debated long 
and hard about the merits of rapid versus slow progress toward the new 
standards. Governments put new capital into banks, or provided back-
stops to private capital raising, in an attempt to ensure that higher capi-
tal ratios meant more capital— not less lending. And several central banks 
introduced new facilities that directly funded real economy lending. The 
Bank of England’s Funding for Lending Scheme, introduced in 2012, pro-
vided cheap funding for banks, provided they increased lending to house-
holds and companies. The European Central Bank’s Targeted Long- Term 
Repo Scheme, introduced in September 2014, copied that approach.
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I was involved for 4 ½ years in the debates that led to these policies, 
and I believe they were important. Restricted credit supply can hold 
back growth. In Chapter 3’s analysis of debt contracts, the risk that debt 
rollover and new supply might suffer a sudden stop was one of the dan-
gers I identified. But both Japan’s experience in the 1990s and Western 
experience after the 2007– 2008 crisis show that restoring potential 
credit supply is insufficient to restore growth.

Many analyses of Japan in the 1990s focus on the role of a broken 
banking system. But as Richard Koo illustrates, by the mid- 1990s that 
banking system was offering loans to businesses at close to zero interest 
rates, but corporate borrowing remained depressed. Monetary policy 
was effectively transmitted to cheap credit supply, but the demand was 
not there, because borrowers were already overleveraged.

Similarly, in the United Kingdom we had intense discussions from 
2009 to 2013 about why the banks were not lending the money made 
available to them through quantitative easing. But we always had strong 
indications that lack of demand was the more important problem. Even 
when banks had already granted lending facilities to companies, actual 
utilization remained low: and the Bank of England’s Credit Conditions 
survey repeatedly found that lack of demand for business products and 
services was a more important brake on business activity than the avail-
ability of credit.

As for the eurozone, after 2011 the European Central Bank placed 
great emphasis on the need to restore confidence in the banking system, 
arguing that high bank funding costs and lending rates in several coun-
tries hampered the transmission of monetary policy and held back 
growth. But major declines in bank funding and lending rates between 
2011 and 2014 failed to translate into significant credit growth. And 
when the ECB launched its version of a funding for lending scheme in 
September 2014, offering to lend money to banks for four years at only 
0.1% per year, banks chose to borrow only €80 billion out of the €400 
billion made available. Credit supply at low price was ensured, but credit 
demand was lacking because of the debt overhang effect.

Atif Mian and Amir Sufi argue indeed that the dominance of the debt 
overhang effect is so clear that we should shift the policy focus entirely 
from a “banking view,” in which restoring bank health is the key priority, 
to a “debt view,” which should lead, for instance, to significant personal 
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debt forgiveness. My own judgement is that both credit supply and 
credit demand matter. But Mian and Sufi are right that public debate 
after the 2007– 2008 crisis was skewed far too much toward the credit 
supply problem and that we were slow to realize the severity of the debt 
overhang challenge.

In part that skew probably reflected wishful thinking. For fixing the 
banks, while demanding, is clearly doable. In contrast, a severe debt 
overhang appears to make all policy levers ineffective.

Debt Doesn’t Go Away— It Simply Shifts Around

Between 1990 and 2010 Japanese corporate debt fell from 139% to 103% 
of GDP: Japanese companies reduced their leverage.12 But Japanese 
gross government debt increased from 67% of GDP to 215% of GDP.13 
And the increase in government debt was an automatic consequence 
of corporate- sector deleveraging. Companies cut investment, and the 
economy entered recession, so government deficits increased as tax rev-
enues fell and social expenditures rose.

Those public deficits played a valuable role in offsetting the deflation-
ary impact of private- sector deleveraging: if the Japanese government 
had insisted on balanced public budgets in the face of corporate delever-
aging, Japan would almost certainly have suffered not just two decades 
of slow growth but a massive depression. But the deficits leave a prob-
lem: what to do about the rising public debt stock? The leverage has not 
gone away: it has simply shifted from the private to the public sector.

That pattern has been replicated in numerous countries after the 
2007– 2008 crisis (Figure 5.1). U.S. private debt to GDP has fallen by 12 
percentage points (from 192% of GDP in 2008 to 180% of GDP in 2013 
with significant household sector deleveraging), but public debt has in-
creased from 72% to 103%. Spanish private debt to GDP, having risen 
sharply in the years before 2008, has fallen from 215% of GDP to 187%, 
but public debt has increased from 39% of GDP in 2008 to 92% in 
2013.14 Figure 5.2 shows the overall picture for advanced economies— 
household debt is down as a percentage of GDP since 2009, corporate 
debt is flat, but public debt has dramatically increased. Total debt for the 
real economy (that is, excluding intrafinancial system debt) has contin-
ued to increase.15 
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Figure 5.1. Shifting leverage: Private and public debt to GDP, Spain, the United 
Kingdom, and the United States

Source: International Monetary Fund; Organisation for Economic Co- operation and Develop-
ment; McKinsey Global Institute.
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Increasing public debt has focused attention on public expenditure: it 
seems to imply that the roots of current problems lay in profligate gov-
ernment spending. In a few countries, in particular Greece, they did: 
excessive public spending relative to taxation was central to what went 
wrong. And all advanced economies face pressures on long- term public 
finances that need careful management. But in most countries the rea-
son public debt has increased rapidly since the crisis is simple: excessive 
private credit creation produced a crisis and post- crisis recession.

Moreover, in almost all countries it was the post- crisis recession that 
played havoc with public finances, not the direct costs of rescuing the 
banking system. In the United Kingdom the total net costs of bailing out 
the banks— including equity injections, guarantees, and central bank 
liquidity support— have amounted to about 1.3% of GDP,16 but public 
debt as a share of GDP has soared from 44% in 2007 to 92% in 2013.17 
In the United States the total cost of rescuing the formal banking system 
was negative— the authorities made a profit, but federal debt has gone 
from 76% to 103% of GDP. Only in Ireland and Greece does the direct 
cost of bank rescue explain a significant part of the increase in public 
debt. Elsewhere public debt increased almost entirely because excessive 

Figure 5.2. Developed economies: Debt to GDP

Source: Buttiglione et al. (2014).
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growth in private leverage before the crisis resulted in a debt overhang, 
private- sector deleveraging, and a deep recession.

So leverage has not fallen but has simply shifted from the private to 
the public sector. In addition it has shifted between countries. Chapter 8 
describes China’s post- 2009 credit boom, with “total social finance” up 
from 124% of GDP in early 2008 to 200% in 2014 and still rising.18 That 
increase was a direct consequence of the 2007– 2008 crisis and thus 
in turn of the pre- crisis growth of advanced economy private leverage. 
Faced with a severe global recession in autumn 2008, and fearful that 
this would produce a socially dangerous slowdown of Chinese growth, 
the Chinese authorities used rapid credit expansion as the only tool ap-
parently available to maintain growth. Private deleveraging and reces-
sion in advanced economies thus drove a policy of credit- fueled growth 
in China: leverage has not gone away, it has simply shifted from one 
country to another.

Indeed, even where individual countries have achieved deleveraging, 
their ability to do so has been crucially dependent on growing leverage 
in other countries. Germany is one of the few countries where private 
leverage today, at 108% of GDP, is below the level of both 2007 and 2000. 
But Germany’s economic growth has still been driven by unsustainable 
increases in debt: it is simply that in Germany’s case the credit growth 
occurs in its export markets. Before the 2007– 2008 crisis, Germany’s 
export growth and large current- account surplus were made possible by 
rapid growth in private credit and demand— and the resulting current- 
account deficits—in the United States, the United Kingdom, and periph-
eral eurozone countries, such as Spain. After the crisis Germany’s now 
yet larger surpluses have been underpinned by public debt increases in, 
for instance, the United Kingdom and the United States, and by China’s 
huge credit boom.

To understand excessive credit creation and debt overhang, we must 
therefore take a global perspective. The global picture is shown in Figure 
5.3, which shows total advanced economy leverage increasing though 
not as fast as before 2007, but global debt to GDP increasing even faster 
than before the crisis as emerging economy debt soars.19 In aggregate, 
attempts to deleverage have been utterly ineffective.
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No Good Policy Options?

The lack of progress with deleveraging reflects the fact that once debt 
has first grown to excessive levels, all traditional policy levers appear 
blocked or have adverse side effects. Debt overhang seems to be a trap 
from which there is no clear escape.

Fiscal Policy Constrained

Fiscal deficits undoubtedly have a short- term stimulative effect, and 
the large deficits run by many countries in 2009– 2010 helped avoid still 
deeper recession than actually occurred. Fiscal austerity in turn un-
doubtedly depresses short- term growth, and aggressive fiscal consoli-
dation in several eurozone countries generated severe recessions after 
2010. As Chapter 14 discusses, a strong case can be made that in several 
countries fiscal policy was tightened too rapidly after 2009, depressing 
the pace of recovery.

But once large public debt levels have already been accumulated, some 
fiscal consolidation— through public expenditure cuts or tax increases— 

Figure 5.3. Global debt excluding financial corporations: Percentage of GDP

Source: Buttiglione et al. (2014).
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appears essential. Surely, it seems, we need an answer to the question: 
how will public debts ever be repaid?20

Once high leverage already exists, fiscal policy seems to be stuck be-
tween a rock and a hard place.

Easy Money’s Collateral Damage

Faced with large accumulated debts, meanwhile, monetary policy levers 
may prove imperfectly effective or have adverse side effects. All such 
policy levers work by cutting one or another interest rate. Conventional 
policy can reduce the short- term policy rate to zero or even slightly 
below: quantitative easing and forward guidance can reduce long- term 
rates and expectations of future short- term rates. “Funding for lending” 
type schemes seek to cut the interest rates actually paid by companies or 
households.

These reductions will, it is hoped, in turn stimulate real economy 
effects. Faced with lower funding costs, banks may be more willing to 
lend, and faced with lower loan rates, households and companies more 
willing to borrow. Lower yields on safe government bonds— and re-
sulting increases in bond and other asset prices— may stimulate now- 
wealthier households to consume more and investors and companies to 
fund business investment in search of higher returns. And it is highly 
likely that the policies pursued have indeed reduced the danger of price 
deflation and enhanced real growth. The Bank of England estimated in 
2012 that UK nominal GDP was about 1.5% higher as a result of its 
quantitative easing program.21

But that success comes with collateral damage. Since quantitative 
easing stimulates the economy through rising asset prices, it is bound 
to increase wealth inequalities. Bank of England estimates suggest that 
quantitative easing may have increased total household wealth by just 
over £600 billion, the equivalent of £10,000 per capita if assets were 
evenly distributed across the population.22 But since the top 10 % of 
households own over 70% of all household financial assets, the vast ma-
jority of this benefit has accrued to the better off.23 Quantitative easing 
has been good for the rich, and ultra- easy monetary policy thus exacer-
bates the inequality, which, as Chapter 7 discusses, is itself one of the 
drivers of credit- intensive growth.
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Moreover, low interest rates only work by restimulating that excessive 
credit growth. The UK economy is now recovering, and latest forecasts 
from the Office for Budget Responsibility suggest that public debt to 
GDP will cease rising in 2017 and slowly fall thereafter. But the Office 
for Budget Responsibility forecasts also show private- sector leverage 
returning to its upward path, with household debt as a percentage of 
income, having fallen by 22 percentage points between 2010 and 2014, 
predicted to rise 40 percentage points by 2020 and with total economy 
leverage, public and private combined, by then higher than ever before 
(Figure 5.4).24

Meanwhile, the longer interest rates stay very low, the greater will 
be the incentives for investors and companies to seek profit from high 
leverage and for the financial system to innovate complex new ways to 
support leveraged position taking. Given the purposes for which bank 
credit is actually used in advanced economies, ultra- low interest rates 
are likely to stimulate speculation in existing assets more than they stim-
ulate new business investment.

Ultra- easy monetary policy has undoubtedly been better than a no- 
action alternative, and if I had been on the Bank of England’s Monetary 

Figure 5.4. UK leverage: Back to private again

Source: Office of Budget Responsibility, Economic and Fiscal Outlook, December 2014.
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Policy Committee between 2009 and 2012, I would have supported all of 
their stimulus initiatives. But as a cure for the debt hangover, ultra- easy 
monetary policy is essentially a stiff drink.

Out of Ammunition?

Once high leverage exists, all policy levers seem imperfect. We appear 
out of useful ammunition, the policy magazine bereft of options that do 
not cause as much harm as good. In fact, I argue in Chapter 14 that gov-
ernments and central banks together never run out of ammunition to 
counter the effects of debt overhang and deflation as long as they are 
willing to consider the full range of available policy options.

But the severe difficulties that debt overhang creates, and the huge 
economic cost of the post- 2008 recession and weak recovery, certainly 
make it vital to achieve future growth without excessive credit creation. 
We must therefore understand why it seemed before the crisis that ade-
quate economic growth required yet faster credit growth: Chapter 7 
considers that issue. But we also need to understand the role played by 
the second dimension of finance’s remarkable growth— the huge growth 
of intrafinancial system complexity and financial innovation.

That growth made it easier for the financial system to create excessive 
debt, made it more difficult for regulators and central banks to identify 
emerging problems, and made the financial system itself more fragile 
and vulnerable to crisis. Shadow banking, financial innovation, and in-
tense trading among financial institutions hardwired instability into the 
financial system, gave us the credit cycle on steroids, and made a severe 
debt overhang more likely. Chapter 6 tells that story.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 



S I X

LIBERALIZATION, INNOVATION, AND  
THE CREDIT CYCLE ON STEROIDS

There is growing recognition that the dispersal of credit risk by 
banks to a broader and more diverse group of investors . . . has 
helped to make the banking and overall financial system more 
resilient. The improved resilience may be seen in fewer bank 
failures and more consistent credit provision. Consequently the 
commercial banks may be less vulnerable today to credit or 
economic shocks.

— IMF Global Financial Stability Report, April 20061

Securitisation is a good thing. If everything was on banks’ balance 
sheets there wouldn’t be enough credit.

— Quoted from a senior American regulator, in “Playing with fire,” 
The Economist, Feb 25th, 2012 © The Economist Newspaper 
Limited, London (2012)2  

Financial crises have occurred ever since societies were complex 
enough to have money and debt. But they have been far more fre-

quent over the past 30– 40 years; they were considerably less frequent for 
the 30 years before that, the decades from 1945 to 1975.

Carmen Reinhart and Kenneth Rogoff ’s book This Time Is Different: 
Eight Centuries of Financial Folly describes 153 banking crises in the 
period 1980– 2010, compared with two from 1945 to 1970 and nine from 
1970 to 1980.3 Moritz Schularick and Alan Taylor’s analysis in Credit 
Booms Gone Bust reveals that “the frequency of crises in the 1945– 71 
period was virtually zero . . . but since 1971, crises became more fre-
quent, occurring with a four percent annual probability.”4 Charles Kindle- 
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berger’s analysis suggests that “despite the lack of perfect comparability 
across different time periods, the conclusion is unmistakable that finan-
cial failure has been more extensive and pervasive in the last 30 years 
than in any previous period.”5 And he wrote that in 2000, well before the 
global financial crisis of 2007– 2008.

The past 30– 40 years were also the period in which finance grew 
much bigger relative to the real economy. Finance accounted for an in-
creasing share of GDP, finance sector pay soared, and financial sector 
innovations proliferated. As Chapter 1 describes, that growth partly re-
flected increasing real economy use of financial services: households 
and companies borrowed more, and their leverage grew. But in part it 
reflected still faster increase in intrafinancial system activity. Foreign- 
exchange trading grew far more rapidly than did real trade, gross capi-
tal flows grew more rapidly than did foreign direct investment, deriva-
tive market volumes soared, and major bank balance sheets came to be 
dominated not by deposits from and loans to real economy households 
and companies but by claims on and obligations to other financial 
institutions.

The strong consensus before the crisis was that this increasing intra-
financial activity had both improved capital allocation and made the fi-
nancial system and economy more stable. Not surprisingly, the financial 
industry itself was happy to praise the impact of its increasingly complex 
activities. The article by Dudley and Hubbard, referred to in Chapter 1, 
which concluded that financial innovation had “improved the allocation 
of capital and risk throughout the US economy” was published by Gold-
man Sachs.6 But the IMF was equally confident that credit structuring 
and derivatives had made the global financial system more stable.

That confidence turned out to be utterly mistaken. There is no evi-
dence that advanced economies have become overall more efficient as 
result of the post- 1970 increase in financial intensity: growth rates did 
not increase. And the development of a much bigger and more innova-
tive financial system led to the crisis of 2007– 2008 and to a severe post- 
crisis recession.

As in previous episodes, the root cause of both crisis and post- crisis 
recession was the credit cycle. But this time the credit cycle was on ste-
roids. For the very developments that were supposed to ensure stable 
and useful credit supply in fact produced greater instability and waste. 
The innovations of securitization, credit structuring, and derivatives  
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turbocharged the cycle, increasing the danger of too much of the wrong 
sort of debt.

This chapter therefore assesses the impact of increasing activity and 
complexity inside the financial system. It begins with the interrelated 
factors that unleashed increasing financial intensity— globalization, 
domestic liberalization, and the multifaceted phenomenon of shadow 
banking. It describes how supposedly sophisticated techniques for man-
aging risks in fact exacerbated them. It concludes by identifying two 
adverse consequences for the real economy— wasteful credit extension 
and a search for yield that, while rational for individual market partici-
pants, at the aggregate level adds cost but no additional return.

Globalization and the Loosening of Constraints

The 1950s and 1960s were marked by a striking absence of financial cri-
ses and by robust growth in all advanced economies. In part, financial 
stability reflected tight domestic regulation. But it also reflected an in-
ternational monetary system that limited global capital flows.

From the late 1940s until 1971, the major advanced economies oper-
ated within the Bretton Woods system of fixed but adjustable exchange 
rates. Such currencies as the pound sterling, the Deutsche Mark, and 
French franc maintained (or at least sought to maintain) a fixed parity 
against the U.S. dollar, and the U.S. dollar was, at least in some respects, 
convertible to gold at the fixed price of $35 per ounce. Countries unable 
to maintain a specific fixed exchange rate might (like the United King-
dom in 1967) devalue against the dollar but would then adopt a new 
fixed parity.

The system aimed to deliver enough fixity of exchange rates to facili-
tate international trade while allowing adjustment when necessary, avoid-
ing the rigidities that resulted in the collapse of the gold standard in the 
interwar years. But it was a system that could only work if capital flows 
between countries were restricted: if UK citizens and companies had 
been free to invest in dollars or Deutsche Mark, their investments could 
have produced a drain on official foreign- exchange reserves, which would 
make the defense of the fixed exchange rate impossible. Across many 
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advanced economies, freedom of capital movement was therefore tightly 
restricted.

Restrictions on domestic credit creation were a natural corollary of 
these international constraints.7 Rapid domestic credit creation could 
undermine a fixed exchange rate by generating increased imports and an 
unsustainable current- account deficit; conversely, if foreign banks were 
free to lend money to domestic markets, domestic credit constraints 
would be undermined. As Chapter 8 describes, such countries as Japan, 
which used directed credit and financial repression to drive high invest-
ment and growth rates, had to impose capital flow constraints, both in 
and out, to protect those domestic policy objectives. And countries like 
the United Kingdom, which had a tendency to run current- account 
deficits, restricted domestic consumer credit through numerous regula-
tory devices. For the United States, concerns about the balance of pay-
ments were less important because of the dollar’s role as the system’s 
reserve currency. But constrained global financial markets made it eas-
ier to maintain the domestic restrictions put in place in the 1920s and 
1930s. Regulation Q placed limits on interest rates on bank deposits: the 
McFadden Act of 1927 prevented banks from extending across state 
boundaries, and investment and commercial banking activity remained 
separated by the Glass- Steagall act of 1933.

The Bretton Woods system collapsed in the early 1970s. One of the 
very benefits of capital controls— freedom for a time to pursue expan-
sionary domestic policies— fostered inflationary policies in some coun-
tries, which threatened the sustainability of fixed exchange rates. The 
U.S. dollar’s reserve currency status made it easier for the United States to 
run fiscal and current- account deficits, but increasing U.S. deficits raised 
doubts about America’s long- term commitment to the anchor of a fixed 
dollar / gold parity. And in a world of rapidly increasing international 
trade and free exchange between currencies for current trading pur-
poses, effective capital controls became increasingly difficult to enforce. 
The relative importance of these different factors is debated. But by the 
early 1970s, it was clear that the system could no longer be sustained.8

The floating exchange rate system that replaced it made constraints 
on capital flow apparently unnecessary: with no fixed exchange parity to 
be defended, the danger of destabilizing speculation seemed to have been 
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removed. And free capital flows were seen by many economists as posi-
tively beneficial: they ensured that capital was allocated in a globally 
efficient fashion, moving investment resources to areas of highest po-
tential productivity. During the 1970s and 1980s, advanced economies 
removed almost all controls on cross- border capital flows, and an in-
creasing number of emerging economies, strongly encouraged by the 
World Bank and the IMF, moved in the same direction.

In fact, as Chapter 9 discusses, the impact of free capital flows has not 
been the undiluted good that free- market theory anticipated. But their 
impact on the size of the financial system is clear. One reason financial 
balance sheets have grown relative to national income— and now entail 
far more intrafinancial sector assets and liabilities— is that major inter-
national banks are now extensively involved in global capital flows and 
trading activity, and in cross- border relationships with other banks.

That growth was greatly magnified by liberalization of domestic fi-
nancial markets.

Domestic Liberalization

Freely floating exchange rates made domestic credit controls appear 
unneeded: the free movement of capital rendered them increasingly in-
effective. If a company or household can hold or borrow money abroad, 
domestic constraints lose traction. But the case for domestic liberaliza-
tion was seen as not simply pragmatic but as strongly positive.

The 1970s– 1990s saw liberalization of financial markets in almost all 
advanced and many emerging economies. In the United States restric-
tions on interstate banking were progressively dismantled: Regulation Q 
constraints on interest rates were removed, and the Glass- Steagall divi-
sion between commercial and investment banks was first eroded and 
then in 1999 entirely abandoned. In the United Kingdom, the 1971 Act 
on Competition and Credit Control jettisoned previous quantitative con-
straints on credit extension. The major commercial (or in UK parlance 
“clearing”) banks became increasingly aggressive competitors in resi-
dential mortgage markets previously dominated by the mutual building 
societies: and these societies in turn were freed to compete in commer-
cial real estate and to convert into banks. The “Big Bang” of 1986 re-
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moved divisions between different categories of firm active in London’s 
wholesale capital markets. Constraints on Spanish banking competition 
were liberalized in the early 1980s; banks in several Scandinavian coun-
tries were freed from quantitative controls at around the same time. And 
in the same decade the Bank of Japan ceased providing “guidance” to the 
commercial banks on the sectoral allocation of their lending. Financial 
liberalization measures were also introduced in several Latin American 
countries and in emerging Asian economies.

The precise pattern of reforms reflected different initial positions: 
some countries started with publicly owned banks, others with predom-
inantly private systems that were nevertheless subject to strong regula-
tory control. But the destination was characterized by three common 
factors

First, restrictions were removed on the quantity of lending in the 
economy, either in total or in specific sectors. Both the total quantity and 
the allocation of credit in the economy should, it was now believed, be 
determined by free market forces. The consequence was the relentless 
rise in the share of credit extended to finance real estate (which Chapter 
4 describes).

Second, the distinctions were eroded between different types of fi-
nancial institutions, with banks increasingly free to combine retail, cor-
porate, and investment banking, and with firms free to combine bank 
and nonbank activities.

Third, short- term interest rates were increasingly relied on as the 
only policy lever required to manage the economic cycle, and increas-
ingly the focus was on a low and stable rate of inflation as the sole or 
primary objective of central bank policy. Since the free market could be 
trusted to ensure the optimal level of debt in the economy, the fact that 
free- market choice drove a relentless increase in private- sector leverage 
was of no concern as long as inflation remained low.

Indeed, financial markets increasingly were treated as markets like 
any other, and credit as a product like any other, best provided at lowest 
cost and in optimal quantities in a freely competitive market.

Both internationally and domestically, the 1970s to 2000s thus wit-
nessed the triumph of a new philosophy of financial liberalization, un-
derpinned by the self- confident body of economic theory that Chapters 
1 and 2 describe.
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That confidence survived the uncomfortable truth that the early 
stages of financial liberalization were often followed by financial crisis. 
In the United States, interest- rate liberalization led directly to the sav-
ings and loan crisis of the late 1980s. In the Scandinavian countries, 
banks were freed from lending constraints in the 1980s and went on a 
commercial real estate lending spree that ended in crisis in the 1990s. 
Japanese banks freed to compete aggressively without bureaucratic di-
rection produced the real estate lending boom and bust of the late 1980s 
and early 1990s. The collapse of the hedge fund Long Term Capital Man-
agement in 1998 illustrated the dangers inherent in derivatives trading. 
But it was always possible to attribute blame not to financial liberaliza-
tion but to the fact that liberalization was incomplete or had been exe-
cuted in an imperfect fashion.

And as the 1990s and 2000s progressed, policymakers became in-
creasingly convinced that any initial problems generated by financial 
liberalization had been contained by the development of the new “tech-
nology” of securitized credit intermediation and by the application of 
new and sophisticated risk management techniques.

Securitization, Structuring, and Derivatives:  
Shadow Banking and Interbank Markets

Traded credit securities had always existed alongside bank loans. Until 
the 1970s most were issued by governments or large companies and were 
simple in form— promises made by one issuer to pay a defined stream of 
interest and capital repayments. But from the 1970s on, the innovation of 
“securitization” made it possible to take multiple smaller loans extended 
by banks or nonbanks and pool them together into composite credit 
securities. The role of traded credit securities was thus extended to new 
credit categories, such as household mortgages, auto finance loans, and 
student loans. Increasingly, the securities were also “structured” into 
different slices to provide alternative combinations of risk and return. 
The alphabet soup of CDOs, CLOs, and CDO squareds was born. By 
2006, 60% of all residential mortgages in the United States were being 
packaged into tradable credit securities.9 As a result, as Figure 6.1 shows, 
steady growth in bank balance sheets as a percentage of GDP was ac-
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companied by far faster growth of the many nonbank financial institu-
tions now involved in originating, trading, or holding credit securities.

Changes on the liability side of the financial system were equally im-
portant, with money market mutual funds emerging in the 1980s to 
offer instant access cash accounts paying higher interest rates than tra-
ditional banks. Credit extended to U.S. households could now be inter-
mediated entirely outside the banking system: it could be originated by 
specialist mortgage sales companies; pooled and packaged into credit 
securities; and then distributed through complex chains of institutions 
and legal entities, which were often ultimately funded by money market 
mutual funds.

And even where banks did remain involved on the lending side, they 
increasingly did so as one link in multistep chains. Some bank deposits 
moved to money market mutual funds, but the money often flowed back 
to banks through wholesale funding markets.

The derivatives markets also boomed. Interest- rate swaps and options 
were developed in the early 1980s, enabling investors, traders, and banks 
to manage and hedge risks, for instance by converting floating- rate lia-
bilities into fixed- rate or vice versa. By 2007 contracts with a notional 
value of almost $400 trillion were outstanding.

Figure 6.1. U.S. financial sector assets as percentage of GDP

Note: ABS, asset backed securities; GSE, government sponsored enterprise; MMMFs, 
money market mutual funds.
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Credit default swaps (CDS) emerged in the 1990s and grew to $60 
trillion notional value outstanding by 2007. These provided a form of 
credit insurance, paying out in the event of the default of a specified 
credit security. They therefore enabled banks and other financial institu-
tions or traders to lay off credit risk without selling the underlying loans 
or bonds to which the CDS contract referred. But they also provided 
opportunities for market participants to take speculative positions, 
seeking to profit from anticipated movements in the price of underlying 
credit securities.

The United States was the epicenter of the developments: in Europe 
and Japan most credit continued to be extended in a traditional bank 
loan form, and most households continued to hold short- term cash in 
bank deposits. But the impact of the changes was global. The German 
Landesbanks were major investors in U.S. mortgage credit securities; 
other European banks drew short- term funding from U.S. money mar-
ket funds. Major European banks— such as Deutsche Bank, Barclays, 
UBS, or Société Générale— were major players in U.S. dollar as well 
as in sterling or euro credit securities and derivatives markets. A huge 
amount of trading in U.S. dollar credit securities and derivatives was 
conducted in London by U.S., UK, and European banks, as well as in 
New York. Italian municipal governments could borrow loans from Ital-
ian banks, but hedge the interest rate risk by buying derivatives from 
U.S. investment banks.

Combined with globalization and facilitated by liberalization, these 
developments produced a profound change in the role of bank treasury 
and trading functions. In the 1970s bank treasury departments per-
formed a largely passive function. The bank’s real economy business, 
its  loans to and deposits from customers and the balance of customer 
payments occurring through clearing houses, would leave the bank with 
either a funding need or surplus funds, and the treasury would either 
borrow in the interbank market to fund the deficit or place its surplus 
with other banks. The activity required neither screens with price in-
formation from across the world, nor armies of highly paid traders, nor 
powerful computers. It was a service function supporting the bank’s cus-
tomer business rather than being a profit- making activity in itself. But 
by the 1990s, treasury functions across the world had been collocated 
with trading functions, the combination becoming major profit centers 
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staffed by hundreds of dealers seeking to profit from a complex mix of 
market- making, arbitrage, and pure position- taking activities.

The vast majority of this activity involved deals with other financial 
institutions, such as other banks, nonbank dealers, hedge funds, asset 
managers, or insurance companies. As a result, bank balance sheets came 
to be dominated by intrafinancial system assets and liabilities.

The Dream and the Reality

The years from 1980 to 2007 thus saw both a profound change in the 
global credit intermediation system and a huge increase in the complex-
ity of markets that connected banks and nonbank financial institutions 
across the advanced economies. Most economists and policymakers, as 
well as the industry itself, believed this increased complexity had made 
economies more efficient and more robust.

Securitization, structuring, and derivatives, it was explained, enabled 
investors to hold their precisely desired combinations of risk and return, 
making possible both valuable credit creation and an improved distri-
bution of risks. “Financial derivatives,” wrote Rajan and Zingales in 2004, 
“can slice and dice risk precisely, placing it on those who can best bear it, 
and making risky ventures even easier to finance.”10 A securitized credit 
system, it was also assumed, would make credit supply less volatile, 
since it would be less dependent on variations in bank capital adequacy. 
Dudley and Hubbard noted approvingly that “ ‘credit crunches’ of the 
sort that periodically shut off the supply of loans to home buyers . . . are 
a thing of the past.”11 Alan Greenspan noted that the “growing array of 
derivatives” was one of the “key factors underlying the remarkable resil-
ience of the banking system.”12

In theory, indeed, a system of securitized credit provision could have 
some advantages over a purely bank- based system. It could enable banks 
with particular concentrations of customers (by geography or sector) to 
distribute some of their loans to investors holding more balanced port-
folios. And it could reduce the risks created by maturity transformation: 
while medium or long- term loans on bank balance sheets are partly 
funded by short- term deposits, long- term debt securities could be held by 
long- term investors, such as pension funds and insurance companies.
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But the model of securitized credit that actually developed differed 
from this ideal world in four crucial respects. First, many of the credit 
risks apparently moved off bank balance sheets were not transferred to 
natural end investors but were held within the trading books of the same 
or other banks. When the market turned sour in 2007– 2008, the largest 
losses on securitized credit were suffered by the large commercial banks 
and by broker dealer investment banks rather than by long- term institu-
tional investors.

Second, even when credit risks were moved off balance sheets, matu-
rity transformation risk was not removed from the system. A 30- year 
mortgage security could end up in the portfolio of a “Special Investment 
Vehicle,” funded in part by asset- backed commercial paper, which was 
bought by a money market mutual fund, whose investors believed that 
they held an instantly available cash investment. The system that emerged 
was therefore appropriately labeled “shadow banking,” since it replicated 
the maturity transformation risks of banks but did so outside the regu-
latory constraints of bank liquidity and capital requirements. And just as 
a formal banking system can create new credit and private money that 
did not previously exist, this shadow banking system created new credit 
and new forms of “near money” equivalents, such as balances at money 
market mutual funds.

Third, the system fatally undermined incentives for good credit anal-
ysis. If bank loans had been directly distributed to long- term investors 
intending to hold the credit securities to maturity, credit analysis might 
conceivably have been enhanced. But since in fact credit securities were 
distributed through multistep chains, each player in the chain needed 
only to think about how sentiment and prices would change before they 
sold the security on. Mortgage salespersons made loans to subprime 
borrowers who had little hope of repaying, confident that the securities 
packaged from those loans would be sold to investors far away, and many 
investment bankers sold credit securities whose value they doubted to 
investors whose judgement they disparaged— “stupid Germans in Düs-
seldorf ” in one telling phrase.13

Fourth, derivatives were used not only to hedge risks but also to gen-
erate them on a huge scale. Chapter 2 discusses the paradox of market- 
making and liquidity— that some pure betting can provide useful market 
liquidity, which enables other market participants to hedge risks, but that 
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betting can also create risks that did not previously exist. In the case of 
credit default swaps, the bets placed were an enormous multiple of the 
underlying real economy credit supposedly being “insured.” Indeed, so 
great was the demand for betting opportunities that entirely new but 
fictional credit exposures— synthetic CDOs— were created to provide 
something to bet against. Long and short credit exposures unrelated to 
real economic activity thus multiplied counterparty risk in the financial 
system.

The Market Completion Delusion

Because of these features, the new technologies of securitization, struc-
turing, and derivatives produced not the utopia of smoothly operating 
perfect markets that its proponents lauded, but the crisis of 2007– 2008. 
They helped generate even more wasteful credit than a pure banking 
system would have produced, and a cats- cradle of intrafinancial system 
claims, which increased the danger of self- reinforcing domino effects if 
ever confidence was undermined.

Indeed, what the pre- crisis orthodoxy illustrates is the market com-
pletion delusion described in Chapter 2. If all markets could be made 
perfect, and all human beings made rational, then more financial con-
tracts, more trading, more liquidity, and more price discovery would 
indeed bring us closer to an efficient competitive equilibrium in which 
all resources would be allocated as efficiently as possible. But in the 
real world of inherently imperfect markets, imperfect information, and 
of human beings part rational and part not, market completion and 
increased liquidity can have negative effects. More- liquid markets for 
residential mortgage securities made it easier to fund poor quality mort-
gage loans.

Market completion in the real world— and in particular financial 
market completion— is a double- edged sword. Applied to the world’s 
debt markets, it turbocharged the credit cycle and helped produce the 
disaster of 2007– 2008.

But the pre-crisis optimists were still convinced that the system was 
safe because its increased complexity had been matched by the develop-
ment of sophisticated risk management tools.
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Risk Management Delusions and the Doomsday Machine

When Alan Greenspan praised the contribution of the “growing array 
of derivatives” to improved resilience, he also stressed the importance 
of “the related application of more sophisticated methods for measur-
ing and managing risks.” He noted moreover that these techniques were 
not just applicable to the world of securitized credit and derivatives, but 
also more generally across the financial system, including in traditional 
banks. “Partly because of the proposed Basel II capital requirements” he 
noted, “the sophisticated risk management approaches that derivatives 
have facilitated are being employed more widely and systematically in 
the banking and financial services industries.”14

Central to these sophisticated approaches were four ideas. First, mar-
ket participants could glean useful information about risk from obser-
vation of the market price for risk. Second, if exposures and profits were 
continually recalculated on a mark- to- market basis, firms would be bet-
ter placed to manage risks. Third, risk could be limited by securing fi-
nancial contracts against collateral and by using “haircuts” and margin 
calls to ensure that exposures were more than covered by the value of 
the collateral that could be claimed in the event of counterparty default. 
Fourth, that Value at Risk models could be used to estimate how risky 
any given set of positions was (whether in loans, securities, or deriva-
tives), and therefore how large the risk- absorbing buffers needed to be, 
whether in the form of haircuts at the level of the individual contract or 
capital at the level of the overall firm. These tools were assumed to make 
the system less risky: in fact they made it more unstable.

The idea that observed market prices for credit could be used to infer 
the appropriate price of credit risk, and thus the pricing of new loan 
commitments, was officially endorsed by the IMF. “By enhancing the 
transparency of the market’s collective view of credit risks, credit deriv-
atives,” it noted approvingly in April 2006, “provide valuable informa-
tion about broad credit conditions and increasingly set the marginal 
price of credit.”15 And seen from an individual market participant’s 
viewpoint, market reference pricing could indeed make sense: if new 
loans were priced in line with current market prices for comparable 
credit securities, it was more likely that they could be sold down without 
loss. If the EMH holds, moreover, the observed market price is by defini-
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tion correct, since it reflects the collective wisdom of the efficient market. 
Pricing in line with the market is thus bound to produce more efficient 
capital allocation.

But real life markets, as Chapter 2 describes, can be driven by self- 
referential cycles of irrational exuberance and despair, and the more that 
market players derive their own judgments simply from the judgments 
of others, the greater the danger of such self- reinforcing cycles. Figure 
6.2 shows CDS spreads for major international banks and corporate 
bond yields from 2002 to 2008. Both reached historic lows in spring 
2007 before soaring to previously never- observed levels. Ahead of the 
crisis the wisdom of the market thus provided no forewarning of im-
pending disaster but instead drove first a credit boom and then a bust. 
CDS prices did indeed help bring the marginal price of credit in line 
with the collective judgement of the market. But the market’s collective 
judgement was utterly wrong.

The potential inefficiency and instability of market prices in turn had 
implications for the impact of mark- to- market accounting and the use of 
collateral. In trading operations there is no alternative to mark- to- market 

Figure 6.2. Market perception of private credit risk

Note: (right) Firms included: Ambac, Aviva, Banco Santander, Barclays, Berkshire Hatha - 
way, Bradford & Bingley, Citigroup, Deutsche Bank, Fortis, HBOS, Lehman Brothers, 
Merrill Lynch, Morgan Stanley, National Australia Bank, Royal Bank of Scotland, and 
UBS. CDS series peaks at 6.54% in September 2008. CDS, credit default swaps.

Source: (left) Merrill Lynch; (right) Moody’s KMV; Financial Services Authority  
calculations.
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accounting: the value of positions on the books is the value at which 
they can be sold, and the best (though imperfect) measure of that is 
the current market price. But if mark- to- market prices are used to de-
termine continually changing collateral requirements against numerous 
secured transactions, movements in prices can become strongly self- 
reinforcing. If Bank A lends $9 million to Bank B secured against $10 
million of collateral, with the haircut set at 10%, and if the price per unit 
of collateral falls, then Bank B has to post more collateral. But to do so 
it may have to sell other assets or curtail trading activities, which may 
drive yet further falls in asset prices. Chapter 4 describes how banking 
systems can produce credit and asset price cycles: mark- to- market ac-
counting and the increasing use of collateral hardwired such cycles into 
the core of the financial system.

The use of Value at Risk models in turn further magnified the poten-
tial for hardwired instability. Their logic appeared clear: the size of buf-
fers needed to absorb risks had to reflect how volatile prices might be: 
and observations of past price volatility seemed to provide information 
relevant to the future. Value at Risk models appeared therefore to tell 
management what was the maximum possible loss at any given “confi-
dence interval” (for example, 95%, or 99%, or 99.9% of the time). Devel-
oped in the 1990s, these models were hailed as a major step forward in 
scientific risk management and were applied first to trading book con-
trol systems and then, under the Basel II capital standard, to the assess-
ment of risks in traditional bank loans.

But Value at Risk models were doubly flawed, wrong in both their 
precise design and their fundamental assumption. They were usually 
based on past records of price movements too short to capture the full 
historic experience of price volatility. And they were typically built, for 
reasons of mathematical ease, on the assumption that the probability 
distribution of price movements followed a “normal distribution,” ig-
noring the extensive evidence of more extreme price movements, docu-
mented for instance by the mathematician Benoit Mandelbrot.16

But more fundamentally still, they were based on the flawed assump-
tion that the probability of future developments in financial markets can 
be inferred from observation of the past. Effectively they assume that 
past price movements represent a random sample from a universe of 
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possible patterns, and that future price movements will also be samples 
drawn from that unchanging universe. They thus fail to recognize that 
the future is governed not by quantifiable probabilistic risk but by inher-
ent uncertainty.

Because of both their technical deficiencies and their fundamental 
philosophical flaw, Value at Risk models therefore excluded the possibil-
ity of the extreme events that are central to financial crises.17 They failed 
utterly to protect financial institutions from the market turbulence of 
late September 2008, when price movements that the models suggested 
were close to impossible occurred multiple days in a row.

Value at Risk models are irrelevant in extreme crisis: but even in more 
normal times, they have pernicious procyclical effects. If traders be-
come less risk averse and volatility declines, these models suggest that 
smaller haircuts are acceptable: they therefore allow traders to take big-
ger positions, which leads to price rises, rising confidence, and reduced 
volatility in a self- reinforcing cycle. When risk aversion and volatility 
rise, conversely, they give a further twist to the cycle of falling market 
activity and declining asset prices.

Mark- to- market accounting, contracts secured against collateral, mar-
gin calls, and Value at Risk models can thus, as economists such as Mar-
cus Brunnermeier and Hyun Shin have illustrated, combine to create 
a dangerously procyclical financial system, in which initial changes in 
sentiment and prices are magnified by financial contract terms and risk 
control rules.18 The sophisticated risk management systems tools that 
Greenspan and others lauded hardwired instability into the system. And 
in autumn 2008 they became a financial doomsday machine, which 
once switched on, drove self- reinforcing cycles of declining prices, con-
fidence, and market activity. Haircuts demanded on some repo market 
transactions increased from 1% to 15% between July 2007 and June 
2008, before soaring to 45% by October that year.19 Repo market vol-
umes collapsed by 38% between July and October 2008.20 Bank funding 
markets seized up not because of traditional deposit runs, but because 
wholesale secured funding markets went into a meltdown driven by the 
very risk management tools that were supposed to make them safe.

But seen from a purely individual point of view, and if each individ-
ual assumed that overall market developments were a given, their use 
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was totally rational. The banks or dealers who were more rigorous in 
applying mark- to- market disciplines did indeed spot emerging price 
trends earlier and got out of potential loss- making positions a little 
ahead of the laggards.21 But individually rational actions to improve 
relative positions produced collectively destabilizing results.

The summary scorecard on three decades of financial innovations 
is therefore simple; whatever their theoretical advantages, their actual 
impact was a disaster. But one assertion made by the pre- crisis opti-
mists was undoubtedly true: the new technology facilitated more credit 
creation.

The Credit Cycle on Steroids— Even More  
of the Wrong Sort of Debt

Chapter 1 describes the dominant pre- crisis assumption that financial 
deepening must be beneficial. One of the pillars of that orthodoxy was 
that more credit was a good thing, spurring investment, consumption, 
and growth. The new technologies of securitization, structuring, and de-
rivatives were therefore beneficial, because increased liquidity of credit 
markets resulted in increased credit supply. Dudley and Hubbard wel-
comed the fact that “a revolution in housing finance” had made mort-
gages more available and that “at times homeowners can obtain 100% 
financing to purchase a home.”22

But more credit is not necessarily a good thing: there can be too much 
and of the wrong sort. Shadow banking certainly enabled faster credit 
growth, but as a result it drove private- sector leverage to still higher lev-
els and made the post- crisis debt overhang more severe.

It also accentuated the bias of credit creation toward real estate and 
consumption finance and away from the textbook function of provid-
ing finance for business investment. Banking systems have become pri-
marily real estate lenders, and securitized credit markets have primarily 
financed residential mortgages, commercial real estate, and increased 
consumer expenditure through, for instance, auto loans.23

The amount of credit created and its allocation is too important to be 
left to bankers; nor can it be left to free markets in securitized credit.
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Searching for Yield: A Zero- Sum but Costly Game?

Increasing intrafinancial activity thus in part reflected a more complex 
system of credit intermediation. But as Chapter 1 notes, increasing debts 
owed by real economy companies and households must be matched by 
an increase in financial assets held in debt or money form. And increas-
ing intrafinancial intensity was also in part driven by asset management 
activities, as market participants attempted to achieve additional return 
without apparent additional risk.24 Moreover, achieving such yield up-
lift appeared to be vital in an environment where the real return on 
risk- free investments— government indexed linked bonds— had fallen 
from more than 3% in the late 1980s to less than 1.5% on the eve of the 
crisis.

A report by the Financial Stability Board in 2012 described the com-
plex intrafinancial links that this search for yield generates.25 Secured 
funding from prime brokers enables hedge funds to trade with borrowed 
money: long- term institutional investors earn fees from lending securi-
ties to hedge funds or other traders, who can use them to take short 
positions or as collateral to raise money to be used in other trading 
activities. Collateral swaps are used to provide trading firms with higher 
quality collateral than they initially hold, enabling them in turn to bor-
row more money with which to trade. Collateral received as security 
against funding provided to other market players can in turn be rehy-
pothecated to raise funds with which to trade, generating chains of con-
tracts all underpinned by the same collateral. Asset management– focused 
activities, as well as new ways to fund real economy credit, thus played a 
major role in generating the complex mesh of contractual relationships 
captured in the New York Federal Reserve’s 3 feet × 4 feet map of the 
shadow banking system.

For each individual participant— whether bank, broker- dealer, hedge 
fund, insurance company, or asset manager— this activity appears to earn 
additional return without additional risk. And in some specific cases it 
clearly does: an asset manager holding a portfolio of securities can earn 
additional return for its clients by lending securities in return for a fee, 
and successful trading strategies may for a time beat returns from pas-
sive investment.
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But financial innovation cannot magically produce additional return 
for all investors together unless it increases the size of the real economic 
cake available. At the level of the whole system, indeed, all this trading, 
securities lending, swapping, and funding, can only generate additional 
return for end clients if it results in a more efficient allocation of capital 
in the real economy. True believers in the EMH believe that such bene-
fits must flow from the increased liquidity and price discovery gen-
erated, but for the reasons discussed in Chapter 2, their argument is 
unconvincing.

Much of this activity is therefore inevitably a zero- sum game, pri-
vately beneficial for the most adept players but making society as a 
whole no better off, while absorbing real economic resources of capital, 
technology, and skilled labor for which the ultimate investor clients must 
in some way pay. In addition, some of it may only appear to promote 
superior returns because of imperfectly understood risks, which often 
crystallize long after the private participants have been handsomely re-
warded for apparently superior performance.26

The policy issues that this raises are beyond the scope of this book. 
While value for money in asset management is very important, my focus 
is on the still bigger issue of the harmful effects of excessive credit cre-
ation. But if some trading activity in the financial system is in aggregate 
socially useless, that carries implications for the policies that aim to con-
tain instability risks. As Chapter 10 describes, some possible policies are 
attacked because they might reduce trading activity and liquidity in se-
cured funding markets. But if that activity is of no social value, reduced 
activity and liquidity is of no concern.

Fundamental Drivers of Credit Growth and the Search for Yield

The social scorecard for increasing intrafinancial intensity is negative. 
The more complex credit intermediation system made the financial sys-
tem more unstable and a major financial crisis more likely, and by facil-
itating more credit creation it made the post- crisis debt overhang more 
severe. The ever more intense pursuit of yield uplift without additional 
risk, meanwhile, was in aggregate an impossible objective, but it gener-
ated additional cost and risky complexity.
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But seen from the point of view of the bank, asset manager, broker, 
or dealer, all the activities involved could appear rational and in their 
clients’ interest. Securitization responded to an apparently increasing 
“demand” for credit from individuals and a “need” for credit in the 
economy, and asset managers aware of their fiduciary duties must search 
for all opportunities to achieve yield uplift in a world where risk- free 
returns have fallen to low levels.

To understand the underlying factors that drove financial system de-
velopments, we therefore need to ask why the demand or need for credit 
appeared so strong, and why long- term risk- free rates have fallen so far. 
Chapter 7 turns to those questions.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 



S E V E N

SPECULATION, INEQUALITY, AND  
UNNECESSARY CREDIT

Demonstrating that an exchange economy is coherent and stable 
does not demonstrate that the same is true of an economy with 
capitalist financial institutions.

— Hyman P. Minsky, Stabilising an Unstable Economy1

A giant suction pump had by 1929 to 1930 drawn into a few hands 
an increasing proportion of currently produced wealth. This served 
them as capital accumulations. But by taking purchasing power 
out of the hands of mass consumers, the savers denied themselves 
the kind of effective demand for their products which would justify 
reinvestment of the capital accumulation in new plants. In conse- 
quence as in a poker game where the chips were concentrated in 
fewer and fewer hands, the other fellows could stay in the game 
only by borrowing. When the credit ran out, the game stopped.

— Mariner Eccles (Chairman of the Federal Reserve, 1951), Beckon-
ing Frontiers2

For several decades before the 2007– 2008 financial crisis, private 
credit in advanced economies grew faster than nominal GDP, and 

leverage therefore increased. Excessive leverage in turn made the econ-
omy more fragile and produced crisis, post- crisis debt overhang, and 
recession.

But that poses the question: did we need that rapid credit growth to 
achieve reasonable economic growth? At first sight it seems we did. From 
the mid- 1990s on, major central banks in Europe and North America 
were remarkably successful in delivering low and stable inflation. They  
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did so by varying interest rates to influence the growth of nominal de-
mand. The result was nominal GDP growth averaging about 5%, with 
real growth of 2– 3% and inflation near 1– 3%. But this was accompa-
nied by private credit growth on average of about 10– 15% per year. If 
central banks had set higher interest rates that would have produced 
slower credit growth, but also slower growth in nominal GDP: either real 
growth or inflation, or most likely both, would have been lower.

So we seem to need credit growth of about 10– 15% per year to ensure 
inflation of about 2% and real growth in line with potential. But if so, we 
face a severe dilemma: we need credit growth faster than GDP to achieve 
adequate growth, but the resulting rise in leverage leads to crisis and post- 
crisis recession. It seems we face an unavoidable choice between either 
financial and macroeconomic instability, or suboptimally slow growth. 
We will suffer either periodic financial crisis or secular stagnation.

So is that really the case? Did we in fact need the rapid credit growth 
that led to eventual crisis? The answer is no for two reasons. First, be-
cause much of the credit growth played no necessary role in stimulating 
nominal demand growth, but it still contributed to excessive leverage and 
debt overhang. And second, because if necessary we can stimulate nom-
inal demand without relying on private credit creation.

We could therefore achieve a more stable and sustainable growth path. 
But to do so we need to address three fundamental drivers of unnec-
essary credit growth— real estate, rising inequality, and global current- 
account imbalances. We need to reject the idea that the quantity and 
allocation of private credit can be left to free market forces. And we need 
to accept that government money creation can sometimes be less dan-
gerous than private creation.

To understand why such radical changes in theory and policy are re-
quired, we must begin with a basic question: why do we need nominal 
demand growth, and what are the alternative ways to deliver it?

The Need for and Potential Sources  
of Increasing Nominal Demand

In principle, economies do not need increasing nominal demand to grow 
in real terms. An economy could in theory grow at, say, 2% in real terms 
per year, but with prices falling on average by 2% per year and nominal  
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GDP therefore flat. For much of the nineteenth century, for instance, the 
British economy saw gentle price decline.

But there are strong arguments for believing that continuous defla-
tion would be harmful in modern economies. Real wage rates for differ-
ent categories of skill need to adjust in light of changing consumer de-
mands and productivity potential, and these adjustments are easier to 
achieve if the average level of wages is rising, reducing the need for ac-
tual cuts in nominal wages. A mildly positive rate of inflation can also 
make it easier to service already accumulated debts: if prices fall, the real 
value of existing debt increases. And central bank ability to stimulate the 
economy with low real interest rates can be constrained if inflation is 
very low or negative. If prices fall by 2% per year, a nominal interest rate 
of zero means a real interest rate of +2%. If that is too high to ensure 
growth in line with capacity, negative nominal rates will be required. But 
there are limits to how negative interest rates can be without inducing 
conversion of deposit money into zero interest- bearing notes and coins. 
The “zero lower bound” for interest rates is a serious potential impedi-
ment to optimal policy.3

A strong consensus has therefore emerged that inflation rates should 
ideally be low but positive— say about 2%. Combined with real growth 
in line with potential, this will require nominal GDP growth rates in ad-
vanced economies that average about 4– 5% per year.

That growth in turn can be achieved in three conceptually distinct 
(though in practice sometimes overlapping) ways: increases in metallic 
money, government “fiat” money creation, and private credit and money 
creation. Under some, but not all, circumstances, it might also be stimu-
lated by fiscal deficits even if these are financed by the issue of public debt. 
But that stimulation is only likely to be permanently effective if it is under-
pinned by or ultimately produces either private or fiat money creation.

Metallic Money

In a pure metallic money system, in which all payments take the form of 
payments in gold or other metal and in which no system of credit has 
developed, spending power in nominal terms would be constrained by 
the amount of the chosen metal available and by the pace at which it 
circulated.4
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In reality no major economy has ever relied solely on metallic money, 
since all human societies advanced enough to need money have created 
forms of credit as well. Even before there were formal banking systems, 
individuals and businesses extended credit between one another to fi-
nance transactions that did not need to be immediately settled in metal-
lic money. In his book Money: The Unauthorised Biography, Felix Martin 
describes how a significant proportion of late medieval trade was fi-
nanced by means of the exchange and then clearing of various forms 
of promissory note.5 And while nineteenth- century Britain used a gold 
standard, even then a significant proportion of purchasing power was 
created through credit extension by commercial banks.

But the supply of the relevant metal could still be a constraint if com-
mercial banks chose to— or were required to— hold a given proportion 
of their liabilities in reserves at the central bank, and if the central bank 
in turn followed rules requiring a given proportion of its liabilities to be 
backed by gold. Aggregate spending power in the economy was there-
fore at least to a degree influenced by the quantities of gold (or other 
metal treated as money), which were being discovered and mined. Lim-
ited increases in global gold supply in the 1870s and 1880s resulted in 
deflationary pressures, with major economic and in some cases political 
consequences: over the subsequent 20 years large increases in global gold 
production generated or at least facilitated significant inflation. Purchas-
ing power was somewhat dependent on the vagaries of new resource 
discovery.

Government Fiat Money Creation

Purchasing power can also be created through the government issue of 
“fiat” money (that is, of money that is accepted as valuable because gov-
ernment fiat makes it so). Governments can print paper money, and if 
it is accepted as having money value, it creates effective purchasing 
power. But purchasing power can also be created by governments in a 
modern electronic deposit form. Chapter 12 discusses the concept of 
100% reserve banks— savings banks all the deposits of which are backed 
by reserves at the central bank. If a government ran a deficit equal to say 
1% of GDP and paid for it by simply crediting private customers’ ac-
counts at the 100% reserve banks, matched in turn by increased reserves 
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held by those banks at the central bank, then increased purchasing power 
equal to 1% of GDP would enter the expenditure flows in the economy, 
and the money supply would increase by the same amount.6

Throughout history, money and purchasing power have often been 
created by government fiat. Marco Polo recorded with surprise and ad-
miration the fact that Kublai Khan was able to create sovereign spending 
power with paper money. “With this currency” Polo noted, “he orders 
all payments to be made throughout every province and kingdom and 
region of his empire,” and “of this money the Khan has such a quantity 
made that with it he could buy all the treasure in the world.”7 And even 
before paper was invented Chinese emperors had created fiat money in 
the form of coins made from nonprecious metals.

Fiat money can create purchasing power and thus aggregate nominal 
demand. And provided that capacity is used responsibly, it could in the-
ory meet the requirements of an advanced economy growing nominal 
GDP at say 5% per year and achieving a stable and low rate of inflation, 
such as 2%. In 1948 Milton Friedman argued that such fiat money cre-
ation, financing small public deficits with government created money, 
would be a better and more certain way to achieve stability and low in-
flation than relying on private bank credit and money creation.8

History records several examples of the successful and responsible 
use of fiat money creation to stimulate demand. The colony of Pennsyl-
vania successfully stimulated its economy with paper money creation in 
the 1720s.9 Japanese finance minister Takahashi Korekiyo used money- 
financed fiscal deficits to pull the Japanese economy out of severe reces-
sion between 1931 and 1936 and did so without excessive inflation.10 
The U.S. Union government paid for a significant proportion of its Civil 
War expenditures with “greenbacks”— dollar bills simply printed by the 
government. The result was significant inflation (about 80% in total over 
the five years of the war) but not hyperinflation.11

But at the same time, the Confederacy was printing money to pay its 
soldiers in such large quantities that inflation reached 9,000% by the end 
of the war. The impact of fiat money creation thus depends crucially on 
its scale. As Adam Smith noted of the Pennsylvania colony, the success 
of its printed money system was dependent “upon the moderation with 
which it was used,” whereas “the same expedient . . . was . . . adopted by 
several other American colonies, but from want of this moderation . . . 
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produced . . . much more disorder than conveniency.”12 The hyperinfla-
tions of Zimbabwe in recent years and of Weimar Germany in the 1920s 
illustrate the political economy risks in fiat money creation.13 If govern-
ments are free to create money, they may do so in excessive quantities.

For that reason, all advanced economies and most emerging ones 
constrain governments’ ability to finance public deficits with fiat money. 
Overt money finance of fiscal deficits is treated as taboo: acquiescing in 
it is seen as a breach of central bank duty, and many central bank man-
dates, in particular the European Central Bank’s, expressly forbid it.

But by elimination that means we have to rely on private bank credit 
and money creation to achieve adequate growth in nominal demand.

Private Credit and Money Creation

In advanced economies the primary source of additional purchasing 
power and thus of aggregate nominal demand is private credit and money 
creation. This did not result from overt public policy choice— it evolved 
over time. Goldsmiths who provided safekeeping services found that 
they could loan out the gold, or notes which proved ownership of the 
gold, and thus turned gradually into fractional reserve banks— holding 
gold reserves equal to only a small fraction of their total liabilities. Ini-
tially in many cases these liabilities took the form of actual bank notes: 
in the United Kingdom private banks could issue their own notes up 
until 1844; in the United States until 1863. But the subsequent restric-
tion of this right made no difference to the banks’ ability to create credit, 
money, and purchasing power: a deposit in a commercial bank is as 
much money as a banknote issued by a commercial bank.

As a result, the development of private banking helped expand pur-
chasing power in line with output potential. But from the very start, the 
process was unstable. In all the leading economies the nineteenth cen-
tury was punctuated by banking crises in which purchasing power was 
first rapidly created and then destroyed in bank failures, with private bank 
notes and deposits becoming worthless. Between 1921 and 1929, the 
U.S. banking system extended credit that enabled the money stock to 
increase 40%: between 1929 and 1933; all of that increase was reversed.14 
Viewing the resultant economic destruction, the Chicago economist 
Henry Simons concluded that “in the very nature of the system, banks 
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will flood the economy with money substitutes during booms and pre-
cipitate futile efforts at general liquidation thereafter.”15

Over time central banks and regulators therefore increasingly sought 
to constrain the instability or offset its consequences. Central bank li-
quidity facilities aimed to ensure that total money creation was in line 
with business needs and to counter the danger that bank failures could 
trigger self- reinforcing destruction of purchasing power. Bank capital 
regulations aimed to limit the danger of individual banks going bank-
rupt. And many central banks required commercial banks to hold a 
defined fraction of deposits or loans in reserves at the central bank, 
thus limiting the amount of private credit and money that they could 
create.16

But over the past 30 years, central banks in advanced economies have 
largely abandoned any explicit focus on the total amount or the alloca-
tion of private credit created. They continued to worry about the sol-
vency and stability of the banking system itself. But they gravitated to 
the belief, in line with Knut Wicksell’s theory, that as long as inflation 
was held at a low and stable level, the amount of private credit and money 
being created was bound to be appropriate. And policy based on that 
belief appeared to deliver a remarkable Great Moderation, with nominal 
demand growing at a pace compatible with low inflation and steady real 
growth. But the Great Moderation of steady nominal demand growth 
and low inflation ended in disaster, because rapid credit growth pro-
duced excessive leverage, financial crisis, and post- crisis debt overhang.

Funded Fiscal Deficits

Fiat money creation has been considered taboo, and free markets in 
private credit creation produced disaster. But some economists would 
argue that there is another route to stimulate nominal demand— without 
any creation of private or public fiat money— through fiscal deficits 
funded by public debt issue. Funded fiscal deficits are indeed seen as the 
classic “Keynesian” response to deficient demand.17

So do they work and if so, how? The answer is yes under some specific 
circumstances, but that for a funded fiscal stimulus to be permanently 
effective, it will almost certainly need to be underpinned by one or an-
other category of money creation.
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If the government runs a fiscal deficit funded by the issue of interest- 
bearing bonds, no new money is initially created: instead some house-
holds or companies are persuaded to give up money in return for bonds, 
and that money is then spent to support government expenditure in ex-
cess of taxation revenues. The money supply does not directly increase, 
but private financial assets increase, because in addition to unchanged 
money stock, the private sector now holds the government bonds.

Whether this will stimulate nominal demand has been debated by 
economists and depends on specific circumstances. The argument that 
it will be ineffective rests on two potential effects. The first is “crowding 
out,” with reduced private- sector investment or consumption offsetting 
the stimulative effect of increased public expenditure or reduced taxes. 
This could occur if interest rates have to rise to induce the private sector 
to buy government bonds, or if central banks raise policy interest rates 
to prevent the fiscal stimulus from producing inflation above target. The 
second is the potential “Ricardian equivalence” effect, in which the di-
rect stimulative impact of fiscal deficits is offset because households and 
companies rationally anticipate that current deficits imply future in-
creased tax burdens, and therefore they cut investments or consumption 
to save resources so they can pay those future taxes.

Given these two potential effects, the predominant assumption of 
modern economics has been that funded fiscal deficits will in most cir-
cumstances be ineffective in stimulating nominal demand.18 But they 
could be effective if either or both effects are absent. Crowding out may 
not occur if interest rates are already close to zero and if central banks 
are constrained from reducing them further by the zero lower bound:19 
as Chapter 14 discusses, this may mean that funded fiscal deficits can 
stimulate demand in the specific circumstances that emerged after 2008. 
And individuals or companies receiving the direct benefits of fiscal 
stimulus may not be as rational as Ricardian equivalence assumes and 
may ignore (at least for a time) the future taxation consequences of pub-
lic debt accumulation.

Thus in some circumstances funded fiscal deficits may stimulate nom-
inal demand growth, even though no new money is directly and im-
mediately created. But that effect is unlikely to be permanent unless at 
some time money creation results. For even if people initially ignore the 
consequences of public debt accumulation, at some future time it may 
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become essential to run fiscal surpluses to contain public debt levels. 
And those surpluses will then have a depressive effect on nominal de-
mand, offsetting the initial stimulus.

It is therefore likely that a permanent increase in nominal demand will 
only result if one of two things occurs: the initial fiscal stimulus pro-
duces an increase in private credit and money creation that proves per-
manent; or the public debt accumulated is at some future date mone-
tized, with public interest- bearing debt replaced by non- interest- bearing 
fiat money.20

So in modern economies we have essentially two ways to produce 
permanent increases in nominal demand: either government fiat money 
creation or private credit and money creation. And if we treat money 
finance as taboo, we inevitably rely on private credit. In 2008 that reli-
ance produced disaster. But this poses two key questions for economic 
theory and policy. First why did the rapid credit growth not produce an 
excessive increase in nominal GDP to which inflation- targeting central 
banks would have had to respond? And second, did adequate nominal 
GDP growth require the rapid credit growth that led eventually to crisis 
and post- crisis recession? The clue to the answers lies in the fact that 
most credit in modern economies is unnecessary for economic growth. 
Instead part of it supports “speculation,” part results from rising in-
equality, and part reflects unsustainable global imbalances.

Credit- Financed Speculation

In advanced economies most credit is used to finance the purchase of 
existing assets, in particular real estate. Such credit does not have a nec-
essary and proportional impact on demand for the current goods and 
services that form national income. As a result it can grow to excessive 
levels that cause eventual crisis without that growth ever producing an 
increase in inflation and without it being necessary to economic growth.

John Maynard Keynes discussed this possibility in his Treatise on 
Money.21 His focus was alternative uses of “money,” but since most 
money derives from private credit creation, his insights apply equally 
to the impact of alternative types of credit.22 He distinguished two types 
of transactions: first, those involving the purchase of current goods and 
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services, whose value therefore “will be a fairly stable function of the 
money- value of current output” (that is, of nominal GDP). Second, those 
involving “speculative transactions in capital goods or commodities” or 
which are pure “financial transactions.” The value of these transactions, 
he noted, “bears no definite relation to the rate of current production” 
and “the price level of the capital goods thus exchanged may vary quite 
differently from that of consumption goods.” Credit to finance the pur-
chase of existing capital goods can thus grow in a fashion unrelated 
to current nominal demand, and the price of capital goods, driven by 
credit supply, can diverge massively from the prices of current goods 
and services.

Keynes described this phenomenon in terms of the activities of “fi-
nanciers, speculators and investors.” But as Chapter 4 describes, in to-
day’s economy most wealth resides in real estate and land; for most 
people their most important investment is their house; and most bank 
credit is extended to finance the purchase of already existing houses. 
Keynes’s insight into the potential disconnect between capital goods 
speculation and current nominal demand is therefore central to under-
standing the dynamics and implications of real estate credit and asset 
price cycles.

Those dynamics can be understood by first considering the direct im-
pact of credit used exclusively to finance existing asset purchase. Sup-
pose people borrow more money from banks to finance the purchase of 
already existing houses: the price of houses rises in response, and people 
who have sold houses now hold larger money balances in banks. Aggre-
gate credit, wealth, and money balances have all increased, but there 
is no necessary increase in nominal demand for any current goods and 
services.

But in the real world, we also need to consider indirect effects. Rising 
house prices will make people feel richer, and some home owners as a 
result may consume more and save less. And some home sellers, having 
initially seen their money balances increase, may subsequently redeploy 
them into other financial investments, potentially stimulating, through 
a variety of indirect routes, increased real investment in the economy.

But while these impacts are possible, there is no reason for them to be 
fully proportional to the initial value of the new credit created. Thus, for 
example, from 2000 to 2007, mortgage credit in the United Kingdom 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

             
  

         
 



118  ChAPTER 7

increased by 97%; household deposits in banks increased by 79%; gross 
housing wealth increased by 105%, but nominal GDP grew by 44%, and 
thus at an annual average of 5.3% broadly compatible with the Bank of 
England’s 2% inflation target.23

Moreover, the importance of wealth effects may be influenced by 
wealth distribution and may be asymmetric over time: in the upswing of 
the cycle wealthy people observing a still further increase in their hous-
ing wealth may leave their consumption expenditure largely unchanged; 
but in the downswing poorer people who are highly leveraged may cut 
expenditure significantly in the face of falling net worth, as Mian and 
Sufi describe.

Credit creation that finances the purchase of existing assets does not 
therefore stimulate nominal GDP to the same extent as credit extended 
directly to finance new real investment or consumption. Richard Wer-
ner’s book Princes of the Yen24 provides empirical evidence of the differ-
ence in Japan in the 1980s. He divides bank credit stocks and flows into 
the element that financed real estate and the element that financed new 
investment or consumption. The former grew at annual rates of between 
20– 45% between 1982 and 1987, and so too did real estate and land 
prices: the latter grew at around 7– 8% per year and so too did nominal 
GDP.25 But while rapid growth of real estate credit produced neither an 
acceleration of nominal GDP growth nor an increase in current infla-
tion, it was the fundamental reason that Japan suffered a sustained post- 
crisis balance- sheet recession.

Keynes called transactions in already existing assets “speculation,” 
and I have used the same word in my title to this section. But purchasing 
existing assets often does not feel like speculation to the individuals 
concerned: it entails ordinary families borrowing money to purchase a 
decent family home. And we should certainly not assume that mortgage 
lending to finance existing assets is socially valueless, simply because it 
is unrelated to the mobilization and allocation of capital. As Chapter 4 
stresses, the rising importance of real estate in modern economies is 
inevitable: actual new investment in real estate is likely to account for 
a large proportion of all new investment, and mortgage loans perform a 
useful social function, enabling people to smooth consumption across 
the life cycle and lubricating the exchange of homes between and within 
generations.
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But mortgage loans that in each specific instance serve a useful social 
purpose, can in aggregate generate credit and asset price cycles ending 
in recession, crisis, and post- crisis recession. To achieve a less credit- 
intensive and more stable economy, we must therefore deliberately man-
age and constrain lending against real estate assets.

Inequality, Credit, and More Inequality

Inequality has grown dramatically in advanced economies over the 
past 30 years. Since 1980 the bottom quintile of U.S. earners has received 
no increase in real wages; the incomes of the top 1% have tripled (Fig-
ure 7.1). The root causes are widely debated. Globalization of product 
and capital markets has certainly played a significant role; the impact of 
new technology may be even more profound.26 And the growth of fi-
nance has itself produced rapidly increasing earnings at the top of the 
distribution.

This increasing divergence is an important social issue in itself. But 
it is also another reason economic growth has been so credit intensive. 
Rising inequality can make unsustainable credit growth essential to 

Figure 7.1. Average income increases in the United States (1980 = 100)

Source: U.S. Census Bureau; World Top Incomes Database.

19
80

19
82

19
84

19
86

19
88

19
90

19
92

19
94

19
96

19
98

20
00

20
02

20
04

20
06

20
08

20
10

20
12

0

50

100

150

200

250

300

350

Bottom 20%

Top 5%

Top 1%

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

             
  

         
 



120  ChAPTER 7

maintain economic growth. But the increasing use of credit can foster 
yet further inequality.

“Let Them Eat Credit”

Keynes was concerned that advanced economies might face secular stag-
nation. He believed that it was “a fundamental psychological truth . . . 
that men are disposed, as a rule and on the average, to increase their 
consumption as their income increases, but not by as much as the in-
crease in their income.”27 He therefore worried that as societies grew 
richer, aggregate desired savings would run ahead of required / desired 
investment, producing a deficiency of aggregate demand.

Experience has challenged Keynes’s assumption: in a world where 
people care about relative status as well as absolute consumption levels, 
and in which advertising is used to stimulate demands, there is neither 
necessary reason nor empirical evidence that aggregate national savings 
rates increase over time.

But what is true is that within societies at any time, richer people are 
likely on average to save a higher proportion of their income. Rising 
inequality could therefore lead to a rising average desired savings rate 
and to a deflationary impact on aggregate demand, unless offset by other 
factors.

Credit can be that other factor. Richer people may save more, but their 
savings can be channeled through banks and other financial institutions 
to provide credit to poorer people attempting to maintain or increase 
consumption despite stagnant or falling real incomes.28 But this credit 
flow need not produce excess demand; instead increased credit may be 
required to keep demand at a merely adequate level. If inequality had 
not increased the credit growth would have been unnecessary, but be-
cause of rising inequality we need credit to grow faster than GDP growth 
simply to keep demand growing in line with productive potential.

Rising credit to finance consumption might not cause subsequent 
financial instability if all of it performed the function described in eco-
nomic theory— smoothing consumption over the borrower’s life cycle 
on the basis of rational decisionmaking within the constraints of the 
individual’s total lifetime income. People would borrow to finance con-

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

             
  

         
 



SPECULATION, INEqUALITY & UNNECESSARY CREDIT  121

sumption in excess of income during some periods and would have 
made rational plans to repay that borrowing at a later stage of life.

But if consumers borrow in an attempt to maintain consumption in 
the face of stagnant or falling income prospects, unsustainable debts will 
accumulate. And that risk is increased if consumption can be financed 
with mortgage credit secured against rising house values, which appear 
for a time to make increased borrowing affordable. The combination of 
rising inequality and the self- reinforcing dynamics of credit and asset 
price cycles can therefore result in unsustainable credit growth and ris-
ing leverage.

Well- informed observers argued that rising inequality was central to 
the credit- induced Great Depression of the 1930s. Mariner Eccles, chair 
of the U.S. Federal Reserve from 1934 to 1948 described in colorful 
terms how

a giant suction pump had by 1929 to 1930 drawn into a few hands an 
increasing proportion of currently produced wealth. This served them as 
capital accumulations. But by taking purchasing power out of the hands 
of mass consumers, the savers denied themselves the kind of effective 
demand for their products which would justify reinvestment of the capi-
tal accumulation in new plants. In consequence as in a poker game where 
the chips were concentrated in fewer and fewer hands, the other fellows 
could stay in the game only by borrowing. When the credit ran out, the 
game stopped.29

Raghuram Rajan, previously chief economist of the IMF and now 
governor of the Reserve Bank of India, has described a similar phenom-
enon in the years running up to 2008. The United States faced rising 
inequality but was unable or unwilling to fashion policies addressing the 
fundamental causes. Easy mortgage credit appeared a costless answer, 
enabling low- income people to finance consumption with credit secured 
against houses whose value kept rising. As Rajan puts it, the response to 
inequality was “let them eat credit.” But it was an answer that led to crisis 
and post- crisis recession.30

Eccles’s and Rajan’s intuitions are supported by formal modeling and 
empirical analysis. Michael Kumhof and Roman Rancière have illus-
trated how the different marginal propensities to save and consume of 
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richer and less rich people can drive increases in the credit intensity of 
growth.31 And they provide empirical evidence that rising inequality 
stimulated rapid credit growth in both the 1920s and the decades run-
ning up to 2008. But growing credit dependency may in turn have stim-
ulated yet further inequality.

Leverage and Inequality: Credit Access  
and Credit Dependence

Asset price fluctuations inevitably produce winners and losers. Leverage 
increases both the gains and the losses. Differences in access to credit, in 
the price paid for credit, and in the capacity to survive asset price down-
swings and benefit from the subsequent upswing can therefore play a 
major role in exacerbating inequality.

Superior access to credit in volatile economic circumstances has often 
been crucial to the accumulation of large fortunes. Many of today’s 
Russian oligarchs achieved massive wealth because the moderate wealth 
they had already accumulated by the mid- 1990s enabled them to bor-
row to buy natural resource assets cheap in a society where most people 
had no wealth at all. Indeed, several established their own banks, giving 
them access to newly created credit, money, and purchasing power.

Conversely, at the lower end of the income distribution excessive bor-
rowing can often lead to falling wealth. In residential mortgage markets, 
for instance, poorer people, with lower initial wealth endowments are 
likely to face higher interest rates and may need to be more highly lever-
aged to afford a home. In addition they are usually more vulnerable to 
unemployment and income loss during recessions. As a result they are 
more likely, in the downswing of the cycle, to fall into negative equity 
and to suffer repossession, losing the opportunity of recouping losses in 
the subsequent upswing.

Mian and Sufi illustrate this effect in the United States. Falling equity 
and house prices between 2007 and 2010 cut the accumulated wealth 
of many Americans. But while the average net worth of the top 20% of 
households fell from $3.2 million to $2.9 million, the bottom 20% saw 
their average net worth fall from $30,000 to almost zero. Between 1992 
and 2007 the top 10% of U.S. households saw their share of total wealth 
grow from 66% to 71%: in the subsequent 3 years it increased further to 
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74%. As Mian and Sufi put it “this is a fundamental feature of debt: it 
imposes enormous losses on exactly the households that have the least.”32

Similarly in the United Kingdom, the credit- driven housing boom 
and bust between 2003 and 2013 increased inequality of wealth owner-
ship. In the upswing of the cycle, potential first- time buyers with small 
initial wealth were either unable to buy at all in the face of rising prices 
or borrowed at high LTVs and loan to income ratios (LTIs), which in-
creased the danger of subsequent repayment difficulties. In contrast, 
buy- to- let investors with significant already accumulated wealth were 
able to use finely priced credit to buy ever more houses. Between 2003 
and 2013, owner- occupied households with mortgage borrowing out-
standing suffered a net loss of £59 billion, while buy- to- let landlords 
gained £434 billion.33 Buy- to- let now accounts for 14% of the U.K. hous-
ing stock versus zero in 1990: the owner occupation rate has fallen from 
a peak of 70% to 65%, and the average age at which people purchase 
their first house or apartment has steadily risen.

Thus while in both the United Kingdom and the United States rapidly 
growing mortgage credit markets have been traditionally lauded as a 
means to “spread wealth more widely” and while in the initial stages of 
their growth they may have helped do so, the impact of mortgage credit 
growth beyond some point can produce increasing wealth inequality.

Meanwhile, in economies facing both increasing inequality and only 
slow recovery from the post- crisis recession, the increasing reliance of 
poorer people on high- interest credit, for instance from the United King-
dom’s growing “payday lenders,” is likely to exacerbate the inequality of 
which it is also the consequence. The supposed benefit of consumer 
credit is that it enables smoothing of consumption across the life cycle 
within a total lifetime income constraint. But if people borrow at very 
high interest rates, their lifetime resources available for consumption are 
significantly reduced.

Indeed throughout history, debt contracts have played a role in exac-
erbating initial inequalities. As David Graeber describes in Debt: The 
First 5000 Years,34 lending at high interest rates to people facing either 
temporary or permanent deficiencies of income relative to consumption 
needs or aspirations has often played a major role in trapping people in 
poverty. Small initial variations in economic fortune— for instance, in the 
quality of the harvest and in the resources available to different farmers 
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to withstand short- term financial pressures— resulted in loan contracts 
between rich and poor that could produce long- term dependency and 
even debt bondage. Awareness of this danger lay behind Islamic and 
Christian strictures against “usury.”

Those strictures were subsequently rejected as impediments to eco-
nomic progress. It was rightly argued that debt contracts can play a 
useful role in mobilizing and allocating capital investment. But public 
policy toward debt also needs to recognize that most credit extension 
in modern economies is unrelated to capital investment.

Global Imbalances

Lending to finance existing real estate or to support consumption in the 
face of rising inequality are thus two reasons advanced economies expe-
rienced rapid credit growth without excessive growth in nominal GDP. 
The third is large capital flows unrelated to capital investment.

Between 1998 and 2008 the total of all current- account surpluses 
grew from 0.5% to 2.0% of global GDP, and so necessarily did the total 
of all the deficits. The flipside of those surpluses and deficits were capital 
exports and imports. And just as modern finance theory has told an 
optimistic story about the beneficial impact of increasing leverage, so 
too it has lauded the benefits of capital flows. Free capital flows, it is said, 
facilitate a globally efficient allocation of scarce capital, with resources 
flowing from countries that have savings in excess of investment needs 
to those with investment needs unmatched by domestic savings.

But most capital flows in today’s global economy do not fund high 
investment rates in the recipient country. Instead they have predomi-
nantly financed increased consumption and given further stimulus to 
domestic credit and asset price booms. And where they have been as-
sociated with increased investment, it has often entailed excessive in-
vestment in residential and commercial real estate, with Chinese and 
German surpluses, for instance, helping finance wasteful U.S., Spanish, 
and Irish construction.

As a result, the capital flows that mirrored current- account imbal-
ances typically did not contribute to productivity and income growth 
and therefore did not help generate the additional cash flows required to 
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make the debts repayable.35 Instead they contributed— in the peripheral 
eurozone countries, the United States, and some emerging economies— 
 to the growth in excessive debts, which produced the debt overhang 
effect.

Indeed, many international capital flows have simply accentuated the 
problems of “too much of the wrong sort of debt” discussed in Chapters 
4 and 5. As Chapter 9 discusses, the problems created by such debt are 
particularly severe when the debt flows are international.

But as with the other drivers of “unnecessary” credit, the credit ex-
tended to finance global imbalances did not generate excessive nominal 
demand growth to which central banks felt required to respond. Within 
increasingly unequal societies, credit- financed consumption by the less 
well- off was matched by high savings among the rich; and across the 
world, credit- financed booms in real estate prices and consumption in 
countries such as the United States, the United Kingdom, Spain, and 
Ireland, were offset by high savings rates in China, Germany, and Japan. 
Current- account imbalances thus contributed to the phenomenon of 
rapid credit growth without high inflation, which has left us with the 
debt overhang effect.

Secular Stagnation and Chronic Deficient Demand?

We do not need credit growth as rapid as that before the crisis to achieve 
adequate economic growth. Three of the main drivers of that rapid 
growth— real estate speculation, rising inequality, and current- account 
imbalances— entail the creation of credit that is not inherently essential 
either to the mobilization and allocation of capital or to the stimulation 
of adequate nominal demand. But that credit growth leads to crisis and 
post- crisis recession. Policies addressing these fundamental drivers of 
credit- intensive growth are therefore as important to future financial 
and macroeconomic stability as the technicalities of bank capital ratios, 
bank resolution, or derivatives risk control.

One additional question we need to address, however, is whether 
rapid credit growth was in part simply a response to a deeper underlying 
problem: whether advanced economies face the challenge of potential 
“secular stagnation.”36
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Over the two decades before 2008 there was a dramatic fall in real 
risk- free interest rates, as measured by the real yield to maturity on gov-
ernment index- linked bonds. In the late 1980s and early 1990s, as Figure 
7.2 shows, a UK investor could buy 10- year index- linked gilts providing 
over 3% real yield to maturity: by 2007 that yield had fallen to 1.8%; it 
subsequently fell to reach – 1.0% in January 2015.37 The trend in U.S. real 
yields was very similar. The final step in this fall, after the crisis in 2007– 
2008, is explained by the specific conditions of post- crisis debt over-
hang. But even before the crisis, real yields had fallen to levels almost 
certainly lower than throughout the entire previous history of modern 
capitalism.38

These very low real interest rates played a major role in the origins of 
the crisis. They encouraged homeowners and investors to borrow money 
to purchase real estate or finance consumption, and they stimulated the 
intense search for yield that underlay the explosion of financial innova-
tion and intrafinancial system activity described in Chapter 6.

Why did this dramatic fall occur? Theory suggests that it must have 
been because desired savings (or as economists call it, “ex ante” desired 

Figure 7.2. Real yields to maturity on UK indexed- linked gilts

Source: Bank of England Statistics, zero coupon real yields.
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savings) rose relative to ex ante desired investment. This could have been 
either because desired savings rose or desired investment fell.

The savings explanation often focuses on China and other large 
current- account surplus countries. Ben Bernanke argued in 2005 that 
high Chinese savings rates, in excess even of China’s high investment 
rate, had generated increased demand for U.S. government bonds, de-
pressing yields.39 The ex ante desired global savings rate had thus risen 
relative to desired global investment. This may be part of the explana-
tion, and rebalancing of the Chinese economy to reduce its extremely 
high savings rate is certainly an important priority for global macro-
stability. But Chinese surpluses large enough to have a big impact on the 
global savings / investment balance only arose in the 5 years or so before 
the 2007– 2008 financial crisis, whereas the fall in real yields began some 
15 years before that.

Changes in demography and wealth distribution in advanced econo-
mies may also have had an important effect on both desired savings and 
desired or needed investment. Societies are on average ageing for two 
distinct reasons— because average life expectancy is increasing and be-
cause fertility rates have fallen, reducing the ratio of younger people in 
the population. Increasing longevity would have no necessary impact on 
aggregate desired savings rates if retirement ages rose to keep stable the 
proportions of adult life spent in work and in retirement. But if retire-
ment ages do not rise proportionately, people may attempt to increase 
savings rates during working life to secure adequate income during lon-
ger retirements, but with no natural or offsetting increase in aggregate 
investment needs. And lower fertility rates reduce the need for societies 
to accumulate capital stock for use by succeeding generations, but they 
may produce no offsetting reduction in desired savings rates.

Meanwhile, by concentrating an increasing percentage of wealth in 
the hands of people rich enough to bequeath substantial wealth to their 
inheritors, rather than needing to liquidate savings during retirement, 
rising inequality may drive an increase in desired savings unmatched by 
investment requirements, as Thomas Piketty has suggested.

This complex combination of factors could change the balance be-
tween desired savings and desired or required investment— and thus 
the equilibrium real interest rate— without the impact being apparent 
in actual resulting levels of saving and investment, which by definition 
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must be equal. Higher desired savings could thus be playing a role, even 
though aggregate actual saving rates in most advanced economies have 
not increased.

But the available data suggest that falling investment needs may be 
even more important to the changing balance than any attempted in-
crease in savings. Business investment as a percentage of GDP has been 
on a downward trend in many advanced economies.40 Many big corpo-
rations are sitting on large cash balances. Many indeed have become net 
holders of financial assets, rather than net borrowers from the financial 
system. In the United Kingdom, borrowing by businesses outside the 
commercial real estate sector has fallen as a percentage of GDP over the 
past 25 years. The entire manufacturing sector has at times been a net 
depositor into the banking system.41

These falling rates of capital investment may in turn be explained by 
the falling cost of capital equipment goods relative to current goods and 
services, down 33% from 1990 to 2014, according to IMF figures.42 In 
many business sectors, each dollar of investment spent is increasingly 
buying “more bang per buck” as the dramatic progress of information 
technology drives down hardware and software prices. The result is the 
phenomenon of massive wealth creation from minimal investment— 
Facebook worth $150 billion after only 5,000 personyears of investment— 
 which was highlighted in Chapter 5.

Declining aggregate investment needs relative to desired savings 
may thus have driven a large fall in equilibrium real interest rates. Sep-
arate from the adverse impact of the debt overhang effect, we may face 
what Martin Wolf has labeled a chronic deficiency of aggregate nominal 
demand.43 Very low interest rates may therefore be needed for many 
years or even in perpetuity, if economies are to grow in line with their 
potential.

But that would leave us facing two problems. First, if the required 
interest rate is actually negative, the zero bound will constrain us from 
setting rates low enough to ensure optimal growth. Second, very low 
interest rates maintained over many years are bound to create strong 
incentives for private credit growth focused not on the finance of new 
investment but on the speculative purchase of existing assets.

The less we need actual new investment relative to desired saving, the 
more the private credit system will finance competition for the owner-
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ship of irreproducible assets, such as desirable real estate, together with 
complex and risky financial engineering.44 If we need ultralow interest 
rates forever to avoid secular stagnation, we seem doomed to economic 
instability.

Whether we really face a serious secular stagnation threat— and if we 
do, what has caused it— is still unclear and debated. The good news is 
that if the danger is real, two effective responses would still be possible. 
But they would require us to reject key tenets of pre- crisis orthodoxy— 
the commitment to free market allocation of credit and the absolute ban 
on fiat money creation.

The relative price of capital equipment assets bought by private busi-
nesses is falling, but it is not clear that total investment needs in ad-
vanced economies have declined. Tackling climate change requires very 
large investments in new energy systems, and in many countries, such 
as the United States, the quality of transport infrastructure— whether 
highways or mass transportation systems— is seriously deficient. Busi-
ness “machines” may be getting cheaper due to Moore’s law and the zero 
cost of software replication, but long- term investments in necessary so-
cial infrastructure are not.

But adequate investment in infrastructure often depends not just on 
private business decisions but also on public- private partnerships and 
risk sharing, or on the effective design of regulatory regimes to create 
appropriate private incentives. In some cases, indeed, infrastructure 
 investment may be most efficiently delivered by direct public capital 
expenditure.

So alongside “unnecessary” credit unrelated to growth- enhancing 
investment, we may also face investment needs that free markets alone 
will not adequately finance. In response public policy may need not only 
to constrain some categories of credit creation but also deliberately fos-
ter others or compensate for their deficiency.

Unmet investment needs could be financed by public debt issue, and 
such economists as Larry Summers and Paul Krugman have argued that 
if public investment that enhances growth potential can be funded at 
rock- bottom interest rates, any fears about the resulting public “debt 
burden” are misplaced.45 But even if those fears were justified, we would 
still not be out of policy ammunition. For it is always possible for govern-
ments to finance deficits with fiat money creation, and if the alternative 
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is slow growth and deflation, or perpetually low interest rates that gen-
erate financial instability, money- financed public investment could be 
the lowest risk strategy.

Indeed, money- financed deficits could be a feasible answer to secular 
stagnation even if we did not face a problem of unmet investment needs. 
For if we truly do face a situation where privately chosen desired savings 
rates exceed investment needs, and where nominal demand is as a result 
chronically deficient, fiat money could be used to stimulate additional 
consumption rather than additional investment.

The essential point is simple: there are very few problems in econom-
ics to which there is always a potential answer. But deficient nominal 
demand is one of them. If necessary, it can always be stimulated by 
printing money. Doing so would of course involve major risks: but so 
too does relying on private credit creation to deliver adequate demand. 
Pre- crisis orthodoxy was too relaxed about private credit creation and 
too absolute in its prohibition of fiat money finance.

The implications for policy are considered in Parts IV and V. The un-
derlying principle is that we cannot rely on free market credit creation 
to produce either an optimal allocation of capital or an adequate and 
stable level of nominal demand. That contradicts the orthodox belief 
that any attempt to influence credit allocation would result in ineffi-
ciency and waste. But as the history of economic development reveals, 
credit direction has played a crucial role in some of the most remarkable 
growth stories of the past 60 years. Chapter 8 considers the lessons from 
those stories.
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Debt, Development, and Capital Flows

Free markets in credit creation can produce severe economic 
harm in advanced economies and could do so even in a closed econ-

omy unaffected by international capital flows. But effective control of 
credit creation is even more important in the early stages of economic 
development and is greatly complicated by capital flows among nations.

As Chapter 8 describes, successful developing nations in the past, 
such as Korea and Japan, got rich by means of financial repression— 
using credit direction rather than free markets to foster rapid and pro-
ductive capital accumulation. But credit direction is no more a panacea 
than is financial market liberalization, and it led in other countries to 
corruption and waste. We face a choice of dangers. How well China nav-
igates that choice, after the past 6 years of dramatic credit boom, will have 
huge consequences for global financial stability over the next decade.

Chapter 9 explores how international debt capital flows can be even 
more unstable and disruptive than domestic credit and asset price 
 cycles. As a result, some fragmentation of the global financial system 
would be a positively good thing. In the eurozone, free market credit 
creation and capital flows have interacted with a flawed political design 
to produce a severe debt overhang from which there is no clear escape. 
Unless the eurozone can agree to the radical reforms required to sup-
port adequate nominal demand growth, breakup may be inevitable and 
preferable to continued slow growth and deflation.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              

         
 



E I G h T

DEBT AND DEVELOPMENT

The Merits and Dangers of Financial Repression

There can be no doubt at all that the development of the capitalist 
economy over the last 100 years would not have been possible 
without the “forced savings” effected by the extension of addi-
tional bank credit.

— Friedrich von Hayek, Money,  
Capital and Fluctuations1

The case for deregulating, and liberating, finance so that it seeks 
out the most immediately profitable opportunities is not strong in 
the early stages of economic development. Far better to keep the 
financial system on a short leash.

— Joe Studwell, How Asia Works2

A key theme of this book is the danger of too much debt. Beyond 
a certain level, increasing leverage makes the economy more frag-

ile. But debt can also play a positive role. The Industrial Revolution 
would probably not have been possible without debt contracts. The ap-
parent certainty of debt contracts facilitates capital commitments that 
would not be made if all investments had to be equity financed. But it is 
not just debt contracts that can play a vital role, but also banks.

Banks do not just intermediate existing savings— they also create 
credit, money, and purchasing power. So it matters a lot to whom that 
purchasing power is allocated. In advanced economies most of it is not 
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devoted to the textbook function of financing capital investment. But 
the finance of investment is certainly one possible use. Bank credit cre-
ation can therefore be directed to skew demand in an economy toward 
investment rather than consumption.

High investment fueled by bank credit creation was central to the high 
growth rates achieved by the most successful developing economies— 
Japan and Korea in the 1950s and 1980s and China over the past 30 
years. Moreover, their success depended on the deliberate repression of 
free financial markets. Neither in Japan and Korea in the 1950s to 1980s 
nor in China over the past 30 years was the quantity and allocation of 
bank credit creation left to free market forces.

But directed bank credit is no panacea: in other countries, such as the 
Philippines, it caused harm. But so too did the liberalization of bank 
credit markets implemented in many East Asian economies in the 1980s 
and 1990s.

This chapter therefore considers the role of credit creation in economic 
development, particularly in the most successful East Asian countries. 
Their story illustrates that neither political direction nor free market 
forces ensure an optimal quantity or allocation of credit; we face a choice 
of dangers. It also illustrates that countries that have used credit- funded 
high investment to drive economic growth need to transition away from 
that model at some stage, but that the transition is extremely difficult 
and should not entail switching to an entirely free market approach. 
China’s success in managing that difficult transition will be the most 
important determinant of global financial stability or instability over the 
next decade.

Successful Catch Up by Breaking the Rules

The years 1800 and 1950 saw a great divergence in living standards across 
the world. First in Britain, and then in a widening number of European 
countries and their colonial offshoots— particularly in North America— 
the Industrial Revolution took us from a world of zero or glacial growth 
to one in which the leading industrial nations grew at around 1.5– 2% 
per capita per year, doubling living standards every 30– 50 years.
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Initially other regions saw little growth, and their living standards fell 
far behind the industrial leaders. In 1820 the difference in prosperity 
between richest and poorest regions of the world was no more than 3 
to 1; by 1950 U.S. living standards were 15 times higher than in Asia 
(excluding Japan) and more than 10 times higher than in Africa.3

The past half century has seen significant catch up, and the attainable 
pace of catch up is now far higher than in the nineteenth century. When 
Germany was catching up to British living standards in the late nine-
teenth century, that meant growing at 1.9% per capita while the United 
Kingdom grew at 1.4%. But after the Second World War far faster con-
vergence has been achieved. The Western European countries grew per 
capita incomes at 3– 6% per year in the 1950s to 1970s, as they caught 
up with U.S. productivity levels. Brazil achieved per capita growth rates 
of more than 5% in the 1950s and 1970s; Japan and Korea grew at about 
7%; and over the past 30 years, China has achieved three decades of 
7.5% per capita growth.

The fundamental drivers of this rapid catch up are clear. In a world 
where technology can be copied across the world, where capital flows 
can supplement domestic savings, and where the import demand of the 
already rich can make possible export- driven growth, attainable growth 
rates in catch up countries are far higher than possible in countries al-
ready at the leading edge of technology and prosperity.

Catch up may therefore seem inevitable. But in fact it is striking how 
few countries have achieved catch up to advanced economy living stan-
dards. Most Latin American countries have been stuck at about 20– 30% 
of U.S. standards of living for the past 40 years. Most African countries 
fell further behind the advanced economies from 1950 to 2000; since 
then there has been significant recovery but from a very low base. Many 
East Asian countries, such as Thailand and Indonesia, are still at less than 
25% of Western prosperity levels despite occasional periods of very rapid 
growth. India has grown, but only from about 6% of Western per capita 
income in 1950 to 10% today. China’s growth is startling but it still needs 
to quadruple income to reach advanced economy per capita income.4

Only a handful of countries have achieved full convergence from far 
behind in 1950. They include some small population but resource- rich 
countries, such as Qatar or Abu Dhabi. They also include Hong Kong 
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and Singapore: but the paths to prosperity of these small population 
city- states tell us little about what large population countries must do 
to get rich.

There are indeed only three large population countries that have 
achieved catch up to living standards equal to or at least at 70% of West-
ern levels— Japan, Korea, and Taiwan. And these countries did not get 
rich with free financial systems, free capital flows, or even free trade. The 
precise policy mix differed by country, but in all it involved a significant 
role for industrial tariffs, financial repression, and directed credit. In-
deed, they got rich by rejecting almost all the precepts of the subse-
quently dominant “Washington consensus” and of the neoclassical the-
ories of economic efficiency on which that consensus was built.

That consensus of course, had not yet even developed when these 
countries launched their periods of rapid catch up. That was their good 
fortune. If the Washington consensus had been fully developed by 1950, 
and if Japan, Korea, and Taiwan had decided to follow its precepts, they 
would not have achieved such rapid growth.5

Joe Studwell’s book How Asia Works identifies three crucial elements— 
present in different degrees in each country— in the Japanese, Korean, 
and Taiwanese success stories.6 The first was land reform, and the cre-
ation of intensive small plot farming, creating employment for rapidly 
growing populations and achieving high productivity per hectare. This 
part of the story itself had a financial element: land reform freed tenant 
farmers from debt- based reliance on landlords, and the supply of small 
scale credit to farmers and agricultural businesses financed improve-
ments in technique and productivity.

The second was industrial policy to encourage the development of 
world class manufacturing. This combined protection against foreign 
competition in the domestic market with strong encouragement to com-
panies to enter export markets. Particularly in Korea, it also involved an 
overt strategy to achieve world class performance in specific heavy in-
dustries, such as steel, chemicals, and shipbuilding.

The third element, in particular in Japan and Korea, though less so in 
Taiwan, entailed a highly directive approach to the financial system and 
in particular to banks, driven by two objectives: ensuring a high level of in-
vestment and ensuring that investment was allocated to productive ends.
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Financial Repression, “Forced Saving,”  
and the Quantity of Investment

Investment is essential to economic growth. We get more productive by 
investing in “machines” that enable us to automate existing economic 
activities or to perform functions not previously possible at all.7 That 
remains true even for advanced economies operating at the frontier of 
technological progress.8 In the catch up phase, investment is even more 
important, and the higher the rate of investment, the higher the attain-
able rate of growth will be.9

Catch- up countries do not need to innovate at the frontier of tech-
nology: they can invest in capital stock that embeds already developed 
technologies. And they start with capital stocks per capita far below ad-
vanced country levels. Sheer brute investment, provided the investment 
is not very badly misallocated, can drive a lot of catch up growth. In 1995, 
the economist Alwyn Young produced an oft- quoted analysis of Asian 
growth. It used “growth accounting” techniques to decompose country 
growth rates into increases in labor input, increases in capital input, and 
the residual increase in total factor productivity. Young illustrated that 
there was nothing magic about Asian growth: it mainly reflected rapid 
capital accumulation.10

High rates of investment necessarily imply some sacrifice of current 
consumption with resources transferred to the production of capital 
goods. Countries can achieve the required transfer in several ways. The 
Soviet Union in its early decades did so in the most straightforward and 
brutal fashion— by forcing the peasants to give up grain to feed an indus-
trial workforce building state- owned capital assets. Alternatively, states 
can directly finance or subsidize investments even in a partially capital-
ist economy, gaining the financial resources for such investments in one 
of three ways— taxation, government bond issuance, or the printing of 
fiat money. Each will, in different ways, reduce real consumption to make 
the increase in real investment possible.11

But additional nominal demand can also be delivered by bank credit 
creation. And that credit creation can also be used to skew demand to-
ward investment. Banks create purchasing power: by lending newly cre-
ated money to businesses to fund capital investment projects, they can 
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therefore increase the rate of investment. Recently dominant neoclassi-
cal economics has paid little attention to this fact, but early twentieth- 
century economists, such as Friedrich Hayek and Joseph Schumpeter, 
correctly identified it as central to economic development, as well as to 
the instability inherent in monetary economies. Bank lending to busi-
nesses for investment effectively achieves “forced savings,” which as 
Hayek put it, “consists in an increase in capital creation at the cost of 
consumption, through the granting of additional credit, without volun-
tary action on the part of the individuals who forgo consumption and 
without their deriving any immediate benefit.”12

The precise mechanism by which this “forced savings” effect works 
was debated by the early economists. Several argued that it must involve 
inflation, as additional investment demand drove up wages and thus 
attracted workers from consumption goods–  to capital goods– producing 
industries. But a variant of forced savings is possible without inflation 
if when new credit is extended to businesses, households are required or 
strongly encouraged to hold increased money balances. And house-
holds may increase savings and money balances if the interest rate they 
receive is so low that they need to save more to ensure adequate re-
sources for future retirement and other needs.13 Policies that require 
banks to lend to business, that prevent them from lending to consumers 
and that ensure that consumers receive a low rate of return on money 
savings,  can thus be used to achieve higher rates of savings and invest-
ment than would otherwise occur.

Korea and Japan both followed precisely these policies during their 
periods of most rapid growth. Korea’s nationalized banks lent to busi-
nesses, not consumers. Japan’s private banks were required to do so by 
guidance from the Bank of Japan and Ministry of Finance. And in both 
countries, household savers received negative real interest rates, while 
business borrowers were able to borrow cheaply. Investment was effec-
tively subsidized by a large net transfer of resources from household 
savers to business investors: but the result was high investment, which 
drove economic growth.

Of course, the system only worked if savers were sufficiently conser-
vative in their savings decisions to prefer bank deposits to alternative 
higher return investments, or if their access to other options was con-
strained by regulation. Directed and subsidized credit policies were there-
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fore underpinned by constraints on retail financial competition and by 
capital controls that prevented savers from investing overseas.

Capital controls also helped prevent inward flows of lending, which 
might have undermined the real economy’s industrial investment focus, 
for instance, by funding real estate development or consumer lending. 
They therefore buttressed the other objective of directive policy— 
ensuring that the credit extended went to productive investment.

Credit Allocation and the Quality of Investment

Chapter 7 discusses the alternative ways to increase nominal demand. 
One potential advantage of relying on private credit creation, rather than 
government fiat money creation, is that it might depoliticize the alloca-
tion decision, reducing the danger that new spending power would be 
allocated to wasteful ends.

But in fact neither Korean nor Japanese authorities left bank credit 
allocation to private decisionmaking driven by profit- maximizing ob-
jectives. Instead, they deliberately directed credit toward what they 
judged to be desirable investments with greatest potential to drive eco-
nomic growth. Credit was made available to manufacturing industry, 
not real estate development; to export industry, not importers or trad-
ers; and to support strategic priorities, such as Korea’s heavy industrial 
developments.

This direction was achieved by guidance or instructions to the banks, 
and by the criteria that defined whether loans could be “rediscounted” 
at the central bank and thus effectively funded by it.

The practice of rediscounting private- sector loans by the central bank 
illustrates that the dividing line between private credit– financed invest-
ment and fiat money finance is sometimes not absolute. If the central 
bank stands ready permanently to expand its balance sheet to fund grow-
ing private- sector loans, this is very close to money finance, but with 
the resources lent to the private sector, rather than given to the govern-
ment. In the case of Korea, the investment boom of 1960– 1980 could be 
described as in a sense financed by fiat money: its commercial banks had 
been nationalized by President Park Chung Hee, and its central bank, 
operating under direct government control, stood ready to provide them 
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with almost limitless resources for on- lending to exporters at negative 
real interest rates.

But from the point of view of economic development the crucial issue 
was not how precisely the spending power was created, but whether it 
was well used. In Japan and Korea enough of it was well used to drive 
dramatic economic catch up.

In the history of catch up, indeed, the effective allocation of additional 
purchasing power has been far more important than more conventional 
measures of “good policy,” such as control of inflation. Park Chung Hee’s 
Korea was in macroeconomic terms highly unstable, with inflation run-
ning at up to 25% and with soaring foreign debts. But enough of the 
rapidly expanding nominal demand ended up in useful investments to 
drive strong and sustainable growth. Other countries (such as Thailand), 
which pursued more conventional and internationally approved macro-
economic policies, were less successful.

But while Japan and Korea both illustrate that encouraged and directed 
credit creation can deliver successful catch up, two caveats are important. 
First, although this approach can work, it doesn’t always. Second, coun-
tries need to devise a path out of credit- intensive and investment- led 
growth, and that transition has proved extremely difficult.

Credit- Financed Waste

Credit creates purchasing power, which can fund productive investment. 
But it can also be used to fund wasteful investment, or the purchase of 
existing assets (such as real estate and the land on which it sits), driv-
ing self- reinforcing cycles of asset price appreciation and further credit 
extension.

Direction of credit, if done well, can increase the proportion of credit 
put to good productive use. But government or central bank direction of 
credit, favoring one potential borrower over another, can also drive cor-
rupt or inept misallocation of credit to favored cronies or to unsuccess-
ful white elephant projects. Korea under Park Chung Hee managed to 
direct credit in ways that were on balance favorable: the same tools used 
in Suharto’s Indonesia and Marcos’s Philippines gave preferential credit 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



ThE MERITS & DANGERS OF FINANCIAL REPRESSION  141

access to political supporters and financed less successful development 
projects.

So there is a case for depoliticizing the credit decision. That case in-
deed formed a key element of the Washington consensus. Across East 
Asia the 1980s and 1990s, internationally trained advisers, whether from 
the World Bank or IMF or working in governments, argued for inde-
pendent central banks, the removal of credit and capital controls, and 
greater competition in banking sectors. They aimed to bring the disci-
pline of free markets to bear, reducing the potential for cronyism and 
ensuring that capital was allocated to efficient ends.14

But the cure was as harmful as the disease, and the financial liberal-
ization urged on East Asian countries as the cure to cronyism contrib-
uted directly to the real estate booms and short- term capital flows that 
led to the Asian financial crisis of 1997. Private credit allocation pro-
duced wasteful real estate developments in Jakarta, Kuala Lumpur, and 
Bangkok, quite as much as directed credit allocation had funded Mar-
cos’s and Suharto’s cronies.

The Challenge of Transition

Korea suffered in the Asian financial crisis of 1997, and Japan had suf-
fered a severe shock in the early 1990s and by 1997 was stuck in a bal-
ance sheet recession. Their experience illustrates that transitioning out 
of a credit- fueled high investment model is very difficult.

High investment rates are essential to drive rapid growth during eco-
nomic catch up. But the closer countries get to advanced economy levels 
of prosperity and per capita capital stock, the less need there is for such 
investment, and the greater the danger becomes that investment will be 
wasted. Countries therefore need to transition to less investment and 
more consumption- intensive growth: the subsidies from household sav-
ers to business borrowers need to be wound down, and consumer credit 
may have a useful role to play. And as people get richer, there is a natural 
tendency for more expenditure to be focused on buying or renting de-
sirable real estate. Some shift of the financial system toward real estate 
lending is inevitable.
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But achieving a smooth transition without excessive consumption or 
real estate booms has proved extremely difficult. The reasons are partly 
inherent— the processes of liberalization cannot be precisely controlled. 
But they are also partly political and ideological— interest groups lobby, 
and policymakers find all- encompassing theories attractive.

If banking systems are tightly controlled, alternative shadow banking 
systems will develop: consumers will seek opportunities for higher re-
turns on savings, and nonfavored businesses will seek alternative sources 
of funds. In Korea this led from the 1960s on to the extensive devel-
opment of nonbank financial institutions, imperfectly regulated by the 
authorities. Globalization meanwhile opens financing opportunities for 
larger companies whether the authorities desire it or not. Increasingly 
from the 1970s on, large Japanese companies with export revenues and 
factories abroad were able to issue Eurobonds, leaving the Japanese 
banks with spare credit capacity.

Those banks in turn lobbied to be allowed into new business areas, 
such as real estate and consumer finance. And as it became apparent 
that the Japanese economic model needed to move away from directed 
credit and high investment, policymakers were attracted to the idea that 
the new model should be rigorously free market, maximizing the poten-
tial gains from liberalization.15

But liberalization was followed by the biggest real estate credit and 
price bubble the world has ever seen and by the continued balance sheet 
recession of deleveraging, deflation, and slow growth, in which Japan has 
been trapped for two decades. As Chapter 5 describes, excessive private 
debt creation, not directed by the government to productive ends, cre-
ated a debt overhang from which there is no apparent escape.

A Choice of Dangers

The story of East Asian development thus illustrates the fundamental 
problem— neither government direction nor market allocation are cer-
tain to produce optimal results. We face a choice of dangers.

High investment rates can be achieved by direct state expenditure, 
whether tax, bond, or money financed. History has many examples of 
successful state- sponsored industry development— but also many disas-
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ters. Governments can also use bank credit creation to achieve develop-
mental aims: Korea and Japan did so successfully; the Philippines used 
the same tools badly. But if decisions on bank credit creation are left 
entirely to private decisionmaking, driven by profit objectives, the result 
can be equally harmful— with a skew toward real estate lending, driving 
harmful credit and asset price cycles.

The Washington consensus of the 1980s and 1990s sought to prevent 
government misallocation of credit by depoliticizing credit markets, but 
financial liberalization simply swapped one danger for another.

The transition away from a high investment and credit driven model 
therefore needs to be handled with great care, wary of the dangers of 
free financial systems as much as the dangers of state direction. How 
well China handles that transition will be one of the most important 
determinants of global financial stability over the next 10 years.

China: Transition without Crisis?

Neither Korea nor Japan managed transition from financial repression 
and high investment rates without financial crisis. Whether China can 
do so in the next 10 years is hugely important. China’s sheer size means 
that if it does suffer a financial crisis similar to Japan’s in the early 1990s 
or Korea’s in 1997, the shock will be felt around the world.

From 1980 to 2007 China achieved an average GDP growth rate of 
10%. That required high investment, which averaged 38% of GDP over 
that period.16 In part that investment was funded out of very high busi-
ness profits, with workers’ wages suppressed by rapid labor force growth.

But it was also in part funded by the credit system, with the ratio of 
bank credit to GDP reaching about 120% by 2002 and staying at that 
level until 2008 as credit grew in line with nominal GDP. Interest rates 
were regulated to keep both deposit and loan rates below free market 
levels. The banking system, as in Korea and Japan in the 1950s to 1980s, 
transferred resources from household savers to business investors.

By 2008 there was a strong consensus, shared by economists inside 
and outside China and by the Chinese authorities, that China needed to 
shift away from its investment-  and also export- led economic model.17 
Capital stock per capita remained well below advanced economy levels, 
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making a reasonably high investment rate still appropriate. But it was 
clear that more domestic consumption and somewhat less investment 
was essential to avoid increasing waste, overcapacity, and financial stress. 
Premier Wen Jiabao commented in 2007 that the Chinese economy had 
become “unbalanced, uncoordinated, and ultimately unstable.”18

But in fact over the subsequent 5 years, the Chinese economy moved 
in precisely the other direction, with the investment rate increasing from 
42% in 2008 to 49% in 2012, well above the maximum rates observed in 
Japan and Korea during their periods of rapid catch up. The root cause 
of this investment spurt was the global financial crisis. The advanced 
economies contracted: export demand for Chinese goods fell precipi-
tately, and employment fell. Concerned about the potential social and 
political consequences, the Chinese government sought a rapid eco-
nomic stimulus, and the easiest and most direct way to stimulate was by 
means of a massive boost to investment.

The investment was credit financed. The desired investment level ex-
ceeded the internal resources of either state- owned enterprises or local 
government, and while the government could have used fiscal resources 
(borrowed or printed) to finance the stimulus, they chose instead to use 
bank credit creation. The state- owned banks were directed to “open 
your wallets wide” to finance big increases in investment in urban real 
estate, infrastructure, and heavy industry. Bank lending grew far faster 
than nominal GDP, but so too did multiple variants of shadow bank 
credit creation. The stock of “total social finance” (a Chinese official mea-
sure that captures multiple forms of financing to non– central govern-
ment entities) grew from 124% to more than 200% of GDP. Figure 8.1 
shows the trend over time.19

This massive credit- fueled stimulus has played a valuable role in 
China, offsetting the impact of the advanced economy financial crisis 
of 2007– 2008. It has also usefully contributed to global demand in the 
face of advanced economy deleveraging. But the huge increase in Chi-
nese leverage creates severe financial and economic vulnerability.

The particular nature of the vulnerabilities reflects the hybrid nature 
of the Chinese economy. In part it is a market economy with intense 
competition among companies, but it is also one dominated by state- 
owned companies enjoying privileged relationships with state- owned 
banks. It is to a degree state controlled but is also decentralized, with 
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significant autonomy enjoyed by local provincial and city governments, 
who pursue economic development in competition with one another. 
Like Japan and Korea, China is industrializing, but government policy 
objectives also defines “urbanization” as an objective in itself; this was 
not the case for the earlier catch up countries, where urbanization was 
seen simply as the likely result of industrialization. Credit meanwhile 
is not allocated by an entirely free market, but its allocation is not sub-
ject to as much central control as was the case in Japan and Korea.

As a result, China faces two different vulnerabilities. One lies in heavy 
industry sectors, with state- owned enterprises in steel, coal, cement, and 
other capital- intensive industries now facing credit financed overcapac-
ity, in a classic example of the sort of overinvestment cycle described by 
both Friedrich Hayek and Hyman Minsky.

The second vulnerability lies in real estate and infrastructure in-
vestment, where huge investments have been financed by second-  and 
third- tier as well as leading cities— in airports, roads and railways, apart-
ment blocks, industrial parks, convention centers, sports stadiums, and 
museums— in a competitive rush to urbanize. Much of this investment 
may be valuable, but much will prove to have been wasted. And the fi-
nancing model used could not have been better designed to hardwire and 
turbocharge the credit and real estate cycle. Local governments borrow 

Figure 8.1. China: Total social finance to GDP

Source: People’s Bank of China
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money to fund urban infrastructure projects in the hope that economic 
development will drive land price increases, enabling them to raise money 
from land sales to repay loans. The very structure increases the dangers 
of self- reinforcing credit and real estate /  land price cycles, fostering ex-
cessive exuberance in the upswing, but threatening debt overhang and 
default on the way down.

China, although still a lower middle income country, has thus be-
come exposed both to the dangers of the directed credit model (exces-
sive investment in heavy industry) and of a liberalized banking system 
(excessive investment in real estate).

During 2014– 2015 the risks crystallized, and China suffered a major 
economic slowdown with falling property prices in many cities; increas-
ing bad debt problems in local government; and falls in heavy industry 
output, which drove reduced global commodity demand and major falls 
in commodity prices. So while China’s credit boom after 2008 helped 
offset the deflationary impact of debt overhang and deleveraging in ad-
vanced economies, its slowdown in 2014– 2015 has had a powerful de-
flationary effect. When debt simply shifts around the global economy, 
from private to public sectors, or from one country to another, the defla-
tionary consequences of debt overhang are delayed but cannot be per-
manently avoided.

China now faces the same two challenges faced by advanced econ- 
omies— how to build a less credit- intensive economic growth model and 
how to manage the problems of high debt stocks created by past credit- 
intensive growth.

Achieving the first will, in China as elsewhere, require policy changes 
that go far beyond the details of the financial system. Wage rises faster 
than nominal GDP are required and may occur naturally as the Chinese 
labor market tightens in the face of falling numbers of young adults. But 
reduced household savings are also desirable and will only occur if the 
government establishes better social security and healthcare systems, 
reducing the need for high precautionary savings. In the financial sector 
itself, China, like other countries, needs strong policy tools to constrain 
real estate lending. But it also needs to address land pricing and pur-
chase rules: the current ability of local governments to take land from 
peasants in return for little compensation creates huge incentives for 
excessive real estate development.
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As for the problem of existing debt, China faces a difficult choice 
between three risky policies. It could “let the market work” as compa-
nies and local governments deleverage where they can and default where 
they cannot. But that could produce a bigger economic downturn than 
the authorities are willing to accept. The second would be to “let the 
credit boom run,” with yet more credit extended to highly indebted com-
panies and local governments. But that route would delay the desirable 
transition to a less investment focused economy and build up bigger fi-
nancial problems for the future. The third choice would be explicitly to 
socialize some of the debt— writing off bad loans in the banking sector 
and bailing out banks, state- owned companies, and overextended local 
governments— financing the operation with central government debt. 
With Chinese total government debt still only about 39% of GDP, the 
potential for such socialization is significant, but it is not limitless.20 
Beyond some level, concerns about Chinese public debt sustainability 
might emerge. That problem in turn could in theory be dealt with by 
monetization— by printing rather than borrowing money— but at the 
risk, potentially, of inflation.

China thus illustrates again the problem of the debt overhang. Private 
credit creation can be used to achieve both aggregate demand growth 
and a high investment rate. And it seems to have advantages over more 
direct mechanisms, such as bond-  or money- financed government ex-
penditure. But private credit creation left to itself may produce too much 
unsustainable debt, even when it does not produce excessive demand 
to which inflation- targeting central banks feel the need to respond. And 
once excessive debt has been created, while it can be shifted from private 
to public sectors, actually reducing it turns out to be much more diffi-
cult. In some countries, as Chapter 14 discusses, escape without mone-
tization may be impossible.

In China’s case the chances of a successful transition without moneti-
zation are far higher than in some advanced economies. This reflects 
China’s potential for further rapid growth, reducing the ratio of debt to 
GDP by growing the denominator. With appropriate policies China 
can grow for several more decades at 5% per year or more. In contrast, 
Japan’s sustainable growth rate is unlikely to exceed 1%.21 Provided China 
can shift to a less credit- intensive growth for the future, its existing debt 
stock could still, at least at this stage, be manageable.
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Achieving that shift is essential. For if China continued to grow in its 
recent credit- intensive fashion, its debt stock would become daunting, 
not only in relation to China but also with respect to the whole world. 
By the early 2020s, China could have a nominal GDP of $20 trillion. If 
by then it had a nongovernment debt to GDP of 250% that would be $50 
trillion of debt, 3.5 times the size of the U.S. mortgage markets which 
played such a major role in the origins of the 2007– 2008 financial crisis. 
And while China’s debt mountain is today owed almost entirely within 
China— and largely by banks, companies, and local governments all ul-
timately controlled or owned by the state— the more that China pro-
gresses toward a more normal market economy and the more that it 
liberalizes its capital account flows, the greater will be the danger that 
instability in the Chinese financial system is transmitted to the rest of 
the world.

China’s decisions on capital account liberalization will therefore, 
along side its domestic policy choices, have major global implications. 
As Chapter 9 describes, they should reflect the fact that volatile capital 
flows can make domestic credit cycles even more unstable.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              

         
 



N I N E

TOO MUCH OF THE WRONG  
SORT OF CAPITAL FLOW

Global and Eurozone Delusions

On both the empirical side and on the calibration side, it has so 
far proved hard to find robust support for large quantifiable 
benefits of international financial integration.

— Hélène Rey, “Dilemma not Trilemma: The Global Financial Cycle 
and Monetary Policy Independence”1

Despite the numerous cross- country attempts to analyse the effects 
of capital account liberalisation, there appears to be only limited 
evidence that supports the notion that liberalisation enhances 
growth.

— Committee on the Global Financial System, Capital Flows and 
Emerging Market Economies2

Chapter 2 describes the favorable assessment of financial liberal-
ization and deepening that dominated pre- crisis thinking. Financial 

innovation was beneficial because it had enabled better risk manage-
ment: increased market liquidity supported capital mobilization, price 
discovery, and the efficient allocation of capital to its most productive 
use. Debt contracts played an essential role. As a result a larger financial 
sector was in general beneficial, and higher private- sector credit as a 
percentage of GDP helped deliver faster growth.
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Those propositions were believed to hold in advanced economies. 
But they also seemed to justify international financial integration and 
suggested that emerging economies would gain major benefits if they 
opened their economies to free global capital flows.

The Washington consensus therefore urged on emerging economies 
both domestic financial market liberalization and capital account liber-
alization: many IMF programs made financial support conditional on 
such policies, and in Hong Kong in 1997 the IMF proposed making 
capital account liberalization a requirement for IMF membership.

But just as financial deepening within countries is not limitlessly or in 
all respects beneficial, so too with international financial integration. 
Some types of capital flows can help foster growth, but excessive quanti-
ties of other types can cause harm. In domestic markets, free financial 
markets will inevitably create too much of the wrong sort of debt. Free 
global capital markets will tend to create too much of the wrong sort of 
capital flows. Global debt capital flows can destabilize emerging econo-
mies, and in the eurozone, unstable debt capital flows played an import-
ant role in the origins of the crisis which developed after 2008.

Global Financial Integration: The Elusive Benefits

Chapter 7 describes the growth of global current- account imbalances 
in the decade running up to the 2007– 2008 financial crisis. The total 
current- account surpluses grew from 0.5% to 2.0% of global GDP, and 
so necessarily did total deficits.3 The flipside of those current- account 
balances were capital flows, with surplus countries accumulating large 
financial claims against deficit countries.

Such large surpluses and capital flows are not unique in economic 
history. The United Kingdom ran large current- account surpluses be-
fore the First World War: in 1911– 1913 they amounted to almost 10% of 
UK GDP, and the country accumulated huge overseas assets.4 But to-
day’s capital flows are different in two crucial respects. Just as most mod-
ern credit creation does not fund new capital investment, the same is 
true of most net capital flows. And just as the modern financial system 
overall has witnessed an explosive growth of intrafinancial system trad-
ing and claims— with gross financial assets and liabilities growing far 
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faster than real economy loans and deposits— so too, gross two- way capi-
tal flows have grown far more rapidly than have net flows.5

Both features help explain why the theoretically possible benefits of 
global capital flows have in practice proved elusive.

Net Capital Flows Unmatched by Useful Capital Investment

The origin and economic function of pre– First World War capital flows 
was clear. Britain was then one of the world’s richest countries and gen-
erated domestic savings in excess of domestic investment needs. In its 
own colonies and in other emerging economies (for instance, in Latin 
America), there were major investment opportunities but limited domes-
tic savings resources. Capital flowed, largely in the form of long- term debt 
or equity, to finance capital investment. That investment then generated 
return with which to repay the debt and reward the equity investors.

Some modern capital flows take this form. Foreign direct investment 
in China has brought the transfer of technology and skills that has 
helped stimulate rapid economic growth. But most modern capital flows 
neither flow from richer to poorer countries nor finance sustainable cap-
ital investment. Instead they are often from poorer to richer countries, 
or, for instance in the eurozone, between countries of similar income 
level. And they have predominantly funded a mix of unsustainable con-
sumption, wasteful investment, and booms in the price of existing real 
estate assets.

In most deficit countries capital inflows have not resulted in increased 
productive investment. In the United States ahead of the 2007– 2008 cri-
sis, they helped fund a mortgage borrowing boom that temporarily en-
abled middle-  and lower- income Americans to increase consumption 
despite stagnant real earnings. In Spain and Ireland they helped fund 
investment booms in excessive real estate construction, repeating a pat-
tern observed in countries like Thailand and Indonesia ahead of the 
1997 Asian financial crash.

Those construction booms were also usually accompanied by rapid 
increases in the price of existing real estate, which both reflected and 
induced an expansion of domestic credit. Capital inflows and domestic 
credit expansion thus interacted to produce an increase in leverage far 
greater than would have resulted from the net capital flows alone.
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Many modern capital flows do not therefore play the positive role 
described by economic theory, allocating capital across the world to its 
most efficient use. Instead they increase the scale of unsustainable debt 
creation and post- crisis debt overhang effects.

Debt overhang, resulting from excessive leverage growth, can produce 
a deflationary bias even in a closed economy. Overleveraged net debtors 
cut investment and consumption, while net creditors in the same econ-
omy feel no offsetting need to increase expenditure. But an overhang 
of unsustainable debt between countries can be particularly harmful be-
cause of current- account financing constraints.

Those constraints are irrelevant to the largest deficit country of all, 
the United States, which enjoys reserve currency status: neither the fi-
nancial markets nor the U.S. government pay much attention to the U.S. 
current- account deficit. But in emerging economies the deflationary im-
pact of debt overhang effects can be exacerbated by unavoidable public 
policy responses. Even when current- account deficits and resulting debts 
arose entirely as a result private borrowing, if markets decide that these 
deficits have become unsustainable, governments may be compelled to 
tighten fiscal and monetary policy to prevent excessive exchange rate 
depreciation. As a result, their actions may magnify the deflationary 
impact of private deleveraging. Creditor nations are however under no 
equivalent pressure to stimulate their demand.

In an entirely closed economy, indeed, the government might be able 
to offset the deflationary impact of private- sector deleveraging with fis-
cal or monetary stimulus. But at the international level, there is no global 
government or central bank to perform this role.6

Too much of the wrong sort of debt can produce crisis and post- crisis 
deflation even in a closed one- currency economy. But when the debt 
claims are international, the potential for harm is still further increased.

Destabilizing Gross Flows

Net capital flows not matched by valuable long- term investment have 
therefore played an important role in the origins of several financial 
crises.

But another striking feature of modern capital flows is that their gross 
value is much higher than their net value— capital does not simply flow to 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              

         
 



GLOBAL & EUROzONE DELUSIONS  153

finance current- account deficits, it flows back and forth among countries 
in massive quantities. Gross flows in and out of high income countries 
increased from 9.5 times GDP in the 1970s to 37 times in the 2000s; for 
medium income countries they grew from 2 times in the 1980s to 15 
times in the 2000s. They have grown far more rapidly than net flows and 
are far more volatile.7

Such large gross capital flows might of course be socially useful and 
beneficial. Optimal investor portfolios in country A might require in-
vestments in country B, even while country B investors choose to invest 
in A. In an efficient global capital market, a continual search for optimal 
combinations of risk and return could in theory deliver improved price 
discovery and capital allocation. And that search will generate continual 
readjustment of portfolios and trading activity, and thus it will generate 
gross flows greatly in excess of the net flows that finance current- account 
deficits.

The possible benefits of large gross two- way flows are therefore a sub-
set of the wider benefits of market completion and increased market 
liquidity. But as Chapter 2 describes, there are reasons for doubting 
whether those benefits always exist.

Even in a closed economy, market completion and increased liquidity 
can facilitate trading activity that at best absorbs additional resources to 
no net social benefit and at worst generates instability. Gross two- way 
capital flows represent a subset of increasing intrafinancial system ac-
tivity and can have the same adverse economic effects. It is, for instance, 
unclear what economic benefit— at the social rather than the private 
level— can possibly result from carry trade activities that seek to exploit 
interest rate differentials and expectations of future exchange- rate move-
ments. At very least, they employ the talents of skilled individuals in 
activities that are zero- sum at the social level.

But as with increased financial intensity in general, so too with gross 
two- way capital flows: the most important issue is not whether they re-
sult in some unnecessary activity, but whether they can have actually 
negative effects. In many circumstances they almost certainly do.

If all markets can be made perfect, then market completion and more 
liquid markets must bring us closer to maximum attainable efficiency. 
But if all are to a degree imperfect, increased interactions among them 
can make the whole system less stable. In the case of global capital flows, 
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the inherent instability of domestic credit cycles can be further magni-
fied by expectations of exchange- rate movements. Large gross capital 
inflows can produce increases in both domestic asset prices and in ex-
change rates, generating for a time self- fulfilling expectations of further 
rises in both. Once confidence breaks, capital outflows can both exacer-
bate domestic asset price falls and produce overshooting depreciation. 
As a result, volatile short- term capital flows can undermine the effec-
tiveness of domestic monetary policy; using interest rates to slow down 
domestic credit and asset price booms can have the perverse effect of 
stimulating more capital inflows and more asset price rises.

The dangers are moreover magnified by partially informed investors 
acting in ways that are individually rational but collectively destabilizing. 
Even more than in domestic markets, investment analysis may focus 
on the anticipation of other investors’ anticipations or may be driven by 
broad asset categories (“BRICS,” “fragile five,” “emerging markets”) 
rather than by more fundamental analysis. And a high premium may be 
placed on holding short- term liquid positions that can be exited rapidly. 
But the collective effect is that when confidence breaks, the rush for the 
exit creates self- reinforcing price changes.

Bonanzas and sudden stops in credit supply are observed in domestic 
markets and could exist even in a “one nation” global economy. But they 
are inherently more likely and more disruptive when they operate at the 
international level.

Empirical Evidence and Faith- Based Beliefs

So net capital flows often have little to do with efficient capital allocation, 
and gross two- way capital flows sometimes produce harmful volatility. 
Unsurprisingly, therefore, empirical analysis finds little evidence that 
short- term capital flows deliver positive benefits. A report by the Com-
mittee on the Global Financial System in 2009 concluded that “despite 
the numerous cross- country attempts to analyse the effects of capital 
account liberalisation, there appears to be only limited evidence that 
supports the notion that liberalisation enhances growth.” And it noted 
the danger that “large swings, over a very short period of time, compli-
cate the conduct of monetary policy and liquidity management in the 
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emerging markets economies.”8 An important recent paper by economist 
Hélène Rey reaches the same conclusion: “it has so far proved hard to 
find robust support for large quantifiable benefits of international finan-
cial integration.”9

The evidence instead suggests that any benefits of capital flows depend 
on their type and tenor. Foreign direct investment is the least volatile 
and most beneficial, because it results in incremental capital investment 
often accompanied by technology transfer. Equity portfolio investments, 
while liquid for the investors, at least represent a permanent commit-
ment of funds to the issuing company. But short- term debt flows are 
more volatile, and short- term bank- intermediated capital flows are the 
most volatile of all.

A striking feature of the debate on capital flows, however, is the extent 
to which faith in the benefits of global financial integration survives the 
lack of evidence. There is indeed a strong tendency among true believers 
to describe the empirical findings as “ambiguous” rather than “negative” 
and to hold out the hope that more subtle analysis will reveal the benefits 
that complete markets theory tells us must be there. But better theory tells 
us why they might not exist, and empirical evidence suggests they do not.

The implication is that fragmentation of the international financial 
system, far from being in all respects dangerous, can in some specific 
ways be positively desirable. Specific policy implications of that conclu-
sion are discussed in Chapter 13.

One Market, One Money— The Eurozone Delusion

People often lay the blame for adverse events according to their ideolog-
ical predilections. When the 2007– 2008 financial crisis first broke, many 
continental Europeans blamed it on the excesses of Anglo- Saxon finan-
cial markets. Many Anglo- Saxon commentators, conversely, saw the eu-
rozone’s subsequent travails as the inevitable result of a political project 
pursued without respect for financial market realities.

In fact the eurozone crisis has been driven by the interaction between 
inefficient and unstable financial markets and a profoundly flawed polit-
ical design.
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Unstable Private Credit Creation and Capital Flows

European Monetary Union was always partly a political project. But its 
proponents also saw it as a valuable next step in “completing” the single 
market and unleashing the benefits of increased international capital 
flows. A European Commission document, One Market, One Money, 
published in 1990, set out the argument.10 A single currency would re-
move exchange- rate risk in the eurozone, making surpluses and deficits 
of individual nations as irrelevant as the imbalances of U.S. states. It 
would create more liquid European capital markets and facilitate capital 
flows previously constrained by exchange- rate risk. Larger capital flows 
in turn would ensure a more efficient allocation of capital: capital would 
flow to regions of lower productivity, speeding the process of economic 
convergence.

In one respect this narrative came true. In the 9 years between the 
launch of the euro and the 2007– 2008 crisis, private capital flows across 
the eurozone soared. Current- account deficits grew from 3% to 9.6% of 
GDP in Spain, and in Ireland from zero to 5.6%.11 Italy switched from 
a current- account surplus of 1% of GDP to a deficit of 2.9% (see Figure 
9.1). These deficits were financed by private capital flows, with foreign 
investors and banks willing to invest in peripheral country debt securi-
ties or to lend money to their banks, companies, and households.

But the capital flows were not the sort that One Market, One Money 
had envisaged and largely did not finance investments that could drive 
increases in productivity and spur economic convergence. Instead they 
took several unsustainable forms. In the case of Greece they financed 
unsustainable public deficits. In Spain and Ireland they financed in-
creased private consumption and excessive real estate investment, and 
they gave additional impetus to domestic credit and asset price cycles in 
existing real estate.

International financial integration in the eurozone thus caused eco-
nomic harm. Increased market liquidity in Greek government bonds 
made it easier for the Greek government to increase public debt to 
 unsustainable levels, and market completion through the removal of 
exchange- rate risk facilitated harmful private borrowing. The free mar-
ket misallocated capital.
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In 2010 private capital flows in the eurozone abruptly stopped. Private- 
sector investors who had previously ignored many risks suddenly be-
came risk averse.12 But by the time the party stopped, the bonanza of 
pre- crisis capital flows and domestic credit creation had left the eurozone 
peripheral countries with a particularly severe debt overhang problem.

Flawed and Incomplete Currency Union

The eurozone crisis thus in part reflects a free market vision gone awry, 
a particular variant of overconfidence in the benefits of free capital flows. 
But the eurozone’s ability to escape from post- crisis debt overhang has 
been stymied by the flaws in its institutional design.

The fundamental problem is that all public debt in the eurozone is 
issued not at the federal eurozone level, but at what Charles Goodhart 
has rightly labeled the “sub- sovereign” level of nation states, who no lon-
ger issue their own currency and therefore no longer have the capacity if 
necessary to repay public debt with sovereign fiat money. Eurozone na-
tions with large accumulated debts are therefore perceived by financial 

Figure 9.1. Eurozone current account deficits as percentage of GDP

Source: International Monetary Fund World Economic Outlook Database, October 2012.
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markets to face a potential default risk that does not apply to the debt of 
fully sovereign debt issuers, such as the United States, the United King-
dom, or Japan.

As a result, eurozone countries on average have had to pay higher 
interest rates on their debt than, for instance, Japan, even though the 
eurozone’s average public indebtedness— at 74% of GDP— is far below 
Japan’s 138%.13 And as a result, the eurozone has felt compelled to keep 
fiscal deficits in the aftermath of the crisis far smaller, at about 2% of 
eurozone GDP on average, than the 6– 7% allowed in Japan, the United 
States, and the United Kingdom. The large fiscal deficits in those latter 
countries may pose future fiscal challenges, but in the short term they 
have helped offset the contractionary effect of private deleveraging. In 
the eurozone, in contrast, fiscal consolidation has added to that contrac-
tionary effect. While in 2014 domestic nominal demand in both the 
United Kingdom and the United States was about 16% above the 2008 
level, in the eurozone it was only 2% higher than in 2008.14

The macroeconomic risks created by large amounts of sub- sovereign 
debt have moreover been exacerbated by the fact that banks in each eu-
rozone country hold as their supposedly safe liquid assets large port-
folios of the debt of their local sub- sovereign nation state. It is as if banks 
in Illinois or California held their liquid assets not in U.S. federal Trea-
sury bonds but in large and undiversified portfolios of Illinois and Cali-
fornia state bonds.

The inevitable result, particularly troublesome during 2010– 2013, was 
a self- reinforcing cycle of increasing risk and falling demand. Simulta-
neous private deleveraging and fiscal consolidation in eurozone periph-
ery countries produced inadequate demand and recession. Government 
bond yields rose, and prices fell. That in turn raised questions about the 
value of the banks’ government bond holdings, exacerbating concerns 
about bank solvency, increasing bank funding costs, and increasing the 
price and reducing the quantity of private credit extended to the real econ-
omy. And that in turn made escape from recession still more difficult.

The eurozone’s flawed design has thus made it more difficult to offset 
the debt overhang problem created by private- sector excess. Policy fail-
ures and market failures have compounded one another and threaten 
to trap the eurozone in a prolonged period of slow growth, very low in-
flation, and unresolved debt burdens.
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Radical reform is needed if the eurozone is to succeed. Public debts 
held at sub- sovereign level need to be radically reduced, with some pub-
lic debt issued instead at the eurozone federal level: some capacity to run 
countercyclical fiscal deficits at eurozone rather than sub- sovereign lev-
els must be created, and some monetization of accumulated public debt 
will be required. The link between bank and sub- sovereign risk needs to 
be broken, with banks no longer allowed to hold sub- sovereign debt, but 
instead holding eurozone level debt as their safe liquid asset.

In sum, the eurozone needs to become a complete currency union 
and therefore a political union, since only if it does so can it deal effec-
tively with the problems that irrational and inefficient financial markets 
can leave behind. In fact, as Chapter 15 describes, it may well be impos-
sible to forge an agreement to such radical reform. But if it cannot be 
done, eurozone breakup is likely to be inevitable and is preferable to sus-
tained stagnation.

But whatever the choice in the eurozone, the general point is clear. In 
domestic economies both the quantity and the category mix of credit 
creation must be actively managed, and countries (or currency unions) 
need domestic policy tools that can offset the depressive effects of debt 
overhang resulting from past policy errors. Among countries, mean-
while, the wrong sort of capital flows must sometimes be constrained. 
The idea that international financial integration is always and in all re-
spects beneficial is a delusion.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



P A R T  I V

Fixing the System

Banks and shadow banking systems left to themselves are bound 
to create too much of the wrong sort of debt and leave economies 

facing severe debt overhangs. Two questions follow: how to fix the sys-
tem to prevent excessive credit creation, and how to escape the debt 
overhang created by past policy mistakes. Part V answers the second 
question. This Part answers the first.

Following the 2007– 2008 crisis, major reforms have sought to make 
the financial system itself more stable, ensuring better run banks and 
fixing the problem of “too big to fail.” But as Chapter 10 describes, they 
are insufficient to create a more stable economy. Lending that looks good 
from a private perspective can have bad economic effects, and better 
risk management tools can make the overall financial system more un-
stable. We need to manage credit creation, not just fix the banks. Chap-
ters 11– 13 describe the policies required.

Chapter 11 argues that without action to address the three fundamen-
tal drivers of unnecessary credit growth— real estate, rising inequality, 
and global imbalances— financial reform alone cannot be effective. So 
policies relating to urban design and property taxation, to minimum 
wages and social benefits, or to the dividend policies of Chinese state- 
owned enterprises, are as important to long- term financial stability as 
are the technical details of prudential regulation.

Chapter 12 considers structural solutions: abolishing banks, taxing 
debt, and encouraging new equity contracts. None provides a silver bul-
let, but the reforms we do introduce should reflect the arguments for 
these radical proposals.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



162  PART IV

Chapter 13 proposes major changes to financial regulation. Bank 
capital requirements should be four or five times their current levels, 
and capital to support real estate lending should be set far higher than 
private risk assessments suggest is appropriate. Short- term debt capital 
flows should be constrained by some fragmentation of the international 
financial system.

And a new policy philosophy is required: central banks cannot focus 
solely on low and stable inflation nor financial regulation only on the 
solvency and liquidity of individual institutions. Public policy needs 
quite explicitly to manage the quantity and to influence the allocation 
of credit creation: it cannot rely on free markets in credit to produce 
optimal social results.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



T E N

IRRELEVANT BANKERS IN AN UNSTABLE SYSTEM

After a crisis it will always be possible to construct plausible 
arguments— by emphasizing the triggering events or institutional 
flaws— that accidents, mistakes, or easily corrected shortcomings 
were responsible for the disaster.

— Hyman Minsky, Financial Instability Revisited: The Economics of 
Disaster1

[H]ow nonsensical it is to formulate the question of the causation 
of cyclical fluctuations in terms of “guilt” and to single out e.g. the 
banks as those “guilty.” . . . Nobody has ever asked them to pursue 
a policy other than that which . . . gives rise to cyclical fluctuations; 
and it is not within their power to do away with such fluctuations, 
seeing that the latter originate not from their policy but from the 
very nature of the modern organization of credit.

— Friedrich von Hayek, Monetary Theory and the Trade Cycle”2

The title of this chapter may offend some people. Many who 
played no role in the origins of the 2007– 2008 crisis have lost jobs 

and homes or have seen their income decline. Many who worked in fi-
nance were hugely well paid. There is a strong desire to “name the guilty 
persons” and punish them. So how can the bankers be irrelevant?

But I have chosen the title to make a point. Yes, many individual fi-
nanciers were greedy or incompetent, and we should punish fraud se-
verely and increase the penalties for reckless behavior. But if we think 
the crisis occurred because of individual “bad apples” who corrupted the 
system, or because of badly designed incentives and inadequate sanc-
tions, we will fail to make adequately radical reforms.3 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

               

         
 



164  ChAPTER 10

The 2007– 2008 crisis was the worst since the crash of 1929 and the 
Great Depression that followed. One of the best books on that earlier 
crisis is Liaquat Ahamed’s Lords of Finance.4 In the run- up to it many 
unscrupulous financiers made huge profits out of socially useless activ-
ities. But in Lords of Finance unscrupulous financiers are footnotes at 
best. Instead the focus is on the finance ministries and central banks that 
designed and executed policy, and on the economic theories that under-
pinned that policy. It was mistakes in policy, economic theory, and in 
the overall design of the financial system that led to the crisis of 1929. 
The same is true of our latest crisis.

This chapter therefore focuses on the ideas and principles that should 
guide radical reform. It explains why better run banks will never be an 
adequate answer. It identifies three elements of the pre- crisis orthodoxy 
that we must discard if we are to design an effective response. And it 
argues that our objective cannot be simply to make the financial system 
itself more stable, or to fix “too big to fail,” but must be to manage the 
quantity and influence the allocation of credit in the real economy

Irrelevant Bankers

“After a crisis,” Hyman Minsky observed, “it is always possible to con-
struct plausible arguments . . . that accidents, mistakes, or easily cor-
rected shortcomings were responsible for the disaster.” In the wake of 
our latest crisis, numerous mistakes and shortcomings have been iden-
tified. Bad lending, poor risk management, and misaligned incentives 
played a major role. But adequately radical reform must reflect the par-
adox that good lending can be bad and good risk management can make 
the system more unstable. And while bad incentives mattered, delusions 
and mistaken ideas were more important still.

Good Lending Can Be Bad— The Social Externality  
of Debt Pollution

There was lots of bad lending before the crisis. In the U.S. subprime 
mortgage market, lenders made loans to borrowers who could not pos-
sibly repay out of income. For the borrowers the loans only made sense 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

               

         
 



IRRELEVANT BANKERS IN AN UNSTABLE SYSTEM  165

if house prices rose and loans could be refinanced. For lenders, the loans 
worked because they could sell them on to other investors, through the 
multistep distribution chains described in Chapter 6. Some bankers got 
rich by selling securities whose value they doubted to investors whose 
judgement they mocked. The U.S. authorities have rightly brought poor 
conduct cases against several major banks, with large fines and restitution 
payments. A new agency— the Consumer Financial Protection Bureau— 
will in the future regulate selling practices for mortgages and other con-
sumer credit.

In the United Kingdom some commercial real estate lending was 
conducted with such poor controls that the Financial Services Authority 
was able to bring successful regulatory cases against both a bank and an 
individual banker.5 The Spanish and Irish real estate booms were driven 
by some lending that was clearly reckless. Bad lending drove some banks 
to the verge of bankruptcy and made taxpayer bailouts essential to pre-
vent an even worse depression than actually occurred.

Extensive bad lending before the crisis justifies a regulatory response. 
Bank supervisors must demand high standards in loan underwriting, 
and bank executives and directors should be more accountable for reck-
less decisions. But policy priorities must also reflect two facts. First, the 
direct costs of taxpayer bailout were the small change of the economic 
harm wrought by the crisis. Second, lending that is “good” from a private 
perspective could cause harm even if no bank ever went bankrupt and 
no taxpayer capital injection were ever required.

By “good lending” I mean loans where there is a high probability that 
the loan can be repaid, and where the likely loan losses suffered by the 
lender over the economic cycle are more than covered by the interest 
rate charged and can be absorbed by the bank’s capital without any need 
for taxpayer bailout.

Most lending before the crisis was on this definition “good.” In most 
countries the vast majority of residential mortgage borrowers will meet 
their loan obligations. Indeed, in the United Kingdom, mortgage losses 
in the years following the 2007– 2008 crisis have turned out to be very 
low; much lower, for instance, than in the early 1990s recession.

But the debt overhang effect described in Chapter 5 can be driven as 
much by borrowers who do pay off their loans as by those who do not. 
Most of the Japanese companies whose deleveraging drove the balance 
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sheet recession described by Richard Koo did not default on their loans.6 
But their determination to pay down debt still drove the Japanese econ-
omy into deflation and slow growth. Most of the U.S. householders de-
scribed in Mian and Sufi’s House of Debt will at the end of the day have 
paid off their mortgages in full, but their sudden switch from exuberant 
confidence before the crisis to concern about debt burdens post- crisis 
produced cuts in consumer expenditure that drove the United States into 
recession.

“Good lending” can generate bad aggregate effects, just as carbon 
emissions from the most efficient car or power plant still contribute to 
global warming. Lending, even when good, can impose a negative so-
cial effect— what economists label a negative externality— which private 
lenders do not and cannot be expected to take into account. Debt can 
be dangerous, even if all bankers are as honest, responsible, and profes-
sional as possible, and even if each individual loan seems in itself so-
cially useful and economically sustainable. We therefore need strong 
public policies to constrain the total quantity of credit created and not 
solely to ensure solvent and better run banks.

Sophisticated Risk Management Made the  
System More Unstable

All advanced economy banks suffered big share price falls in 2008, but 
most survived without taxpayer support. Lessons can be learned from 
the relative winners. Simple caution— a banker’s gut intuition that mar-
kets were too exuberant and that it was time to let others take market 
share— was often as important as any sophisticated risk management 
techniques.

But some banks were also better at using risk management tools to 
spot market trends early and exited trading positions to avoid loss. The 
less capable suffered disproportionate losses. The UK Financial Services 
Authority’s report into the failure of the Royal Bank of Scotland noted 
that the bank lacked best- practice systems to monitor rapidly changing 
risks, and that its mark- to- market valuations of trading positions were 
toward the less prudent end of the acceptable spectrum.7 It was left 
holding securities that more competent banks had sold.

But that does not mean that if all banks had had excellent risk man-
agement systems, disaster would have been averted. For as Chapter 6  
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describes, the sophisticated risk management techniques deployed— 
secured lending against collateral, mark- to- market accounting, the call-
ing of margin, and Value at Risk models— hardwired the system’s ten-
dency to produce self- reinforcing credit and asset price cycles. Better 
risk management could advantage one bank relative to others, but 
moving every bank to best practice could paradoxically make the overall 
system more unstable.

The economist Hyun Shin has likened instability in secured funding 
markets to the alarming and self- reinforcing wobble that afflicted Lon-
don’s new Millennium Bridge when it first opened.8 Initially random 
patterns of pedestrian weight distribution could produce small initial 
wobbles that disoriented people. But the way in which people then re-
sponded, moving weight between their feet to stabilize themselves, had 
the collective effect of making the wobble worse. Some people in such an 
environment will be more adept than others, better able to move their 
weight and keep their balance. Others may actually fall over. But the 
movements of the successful contribute as much to the collective insta-
bility as those of the unsuccessful.

The banks that proved most adept at risk management in credit secu-
rities and derivatives trading— and as a result managed to offload their 
positions on to others before large losses were suffered— contributed to 
the instability of the whole system quite as much as those who came 
close to bankruptcy and were bailed out by taxpayers. Better risk man-
agement systems alone thus cannot make the whole system more stable.

Put Options, Incentives, and Delusions

People are justifiably angry that bankers were highly paid for activities 
that led to economic disaster. There seem to be private gains and public 
losses. Before the crisis many traders were paid huge cash bonuses for 
trading activity that left behind a trail of toxic assets and losses; but the 
bonuses could not be clawed back. Highly paid bankers enjoyed a “put 
option” on to their shareholders: they took the upside, and the sharehold-
ers took the downside. But beyond a certain level of losses, shareholders 
had a put option on to the state— once the losses eroded bank capital, the 
taxpayer took the hit.

New rules on remuneration were therefore needed. Regulations now 
in force in Europe, though sadly not elsewhere, require bonuses to be  
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deferred, subject to potential clawback, and to be paid primarily in non-
cash form.9 Ideally these regulations should be strengthened. Deferral 
periods should increase, and deferred bonuses should be paid not in eq-
uity but in subordinated debt whose value entirely disappears if a bank 
fails or has to be rescued by the state.

But we must not overstate the importance of bad incentives. There 
certainly were individual traders cynically aware of huge risks but hop-
ing to get big bonuses before the bubble burst. But there is no evidence 
that such cynical awareness was common among chief executives. Dick 
Fuld, the head of Lehman Bros, owned Lehman shares worth close to $1 
billion in 2007, all of which was lost in Lehman’s failure. Fred Goodwin, 
the chief executive of Royal Bank of Scotland, owned £5.7 million worth 
of the bank’s stock and options in 2007, the value of which fell 97% by 
the end of 2008.

Bad decisions in the run- up to the crisis primarily reflected not cyn-
icism but delusion. The decisionmakers at banks that made big mistakes 
did not consciously seek to take risks, get paid, and get out: they hon-
estly but wrongly believed that they were serving their shareholders’ 
interests.

In summer 2007, Citicorp’s Chief Executive Chuck Prince made a sub-
sequently infamous comment. “As long as the music is playing,” he said, 
“you’ve got to get up and dance. We’re still dancing.”10 He meant that 
Citicorp would keep trading credit securities even if there were growing 
risks. He thought it in the best interests of shareholders to make current 
profits and maintain market position even if this meant some losses in 
the medium term. Neither he nor the Citicorp board remotely envisaged 
how large those later losses would be. And if the losses had been in line 
with their mistaken expectations, keeping dancing might well have been 
in shareholders’ interest.

Those mistaken expectations in turn reflected beliefs about the stabil-
ity of the financial system that turned out to be utterly wrong but were 
endorsed by trusted public authorities. If the IMF honestly believed and 
told the market that financial innovation had made the global financial 
system safer, it is not surprising that bank senior executives thought the 
same. Fixing remuneration structures is important, but it is far less im-
portant than implementing reforms that address the fundamental driv-
ers of financial instability.
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Mistaken Ideas

Chapter 1 describes three ideas that seemed to justify pre- crisis confi-
dence in the benefits of increased financial activity. Market completion 
and increased market liquidity improved allocative efficiency, low and 
stable inflation was sufficient to ensure financial and economic stability, 
and credit growth was vital for economic growth. Effective reform re-
quires rejecting all three.

Less Liquid and Less Complete Markets Can Be Good

Economic theory tells us that if all markets are complete, maximum 
possible efficiency will be achieved. In fact all economists recognize that 
this bliss point of perfect efficiency is unattainable in the real world. 
But the idea of market completion still had a pervasive influence on pre- 
crisis policy. Derivatives were said to enhance economic efficiency, be-
cause they made possible new forms of risk transfer. Increased market 
liquidity was beneficial because it enabled better price discovery. And 
regulators, such as the UK Financial Services Authority, felt compelled 
to avoid actions that might have a “chilling” effect on financial innova-
tion or reduce liquidity in traded markets.

Faith in the virtues of market completion and liquidity became a be-
lief system so obviously true that it could hardly be questioned, and it 
was justified by proofs that were essentially circular. Alan Greenspan in 
2005 proposed that “the clearest evidence of the perceived benefits that 
derivatives have provided is their continued spectacular growth.”11 De-
rivatives were good, because they made markets more liquid and com-
plete, and the proof for that was that liquidity in derivative markets had 
grown. Greenspan indeed was effectively the high priest of the faith, and 
heretics were aggressively dismissed. When in 2005 Raghuram Rajan pre-
sented to the Jackson Hole conference of central bankers and economists 
a paper titled “Has Financial Development Made the World Riskier?” 
his insightful analysis was attacked as “misguided,” “problematic,” and 
“Luddite” and as a contravention of “the Greenspan doctrine.”12

In fact as Chapter 2 describes, market completion in financial mar-
kets can be a double- edged sword, and the impact of increased financial 
trading is ambivalent and depends on specific circumstances. Market 
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completion, which makes hedging possible, also enables pure betting: 
and while some betting (that is, position taking) can support useful mar-
ket liquidity, large- scale betting can generate harmful instability. Price 
discovery in reasonably liquid equity markets is useful, but at the milli-
second by millisecond level is of no social value. And when financial in-
novation plus increased trading and liquidity were applied to the credit 
markets, they gave us the credit cycle on steroids (see Chapter 6). Free 
capital flows meanwhile, as Chapter 9 describes, can sometimes do more 
harm than good.

While recognizing the potential benefits of a reasonable level of mar-
ket liquidity, financial regulation should not therefore be constrained by 
the pre- crisis belief that ever more trading, liquidity, and financial inno-
vation is by definition good. Less complete markets can sometimes be 
better markets, and regulations limiting the range of financial contracts 
available are sometimes justified. Less trading and less liquidity could in 
some markets be a good thing. And some fragmentation of global capi-
tal markets could be desirable.

Inflation Targeting Is Insufficient— Bank  
Balance Sheets Matter

Pre- crisis monetary theory and central bank practice gravitated to the 
belief that provided low and stable inflation was achieved, financial and 
macroeconomic stability would follow. As Olivier Blanchard, chief econ-
omist of the IMF, said in 2012 “we had assumed that we could ignore 
much of the details of the financial system.”13 Banks were therefore al-
most entirely missing from central bank models— so- called Dynamic 
Stochastic General Equilibrium models— in which “representative house-
holds” contracted directly with “representative firms.” Any focus on 
banks as autonomous creators of credit and purchasing power— which 
had been central to the thinking of such earlier economists as Wicksell, 
Hayek, Fisher, and Keynes— largely disappeared.

The Epilogue explores the roots of this strange amnesia of modern 
economics. One important factor was that that economists and policy-
makers drew the wrong conclusion from the observation that the growth 
of private bank money had no necessary and proportionate implications 
for price inflation. In the 1960s and 1970s monetarist theories reiterated 
long- familiar arguments that prices must be driven by the total amount  
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of money in circulation, since if the supply of money exceeded individ-
uals’ or companies’ “demand for money” for transactions purposes, they 
would increase spending and thus stimulate nominal demand. As a re-
sult, it was assumed that the velocity of circulation of money (the ratio 
of nominal GDP to the money stock) would be somewhat stable.

In fact velocity declined in most economies in the 1980s and 1990s, 
as both credit and money increased more rapidly than nominal GDP. 
Declining velocity (nominal GDP divided by money) was indeed the in-
evitable consequence of rising leverage (credit divided by nominal GDP), 
given that credit creation results in money. And as Chapter 7 describes, 
the increase in leverage (and thus falling velocity) was no mystery but 
followed inevitably from the fact that most credit is not devoted to fi-
nancing new capital investment but to funding the purchase of already 
existing assets. Most “money” in advanced economies, moreover, is not 
held for transactions purposes but arises as a by- product of credit cre-
ation and is held as an interest- bearing store of value. The aggregate 
value of money balances, or of other similar bank liabilities, can there-
fore increase as a proportion of GDP without stimulating any necessary 
increase in current expenditure.14

As a result, stocks of credit and money (or other bank liabilities) can 
grow more rapidly than GDP without ever producing high inflation to 
which an inflation- targeting central bank will feel compelled to re-
spond, but the growth can lead eventually to crisis and post- crisis debt 
overhang.

Facing declining velocity, mainstream economics wrongly concluded 
that if money supply and inflation were not highly correlated, aggregate 
levels of credit and money did not matter at all. The correct conclusion 
should have been that while money is not a good forward indicator of 
inflation, the stock of credit matters because of potential implications for 
financial stability, debt overhang effects, and deflation. In the future we 
need to constrain the growth of that stock.

Much Credit Growth Is Unnecessary  
but Potentially Harmful

The stock of private credit matters, and too much private leverage can 
cause economic harm. That goes against dominant pre- crisis assump-
tions. Credit growth was assumed essential to stimulate nominal demand,  
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and debt contracts enabled a mobilization of capital investment that 
would not occur if all investments had to be equity financed. Both nar-
rative economic history and empirical research suggested that financial 
deepening— in the specific form of increased private credit to GDP— 
was positively correlated with growth.

As Part II argues, however, most credit in advanced economies is not 
needed either to spur nominal demand growth or to ensure adequate 
investment. But excessive credit growth, particularly when it finances 
existing asset purchase or consumption, can create financial instability 
and debt overhang.

Whereas pre- crisis theory tended to assume a positive, linear, and 
limitless relationship between financial deepening and economic per-
formance, we should instead recognize an “inverted U” relationship, 
with increasing private leverage potentially positive for growth over 
some range, but becoming negative beyond some turning point. As Ross 
Levine and others have argued, India might well benefit if private debt 
to GDP were higher than today’s 54% level,15 but beyond some thresh-
old, rising private debt to GDP can cause harm.16

We therefore need policy levers that can constrain excessive credit 
growth. But we must also address the underlying factors— real estate 
finance, rising inequality, and global imbalances— which left to them-
selves generate credit growth faster than nominal GDP growth and drive 
relentlessly rising leverage.

Managing Credit Creation, Not Just Fixing the Banks

Major reforms are now being implemented. Bank capital requirements 
have been increased, and liquidity standards imposed. Bank resolution 
procedures have been improved, and requirements for so- called bail-  in- 
able debt introduced. Central clearing for derivatives seeks to reduce the 
dangers created by the complex mesh of contracts struck between differ-
ent financial institutions. Rules on remuneration structure have been 
imposed, at least in Europe.

These reforms aim to make the financial system more stable, reduc-
ing the probability of a major bank failure and the danger that taxpayers 
will need to rescue insolvent banks. They reflect the belief that to make 
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the system more stable, we must improve risk management and fix the 
bad incentives that allowed private gains and public losses.

Those objectives are important, and bad incentives certainly need fix-
ing. Focus on the too- big- to- fail problem has in particular been justi-
fied. The root of that problem is excellently described by Anat Admati 
and Martin Hellwig in The Bankers’ New Clothes.17 Bank shareholders 
enjoy limited liability and thus cannot lose more than their equity stake: 
depositors are covered by insurance up to some level and need not worry 
about the risks that banks take. So it is rational for banks to maximize 
their own leverage, increasing returns on equity but also the probability 
of failure. But if public authorities simply allow large banks to fail, their 
collapse may produce further collapses and a harmful contraction in 
credit supply. Rescuing banks with public money is sometimes therefore 
the least bad option, but expectations of rescue mean that even unin-
sured depositors need not care about excessive risk taking. Left to them-
selves, banks inevitably choose higher leverage than is good for society 
as a whole.

Fixing this problem has rightly been a priority, and even if avoiding 
taxpayer rescue costs were the only objective, still more radical changes 
than those introduced would be justified. New bank resolution proce-
dures will make it easier for public authorities to impose losses on share-
holders and bondholders while ensuring that essential deposit taking 
and lending functions are maintained. And banks will in the future be 
required to issue bonds that can be “bailed in” (that is, written off or 
converted to equity) if needed, increasing the likelihood that banks can 
be kept solvent without taxpayer support. But if multiple banks were 
simultaneously in trouble, enforcing large losses on numerous bond-
holders could produce self- reinforcing shocks to confidence, which 
themselves generate financial instability. As Admati and Hellwig argue, 
it would be better simply to set much higher equity capital requirements, 
ensuring that equity buffers are already in place when problems arise, 
rather than having to be created by “bail- in.”

But even that more radical solution to the too- big- to- fail problem 
would be insufficient to ensure more stable economies. For even banks 
that never fail and never need to be rescued with public money can 
cause economic harm if, along with all the other banks in the system, 
they create excessive quantities of debt. As Chapter 5 describes, a debt 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

             
  

         
 



174  ChAPTER 10

overhang effect could cause harm even without financial crisis, and as 
Mian and Sufi stress, excessive debt has been a more important driver of 
slow and weak recovery from the 2007– 2008 crisis than impaired banks.

In the depth of the Great Depression several eminent economists pre-
sented a truly radical plan— the Chicago Plan— to President Roosevelt. 
That plan said nothing about punishing bankers, limiting their bonuses, 
ensuring good risk control, or fixing misaligned incentives. Instead it 
proposed abolishing fractional reserve banks. In Chapter 12 I argue that 
that proposal is too radical. But it certainly addressed the fundamental 
problem— the inevitability that a free market in banking, left to itself, 
will create credit in excessive and unstable amounts.

We need to build economies that do not rely on rapid credit growth 
to achieve adequate demand. We need to manage the quantity and influ-
ence the allocation of credit that banks create. Chapters 11– 13 describe 
the policies required to do this.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

             
  

         
 



E L E V E N

FIXING FUNDAMENTALS

Chapter 7 poses a question— whether we need rapid credit 
growth and rising leverage to grow our economies, but at the in-

evitable cost of crisis and post- crisis debt overhang. It identifies three 
reasons credit growth has been unnecessarily credit intensive— the in-
creasing importance of real estate, rising inequality, and global imbal-
ances. We cannot wholly eliminate the impact of these factors: they 
reflect inherent tendencies in modern economies. But unless we at least 
reduce their severity, reforms to financial regulation and monetary pol-
icy alone will not deliver financial and economic stability.

Real Estate and Instability

At the core of financial instability in advanced economies lies the inter-
action between the potentially limitless supply of bank credit and the 
highly inelastic supply of real estate and locationally specific land. Un-
less deliberately constrained, banks and shadow banking systems can 
create private credit, money, and purchasing power in limitless amounts. 
But the locationally specific real estate that people seek to own is limited 
in supply: the land on which it sits is an irreproducible asset. The inter-
action of elastic spending power and inelastic supply makes the price of 
urban land highly indeterminate: London property prices are some three 
times their 1990 levels;1 land prices in Japan’s largest cities are about a 
quarter of theirs.2 Credit and real estate price cycles, as a result, have 
been not just part of the story of financial instability in advanced econ-
omies: they are close to the whole story.
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We cannot entirely remove this source of instability, since modern 
economies are inevitably real estate intensive and likely to become more 
so. Consumer demand for desirable real estate is highly income elastic, 
and rising real estate and land prices have been the predominant and 
inevitable driver of the increase in wealth- to- income ratios that Thomas 
Piketty has documented. Real estate and urban infrastructure invest-
ment will inevitably account for an increasing share of all capital in-
vestment as the prices of capital goods that incorporate information 
and communication technology (ICT) continue to fall. And residential 
mortgages are bound to account for a large share of lending, since they 
play an important and socially useful role in lubricating the exchange of 
assets within and between generations.

But these inherent tendencies make economies less stable. Higher 
wealth to income ratios mean that any given percentage change in wealth 
is larger relative to income, and thus increase the extent to which con-
sumption and investment expenditures may respond to asset price fluc-
tuations. Economies with higher wealth to income ratios would therefore 
tend to be less stable, even if debt contracts and leverage were entirely 
absent. But high leverage against real estate exacerbates the danger given 
the implications of debt contracts described in Chapters 4 and 5.

So it is precisely because modern economics are inevitably more real 
estate intensive that we must manage the implications. The available 
tools include financial regulation: Chapter 13 argues that capital require-
ments for real estate lending should be significantly increased, and bor-
rower constraints such as maximum loan to value and loan to income 
ratios (LTVs and LTIs, respectively) imposed. But policies to address the 
underlying drivers of real estate supply and demand are also crucial.

Real estate prices are driven up and made more volatile by inelastic 
supply: easing planning constraints on new real estate development might 
seem the obvious answer. But it is not that easy. Powerful economic and 
social forces seem to drive the growth of particular cities, which attract 
skilled workers and economic activity in self- reinforcing clustering ef-
fects. But as people get richer, they rationally place greater value on the 
quality of their urban environment and on the protection of countryside 
close to the cities where they live, creating powerful public opposition to 
unconstrained building in and around the cities that face the greatest 
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pressure. Particularly in densely populated countries, constraints on new 
building supply are almost certain to drive rising real estate prices: but 
even in lightly populated countries, clustering in a leading city can pro-
duce similar effects: Stockholm in lightly populated Sweden is a case 
in point.

No public policies can make these pressures completely disappear, 
but they may at least mitigate them. Some countries, such as Germany, 
are notably less affected than others by the rising importance of real 
estate, with property prices lower relative to income and less volatile 
through the cycle.3 Multiple factors help explain this phenomenon, but 
the fact that Germany, unlike France and the United Kingdom, does 
not have one strongly dominant leading city— but multiple mid- sized 
cities— may be important. Analysis by McKinsey Global Institute sug-
gests that real estate prices by country tend to be higher when a larger 
percentage of the population lives in dominant conurbations.4 Public 
policies that encourage regional dispersion of economic development 
might therefore (if successful) reduce the importance of scarce urban 
land supply. And if that proves impossible because of the strong force 
of clustering effects, urban design and development policies that deliver 
attractive living environments despite high density will be vital to re-
duce pressure on land prices.

Appropriate taxation also has an important role to play. The demand 
for desirably located housing is highly income elastic for inherent rea-
sons, but many tax regimes add fuel to the fire by making housing a 
highly favored investment. Capital gains tax regimes often exempt fam-
ily homes: implicit rents on owner- occupied homes are often not taxed, 
making housing a capital asset that delivers a tax- free return. In some 
countries interest expense on mortgage debt is tax deductible for owner 
occupiers: and in almost all it is tax deductible for investors in rented 
property. In the United Kingdom this has helped finance a “buy- to- let” 
boom that has driven house prices higher.

There is indeed, a strong case in principle for taxing either land values 
or the gain from their appreciation. Land value appreciation produces 
wealth accumulation unrelated to the processes of innovation or capital 
investment that drive economic growth, and rising urban land prices are 
a very major contributor to the rising wealth inequalities that Thomas 
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Piketty has described. But while the case for land taxation was first made 
by the economist Henry George more than 100 years ago, few tax re-
gimes reflect its strength.5

The details of appropriate policy— on both urban development and 
taxation— are complex and vary among countries. But the overall con-
clusion and implication is clear. As economies get richer, real estate and 
urban land will become still more important. We must mitigate that 
tendency as best possible to reduce the resulting risks to financial and 
economic stability.

Rising Inequality

Inequality is rising rapidly in both advanced and emerging economies. 
Chapter 7 describes the impact on the credit intensity of growth. High 
income earners tend to have a higher marginal propensity to save; many 
middle and lower income earners borrow to maintain consumption ei-
ther in absolute or relative terms. Credit therefore has to grow faster than 
GDP simply to maintain the demand growth which would have oc-
curred, without growing credit intensity, if inequality had not increased.

Differential access to and pricing of credit can in turn give a further 
twist to increasing inequality. At the top end of the distribution, access 
to well- priced credit increases opportunities for capital gain. At lower 
and middle income levels, mortgage borrowing at high LTV or LTI can 
result in wealth losses in post- crisis recessions. And dependence on un-
secured debt at high interest rates can generate self- reinforcing poverty.

Does this rising inequality matter? Some people argue that in already 
rich societies, where even low incomes are high compared with the rest 
of the world, it does not. Others suggest that inequality at the bottom of 
the income distribution (for instance the bottom decile falling further 
behind the middle) does matter, but that the soar- away income of the 
very rich does not. I personally think both trends are concerning, but 
that debate is beyond the scope of this book. The key issue here is the 
danger that an increasingly unequal society means an increasingly 
credit- intensive economy, and as a result a potentially unstable one.

One way to address the instability problem would be to limit the avail-
ability of credit. Chapter 15 proposes much higher bank capital require-
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ments, maximum LTV or LTI limits on mortgage lending, tight mort-
gage underwriting standards, and limits on the advertising of very high 
interest credit. These measures will make the financial system itself more 
stable, and will protect many customers from entering unsustainable 
debt contracts.

But if these were the only policies pursued, two harmful consequences 
might result. First we might well then face a deficiency of nominal de-
mand. Rapid pre- crisis credit growth was not in some absolute sense re-
quired for economic growth, but because of rising inequality we needed 
it to offset the deflationary implications of richer people’s high propen-
sity to save. So if we remove the credit growth but not the rising inequal-
ity, we may be left with a deflationary problem.

Second, the impact on consumer welfare and inequality would be 
ambivalent. Some lower and middle income borrowers would be pro-
tected from the wealth destroying effects of excessive debt. But others 
would be disadvantaged by more restricted credit access: maximum LTV 
restrictions, by increasing required deposits, bite on those who have 
limited initial wealth.

For financial stability as well as wider social reasons, we should there-
fore seek to reverse or at least halt the dramatic rise in inequality. Poli-
cies to do so must reflect the root causes. Globalization of trade and 
capital flows has reduced the relative position of less skilled workers in 
advanced economies. Information and technology is almost certainly 
driving an increasing divergence in the free market wage rates of low 
and high skilled workers, and is creating opportunities for massive and 
rapid wealth creation by successful entrepreneurs. Financialization has 
itself played a major role in driving inequality at the top end of the in-
come distribution. And Thomas Piketty argues persuasively that inequal-
ity at the top end is also driven by changing social norms and incentives, 
with top executive remuneration set in markets where comparative 
benchmarks play a crucial but circular role.6

The precise balance of factors is debated. But whatever the conclu-
sion, there are strong reasons for doubting whether one of the standard 
answers to the problem— “let’s increase people’s skills”— can be more 
than partially effective. For as Eric Brynjolfsson and Andrew McAfee 
argue, an ICT- intensive world may be one in which very large differ-
ences in the free market price of labor are driven by minor differences in 
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relative skill or simply by luck, rather than by absolute skill levels.7 And 
as Thomas Piketty describes, growing income divergence can generate 
still greater wealth inequalities, as wealthier people save more and enjoy 
superior rates of return than do poorer individuals.8

It is therefore highly likely that offsetting the rise in inequality or even 
preventing further increases will require more redistribution of income 
and wealth, whether achieved through the tax and public expenditure 
system or through labor market intervention. Brynjolfsonn and McAfee 
argue for a basic income guarantee paid to all citizens regardless of the 
labor market price for their skills: higher minimum wages may also have 
merit. Piketty argues for a globally agreed wealth tax to offset the self- 
reinforcing effects of rising income inequality and wealth accumulation.

Political support for such measures may well be lacking. One of the 
paradoxical effects of rising inequality at the pre- tax level is that it tends 
to reduce rather than increase support for offsetting redistribution. But 
we must recognize the role of rising inequality in driving the increasing 
credit intensity of growth. If we fail to tackle it, we will face not only its 
direct adverse implications for social cohesion and human welfare, but 
its consequences for financial instability as well.

Global Imbalances

Large current- account imbalances have been the third driver of unnec-
essarily credit- intensive growth. Total surpluses and deficits increased 
from 0.5% to 2.0% of global GDP in the decade running up to 2008, and 
the resulting capital flows from surplus to deficit countries did not fund 
higher levels of investments but rather consumption and real estate 
booms. At the aggregate global level, higher consumption in deficit coun-
tries was required to offset surplus country saving and thus ensure ade-
quate nominal demand. But the credit that fueled it resulted in rising 
leverage, crisis, debt overhang, and post- crisis recession. Global growth 
was more credit intensive that it would have been if savings and invest-
ment had been better balanced in major economies. Reduced global im-
balances would help build a more stable global economy.

After 2008 some rebalancing did indeed occur. China’s very large 
surpluses initially fell as its credit- fueled investment boom sucked in 
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commodity imports. Japan’s surpluses shrank dramatically, because the 
shutdown of its nuclear plants after the Fukushima accident led to in-
creased oil and coal imports. And oil exporter surpluses fell between 
2014 and 2015 in the face of oil price reductions. But huge structural 
imbalances still remain and in some cases have grown. China’s trade 
surpluses returned to record levels in early 2015. Korea is running a 
current account surplus of 6% of GDP, up from 2% in 2007. Germany’s 
7% surplus is now matched by surpluses in other eurozone countries as 
well. Conversely, the United States and the United Kingdom continue to 
run large deficits. If not reduced, large global imbalances will continue 
to make financial and economic instability inevitable.

Reducing them requires action by both deficit and surplus countries. 
In the deficit countries that means constraining real estate booms, re-
ducing inequality, and limiting the financial system’s creation of exces-
sive debt. On the surplus country side, what happens in China and in 
the eurozone is crucial.

China’s surplus as a percentage of Chinese GDP declined significantly 
after 2008, from 9% to 2% in 2013.9 But it grew again during 2014 as 
China’s domestic investment boom slowed down, and by early 2015 the 
trade surplus had returned to a running rate of about 5% of GDP, imply-
ing a current- account surplus of about 3%.10 But it is China’s surplus as 
a percentage of global GDP that determines its impact on the global 
economy. That fell from 0.7% in 2008 to 0.2% in 2013, but by early 2015 
it had grown back to close to 0.5% as China’s overall weight in the global 
economy increased.11 We have returned a considerable way toward the 
scale of imbalances that helped provoke the crisis of 2007– 2008.

In part China’s surpluses derive from exchange rate policy, with the 
People’s Bank intervening to prevent appreciation that might hurt com-
petitiveness and employment: a gradual appreciation of the renminbi  
is almost certainly appropriate. But China also needs to achieve the re-
balance away from savings and investments and toward consumption, 
which the country’s officials have talked about for many years. Better 
social welfare nets covering basic pension and health provision would 
give Chinese people the confidence to reduce high precautionary sav-
ings. Corporate savings rates could be reduced if the state- owned enter-
prises were required to pay larger dividends to their nominal owner, the 
Chinese state. Successful rebalancing also requires action to remedy the 
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underpricing of energy and land inputs, and to curtail the subsidy that 
flows from household savers (whose bank deposit rates are capped) to 
state- owned enterprises (which borrow at cheap rates). The Chinese gov-
ernment is publicly committed to many of these actions following the 
important policy statements made at the Third Plenum in November 
2013. Its success in implementing them will be as important to global 
economic and financial stability as many of the details of financial regu-
latory reform.

Changed German and eurozone policies will also be vital, with the eu-
rozone’s aggregate contribution to global imbalances now greater than in 
2007. Germany has continued to run large surpluses, but whereas before 
the crisis these were partially offset by unsustainable deficits in such coun-
tries as Spain and Italy, almost all eurozone countries now run surpluses, 
and the aggregate eurozone balance has gone from a small surplus of 
0.4% of eurozone GDP in 2007 to more than 3% today.12 Simultaneous 
private deleveraging and public austerity has driven real domestic de-
mand down by 4% since 2008, with the eurozone attempting to grow 
solely on the basis of improved export performance.13 But eurozone sur-
pluses have to be matched by deficits somewhere else in the world, and 
those deficits, if continued for many years, will inevitably be based on 
excessive credit growth. Before the crisis German economic growth de-
pended on a credit boom in other countries: in the wake of the crisis, the 
whole eurozone has become committed to the same unsustainable model.

The most important contributor to the aggregate eurozone surpluses 
continues to be Germany, however, which has run surpluses of more 
than 5% of GDP every year since 2006.14 These surpluses are sometimes 
seen as more natural than China’s, since explicit policy drivers are less 
immediately obvious. Germany does not run its own managed exchange- 
rate policy: nor does it regulate interest rates to shift resources from 
households to companies. But as Simon Tilford of the Centre for Euro-
pean reform has argued persuasively, Germany’s imbalances are still the 
result of deliberately chosen domestic policies.15 Labor market reforms 
introduced in the early 2000s deliberately reduced the bargaining power 
of labor. As a result, private- sector real wages are up just 4% since 1999, 
and public- sector real wages have actually fallen. Taxation policies favor 
corporate profits at the expense of consumption: taxes on the latter have 
risen sharply, while the former are more lightly taxed than in almost all 
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other OECD countries. And the determination to balance the fiscal bud-
get has magnified rather than offset the impact of gradual private- sector 
deleveraging.

Consumption demand has been depressed, and low corporate in-
vestment has in turn reflected low expectations of future consumption 
growth. So Germany has had to rely on overseas demand to achieve full 
employment, accumulating large financial claims against the rest of the 
world. But since these claims have been matched by unsustainable credit 
growth in other countries, large investment losses have been the inevi-
table result. German banks were among the biggest losers from expo-
sure to poor quality U.S. mortgage securities, and Tilford estimates total 
investment losses since 1999 at a whopping €580 billion.

The current German and eurozone export- led growth model is there-
fore unsustainable, because it is inherently dependent on deficits and 
excessive credit growth in other economies. Policies that could stimulate 
eurozone domestic demand, considered in Chapter 15, are therefore es-
sential not only to ensure eurozone output and employment growth but 
also for future global stability.

Most of the actions required to address global imbalances, in both the 
deficit and surplus countries, can be taken by individual nations acting 
independently. But some global reforms or at least coordination might 
play a useful role.

One reason current- account balances increased in the decade before 
2008 was that several emerging nations— in particular, Asian countries 
that had suffered financial instability in 1997– 1998— accumulated offi-
cial foreign- exchange reserves for precautionary purposes. If they ever 
again faced sudden stops or reversals in private capital flows, they wanted 
sufficient reserves to prevent excessive exchange rate depreciation. That 
accumulation of reserves had to be offset by current- account deficits 
elsewhere in the world, and in particular in the United States, given the 
U.S. dollar’s role as the dominant international reserve currency. The 
danger of imbalances could therefore be somewhat mitigated if we could 
agree reforms to the international monetary system entailing either (or 
both) more extensive and flexible international liquidity facilities or a 
move away from the dollar’s dominant reserve currency role.

The importance of such reforms to the global imbalance problem 
should not be overstated. For while some countries have accumulated 
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reserves for precautionary reasons, that motivation has not been import-
ant for the two biggest surplus countries— China and Germany. China’s 
foreign exchange reserves are massively higher than required for pre-
cautionary reasons and have resulted as a by- product of domestic im-
balances and exchange- rate policy, not because China has deliberately 
sought to accumulate reserves. And the precautionary accumulation of 
reserves has played no role at all in Germany’s case. In both China and 
Germany the most important drivers of the surplus have been internal, 
and the solutions lie in domestic policy.

Global coordination could nevertheless in theory play a useful role, 
aiming to achieve commitment to simultaneous action by surplus and 
deficit countries. Guidelines for maximum acceptable imbalances as a 
percentage of GDP in both surplus and deficit countries, such as those 
put forward by U.S. Treasury Secretary Tim Geithner to the G20 group 
of major nations in 2010, are in principle highly desirable.16 But so far, 
the real world policy impact of such proposals has been nil. Seven years 
after a crisis in part provoked by large global imbalances, the danger that 
they will produce future crisis remains great.

The Still Remaining Problem

Policies to mitigate the fundamental drivers of credit- intensive growth 
are essential: central banks and regulators alone cannot make the finan-
cial system and economies stable. But we will never be so successful in 
fixing the fundamentals that no other action is needed. Policies to tackle 
inequality will only be partially successful in the face of strong underly-
ing trends: global imbalances may decline, but there is no certain global 
coordination mechanism that can eliminate them. And while we can de-
sign policies to lean against real estate price trends and volatility, modern 
economies will inevitably become more real estate– intensive as tech-
nology reduces the relative price of other forms of capital, and as richer 
people devote more of their income to competing for the ownership of 
desirable real estate.

Even if we achieve maximum imaginable success in addressing the 
fundamental drivers of credit- intensive growth, we will still be left with 
credit and asset price cycles arising from the interface between the in-
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finitely elastic supply of private credit and money, and the inelastic sup-
ply of existing irreproducible assets (in particular, real estate).

We cannot therefore avoid the question that Hyman Minsky posed— 
whether a monetary economy with debt contracts and capitalist finan-
cial institutions will ever be stable, and in particular whether stability is 
possible as long as there are fractional reserve banks.

Chapter 12 therefore considers whether we should abolish banks or 
by some other means radically reduce the role that debt contracts play in 
our economies.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
         

 



T W E LV E

ABOLISHING BANKS, TAXING DEBT  
POLLUTION, AND ENCOURAGING EQUITY

Private initiative has been allowed too much freedom in deter-
mining the character of our financial structure and in directing 
changes in the quantity of money and money substitutes . . . in 
the very nature of the system, banks will flood the economy with 
money substitutes during booms and precipitate futile efforts at 
general liquidation thereafter.

— Henry Simons, Rules versus Authorities in Monetary Policy, 19361

If we are going to fix the financial system, we must address the key 
problem: the inflexibility of debt contracts.

— Atif Mian and Amir Sufi, House of Debt2

Debt contracts and banks make financial instability inevitable. 
Left to itself, a free financial system will produce too much private 

credit. Chapter 13 discusses how to manage the instability of the credit 
creation cycle through monetary policy and financial regulation.

But shouldn’t we fix the problem by structural reforms rather than 
expecting central banks and regulators to manage an inherently unsta-
ble system? This chapter considers three possible approaches: abolishing 
banks, taxing debt pollution, and encouraging equity contracts through 
useful financial innovation. None provides a silver bullet, but the prin-
ciples that underlie these radical proposals should guide actual policies.
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Abolishing Banks: Outlawing Private Money Creation

Banks do not simply intermediate the flow of already existing money 
from savers to borrowers; they create credit and money, and thus gen-
erate purchasing power. Private credit creation is therefore one of two 
ways to increase nominal purchasing power; the other is money cre-
ation by government fiat. Fear of excessive government money creation 
has made it a taboo option, outlawed by many central bank legal re-
gimes. But several economists who experienced the Great Depression 
concluded that private credit and money creation was the even more 
dangerous option. They therefore proposed to outlaw private money 
creation and to rely on fiat money to achieve growth in nominal de-
mand. Effectively they wanted to abolish banks.

100% Reserve Banking— The Chicago Plan

Henry Simons was one of the founding fathers of the Chicago school of 
economics, a strong believer in the virtues of capitalism and competi-
tion and of sound money with low inflation. But in 1933 he joined other 
economists in proposing to President Roosevelt “the Chicago plan” 
which would require all banks to operate with 100% reserves.”3

Under this plan, banks would hold money deposits for customers and 
make payments between accounts, but they would have no other eco-
nomic function. All deposits in commercial banks would be matched by 
deposits at the central bank; the money supply would equal the mone-
tary base; the “banking multiplier” through which banks create private 
money in addition to fiat money would be abolished. Debt contracts 
would still exist, but they would function outside the banking system, 
and lending would require the actual transfer of deposit money from the 
saver to the borrower. The ability of banks to create credit and money by 
simultaneously crediting and debiting a borrower’s loan and deposit ac-
count would be eliminated.

In such a system, banks would no longer create new purchasing power. 
The question therefore arose, how (if at all) would an increase in nominal 
GDP be achieved? The answer proposed was through money creation by 
government fiat, with governments running each year small fiscal defi-
cits funded not by bond issues but by the creation of pure fiat money.
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Such fiat money creation was the only possible answer. But several of 
Chicago plan supporters believed it was also positively desirable. Irving 
Fisher believed that such an arrangement returned to the public author-
ities, and thus to the people in general, the economic benefit of new 
purchasing power creation, which under the fractional reserve system 
had been quite wrongly granted to private banks.4 He also saw a positive 
benefit in the fact that the government would be able to run small fiscal 
deficits without incurring debt interest expense. Milton Friedman sup-
ported the same position in a 1948 article, arguing that money- financed 
fiscal deficits were the best way to stimulate economies in deflationary 
times, and that appropriate targets could ensure that the size of the un-
funded deficits was compatible with a desirable slow expansion in the 
level of nominal GDP.5

Viewing the disaster of 1929– 1933, economists who were strongly 
committed both to free markets and sound money thus supported the 
radical combination of 100% reserve banks and money- financed deficits. 
The 2007– 2008 crisis has illustrated yet again what harm private credit 
and money creation can wreak. So is it time to return to the radicalism 
of Irving Fisher, Henry Simons, and the early Milton Friedman?

A recent IMF paper by Michael Kumhof and Jaromir Benes argues 
that we should, and sets out a detailed transition plan to achieve not 
only a 100% reserve system for the future but also a radical reduction in 
today’s high level of private leverage.6 A thoughtful book by Andrew 
Jackson and Ben Dyson, Modernising Money. Why Our Monetary System 
Is Broken and How It Can Be Fixed, argues the same case.7

Reservations

However there are three reasons for caution.
The first and most fundamental is that there may be some positive 

benefits to private rather than public creation of purchasing power. 
Wicksell’s confidence that private credit creation would be optimal pro-
vided central banks set interest rates appropriately turned out to be se-
riously misplaced. But it could still be true that not only debt contracts 
but also banks can play a useful role in mobilizing capital investment that 
would not otherwise occur. Maturity- transforming banks enable long- 
term investments to be funded with short- term savings: that might seem 
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like an illusion, a sort of confidence trick, but it may be a useful one. 
Inevitably it creates instability risks, but some instability may be the 
inevitable and reasonable price to pay to gain the benefits of investment 
mobilization and thus economic growth.

Moreover, any risks of private credit creation need to be balanced 
against the risks that would arise if we instead relied entirely, as the Chi-
cago Plan proposed, on fiat money creation to increase nominal demand. 
For if we allow governments to run money- financed fiscal deficits, there 
is a danger that they will do so in excess or will allocate the spending 
power inefficiently for short- term political advantage. One of this book’s 
messages is that we must not assume private credit creation is perfect 
nor treat fiat money creation as taboo, but neither should we iconize fiat 
money and demonize private credit. We face a choice of dangers, and 
the best policy is unlikely to lie at either extreme.

Second, we must certainly be clear that 100% reserve banking will 
not be sufficient to solve the problem of excessive private credit creation. 
A modern economy needs some private debt contracts both to support 
the mobilization of capital investment and to lubricate the exchange of 
existing real estate between and within generations. Proponents of 100% 
reserve banking argue that they can be provided outside the banking 
system, in ways that do not involve new money and purchasing power 
creation. But near- money equivalents and new credit and purchasing 
power can be created outside banks. If promissory notes are believed to 
be low risk, they can be used as a money equivalent; and as Chapter 6 
describes, the development of shadow banking illustrates the remark-
able ability of innovative financial systems to replicate banklike maturity 
transformation and thus the creation of near- money equivalents outside 
the formal banking system. The challenge of constraining credit and 
money creation would not be wholly resolved by requiring the formal 
banking sector to hold 100% reserves.

Third, the problems of transition from today’s highly leveraged econ-
omies are significant. The plan outlined by Kumhof and Benes seeks not 
only to create 100% reserve banks but also to put right the problems of 
past excessive debt creation by writing off substantially all existing mort-
gage debt. Under this scheme the government would replace the mort-
gage debts currently sitting on bank balance sheets with newly created 
money reserves. But this huge benefit to one group of citizens cannot be 
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achieved without some offsetting loss to others: in economics there are 
rarely free lunches, at least not on this scale. This objection might well 
be overcome by some different transition path in which existing bank 
mortgage debt ran off slowly over time, with all new bank business con-
ducted on a 100% reserve basis. But the general point still stands: opti-
mal social and economic policy can never focus simply on the ideal 
solution but is always dependent on the starting point. And for good or 
ill, we start with large fractional reserve banking systems and related debt 
contracts.

I am therefore unconvinced that it is desirable or feasible to go all the 
way to 100% reserve banking. But the reforms we do implement should 
reflect the underlying principles and insights that have motivated Chi-
cago Plan supporters.

Money is different from other commodities, goods, or services, and 
neither the economic nor the political arguments in favor of free mar-
kets apply to money. Entrepreneurs should be free to innovate iPads and 
new restaurant formats and new car designs, and myriad goods and 
services we cannot yet imagine, both because that will deliver economic 
benefits and because the freedom to innovate is in and of itself desirable. 
But creating credit and money is different. It results in purchasing power, 
and as a result can have beneficial or harmful macroeconomic and dis-
tributional consequences.

Fisher and Simons were therefore convinced that to apply to banking 
the same free market principles which apply to goods and services mar-
kets was to make a category error. They were right. Credit markets raise 
issues of vital general public interest: free market approaches to them 
are simply not valid.

Even if we reject the radicalism of the Chicago Plan, we should still em-
brace its key conclusion. We have to constrain and manage the quantity 
and mix of credit that the banking or shadow banking systems create.

Taxing Debt Pollution

Debt contracts can deliver economic advantages, but they create eco-
nomic risks. Those risks, however, are not apparent from a private per-
spective. Indeed, as Chapter 10 discusses, lending that looks good to an 
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individual banker or customer— loans that will be paid back in full— 
can, when combined with multiple other loans simultaneously granted, 
make the economy more vulnerable to crisis and post- crisis recession. 
There is a negative social externality of debt creation: debt can be a form 
of economic pollution.

Taxation is in principle an appropriate response. Optimal climate 
change policy requires taxes on carbon emissions: so why not impose 
taxes on credit intermediation? The Chicago economist John Cochrane 
has made that case, arguing in particular that we should tax credit inter-
mediation funded with short- term liabilities, since maturity transfor-
mation creates risk.8 Any such taxes would increase the price of credit 
to the real economy; but if the problem is too much debt, that could be 
a good result.

In fact today most tax regimes, far from taxing credit intermediation, 
favor debt contracts over equity. The overall impact of tax regimes re-
sults from the complex combined effect of corporation taxes, personal 
income taxes, and capital gains taxes imposed on companies, institu-
tional investors, and individuals. But in most countries the net effect is a 
significant bias in favor of debt and in particular of leveraged real estate 
investment. Almost all company tax regimes allow full tax deductibility 
of interest expense: most do not treat dividend payments equally. Some 
personal tax regimes allow partial or full tax deductibility of mortgage 
interest payments. Even where these have been removed, as in the United 
Kingdom, investment in owner- occupied property is favored over other 
asset classes, since neither imputed rents nor capital gains are taxed.9

To different degrees in different countries, but significantly on aver-
age, tax regimes have thus effectively subsidized leveraged asset invest-
ment, both in real estate and in some other business activities. High 
returns to private equity funds, for instance, often depend on leverage, 
tax deductibility, and a rising market more than on superior manage-
ment of the businesses in which the fund invests. Even in a taxless world, 
free financial markets would have a bias to create debt in excessive quan-
tities. But tax regimes throw more fuel on the fire.

The issue is not whether reform is desirable, but whether it can be 
achieved. Economists have long argued for reducing the tax bias toward 
debt, but most policymakers have concluded that significant reform is 
too difficult. Almost any change would produce windfall gains and losses, 
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and the latter would inevitably generate political opposition. The global 
nature of finance also makes effective reform difficult. National govern-
ments jealously guard total autonomy in tax policy, and tax is subject to 
far less international coordination than is financial regulation. We have 
global capital standards for banks, but no global tax agreements. Cross- 
border lending would at least partially undermine national attempts to 
remove a pro- debt bias.

But despite the implementation difficulties, the desirable direction of 
change is clear, and national governments should make reforms that, 
even if imperfect, can still have some effect. Biases toward leveraged real 
estate investment in personal tax regimes could be reduced. Limits on 
the tax deductibility of interest if corporate leverage exceeds certain 
levels should be considered. And equity investment could be encour-
aged by more favorable treatment of dividend payments.

In addition we should recognize an important implication of today’s 
pro- debt bias for optimal financial regulation. Chapter 13 proposes much 
higher bank capital requirements, particularly for real estate lending. 
Opponents will say that this amounts to a “tax on credit,” increasing the 
cost of mortgage loans. And they will be right: since returns to equity 
are not tax deductible, while debt interest payments are, forcing banks 
to hold higher equity buffers will increase their average cost of funds. 
Requiring banks to hold large liquid asset reserves can have a similar 
effect.10 But in a world where free markets left to themselves will pro-
duce too much debt, and where tax regimes magnify that bias, implicit 
taxes on credit creation can be a good thing.

Indeed, in principle the more that contracts take an equity and not a 
debt form, the more stable the economy will be. We should therefore 
also consider whether new types of equity contract could reduce our 
reliance on debt.

Equities and Hybrids: Socially Useful Financial Innovation?

Debt contracts are less flexible than equity contracts. That is indeed their 
economic advantage. It is because debt contracts give an apparently cer-
tain return that they help foster capital mobilization; if the only financial 
contracts were equity, the capital accumulation required to power the 
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Industrial Revolution and subsequent growth would have been far more 
difficult to achieve. But the fact that debt contracts give an apparently 
certain return also makes the economy unstable. It fosters the creation 
of excessive debt and means that debt overhang can have severe defla-
tionary effects. As Atif Mian and Amir Sufi put it, “if we are going to fix 
the financial system, we must address the key problem: the inflexibility 
of debt contracts.”

Much pre- crisis financial innovation was of little social value. But in 
principle financial innovation, by designing new products that over-
come the inflexibility of pure debt, could help create a more stable sys-
tem. Robert Shiller’s book Finance and the Good Society explores many 
possibilities.11 For instance, GDP- linked government bonds could re-
duce the danger that governments would have to tighten fiscal policy in 
the face of recession, since government debt- servicing payments would 
automatically fall if GDP declined.

If financial innovation is to make a major contribution to a more sta-
ble economy, it must address the largest debt category— lending against 
real estate. Mian and Sufi’s House of Debt therefore concludes with a spe-
cific proposal for real estate finance reform— the innovation of “shared- 
risk mortgages.” Under these contracts, lenders would receive not only a 
predefined interest payment, but also an element of return that moved 
with house prices in the relevant region: if prices rose, the lenders would 
share in the capital gain: if they fell, lenders would take some of the loss. 
The contract would become somewhat “contingent” on the borrower’s 
economic circumstances. If enough people used the product, the danger 
of a severe debt overhang would be reduced, since household consump-
tion would not fall as dramatically in the face of falling house prices.

The logic of this position is compelling. But it is important to under-
stand the barriers to its acceptance and implementation and to recog-
nize the risks as well as the advantages.

Shared- risk mortgages not only could reduce macroeconomic risks but 
also might seem in some senses “fairer.” Islam prohibits debt contracts, 
because it seems unjust to hold someone to fixed interest payments if 
their circumstances have changed; under a shared- risk mortgage, peo-
ple would no longer have to make unchanged payments despite falling 
housing wealth.12 But despite these advantages, free market competition 
and consumer choice have not produced a major role for shared- risk 
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mortgages. From the borrower’s point of view they have one major dis-
advantage: if house prices rise, the borrower loses some of the upside 
and is less able to buy another house of equivalent price. In a world of 
rising house prices, individuals lose real economic opportunities if their 
housing equity does not rise in line with everyone else’s. As a  recent 
book on Islamic financed has noted, it has proved remarkably difficult to 
induce even devout Muslims to embrace Islamic- compliant mortgages.13 
Thus shared- risk mortgages may not take off without significant public 
policy support, for instance, through tax incentives.

And if they did take off, they might create some risks while mitigat-
ing others. Shared- risk mortgages entail someone other than the house-
holder taking an equity position in house prices: a bank or an investor 
in mortgage securities shares in the upside and downside of house price 
movements. But while that helps hedge the borrower’s risk, it would also 
create a new opportunity to place pure speculative bets, with investors 
buying house price– linked securities in the expectation of capital gain. 
Those speculative positions in turn could be financed by borrowing, 
market prices could be driven by self- reinforcing herd effects, and large- 
scale leveraged investment in housing equity securities could increase 
the volatility of house prices.

We are back to the conundrum discussed in Chapter 2: any financial 
innovation that completes markets, increases liquidity, and makes it eas-
ier to hedge risks simultaneously makes it easier to place bets that can 
increase the volatility against which people are hedging.

Financial innovation to ensure more risk sharing would certainly be 
desirable but is unlikely to prove a panacea.

• • •

There is no silver bullet: no single structural policy that will remove the 
risks created by debt contracts, private money creation, and price cycles 
in existing assets. We cannot therefore avoid a significant role for central 
banks and financial regulators in constraining and managing the quantity 
and the mix of debt. Chapter 13 sets out the specific policies required.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              
  

         
 



T h I R T E E N

MANAGING THE QUANTITY AND MIX OF DEBT

The central question is whether central banks can contain the 
instability of credit and slow speculation to avoid its dangerous 
extension.

— Charles Kindleberger, Manias, Panics and Crashes1

We need to lean against the tendency of a free financial system 
to create too much of the wrong sort of debt. Three things matter: 

the pace of credit growth, the level of private- sector leverage, and the 
mix of debt by category. Rapid credit growth is a strong indicator of 
potential financial crisis: but once financial crisis has occurred, the level 
of private- sector leverage determines the severity of the debt overhang 
problem. The mix of debt by category also matters: different types of 
debt perform different economic functions and create different risks.

What we lack is any precise science to tell us how much debt is too 
much and what mix of debt is optimal. Both the harmful level of private- 
sector leverage and the dangerous pace of credit growth will vary among 
countries and over time.2 This chapter does not therefore propose a spe-
cific set of universally applicable rules. But it does propose a clear philos-
ophy: we need to constrain the quantity and influence the mix of debt that 
banks and shadow banks create. That will require five sets of policies:

• Bank regulation designed not merely to make the banking system itself 
safe but also to constrain lending to the real economy, particularly against 
real estate;

• Constraints on risky non- bank credit intermediation (shadow banking), 
even if these are at the expense of reduced market liquidity;
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• Constraints on borrowers’ access to credit;
• Measures to put sand in the wheels of harmful short- term debt capital 

flows; and
• Actions to ensure that there is enough credit to fund required capital in-

vestment, for instance through the creation of banks with a dedicated 
focus on specific lending categories.

These proposals will provoke three objections: that they interfere too 
much with competitive markets, that constraining credit will constrain 
economic growth, and that they give too much discretion to central 
banks / regulators and burden them with responsibility for unattainable 
objectives.

I respond to these objections at the end of the chapter. The first two 
are entirely invalid. The third raises important and difficult issues. There 
are dangers in complexity and in granting too much discretion; ideally, 
great merit resides in setting simple, precisely defined objectives to be 
delivered by precisely defined tools.

But we must face reality. The pre- crisis orthodoxy that we could set 
one objective (low and stable inflation) and deploy one policy tool (the 
interest rate) produced an economic disaster. We face an inherently 
 unstable financial system, and no simple set of rules can ever make it 
stable. Indeed, the chapter begins by explaining why the single rule that 
Wicksell proposed— to set the market interest rate in line with the natu-
ral rate of interest— will never be sufficient to contain harmful credit 
cycles or prevent excessive leverage.

Slowing Down Credit Booms with Interest Rates

Achieving low and stable inflation cannot be the sole objective of central 
bank policy; aggregate financial balance sheets matter not because ris-
ing money balances are good forward indicators of inflation, but because 
credit and leverage growth are forward indicators of crisis, post- crisis 
debt overhang, and potential deflation. But one could agree with that 
and yet still believe that the most effective way to lean against credit and 
asset price booms is by raising interest rates.
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That argument has been made by William White, former chief econ-
omist at the Bank for International Settlements, and one of the few 
economists who warned of the dangers of increasing leverage before the 
crisis.3 His analysis draws on Wicksell’s theory. For many years before 
2008, he argues, money interest rates were set below the “natural rate of 
interest,” which must be somewhat close to the global growth rate. With 
the latter around 5% in real terms, but real interest rates substantially 
lower, there were strong incentives to borrow money, making rapid 
credit growth, rising leverage, and instability the inevitable result. In the 
future, central banks should, he argues, slow credit booms by raising 
interest rates even if inflation is at or below target.

Using interest rates certainly has one major advantage over quantita-
tive controls: their impact is less easy to avoid. Quantitative levers apply 
to specific categories of contract or institution and as a result create 
opportunities for “regulatory arbitrage”: if we impose higher bank capi-
tal on banks, credit extension will move to shadow bank forms. The fi-
nancial system’s search for profit opportunities will thus weaken the 
effectiveness of any quantitative policy. In contrast, when we use interest 
rates, profit- seeking and arbitrage ensure that the impact will spread to 
every nook and cranny of the financial system, influencing the price of 
credit in all contracts. As Federal Reserve Board member Jeremy Stein 
puts it, interest rate changes “get in all of the cracks;”4 or as Claudio 
Borio and Mathias Drehmann of the Bank for International Settlements 
say, they “reach parts that other instruments cannot reach.”5

But the interest rate tool also suffers from a major disadvantage: dif-
ferent categories of credit are likely to display very different elasticities 
of response to changing rates. If households or commercial real estate 
developers expect that real estate prices will increase over the medium- 
term by, say, 15% per year, varying the policy interest rates by a few 
percentage points is unlikely rapidly to change behavior, but varying it 
by more may cause severe harm to business investment long before it 
slows down the credit and asset price boom. Between 2011 and 2013, for 
instance, the Swedish Riksbank attempted to slow the Stockholm credit 
and property boom by raising interest rates despite inflation being below 
target: the boom continued, but Swedish growth slowed and inflation 
turned negative. The policy was abandoned in 2014.
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Indeed, the essential problem is that when credit is used for different 
purposes, there is no one natural rate of interest, defined by the mar-
ginal productivity of new investment, that drives borrower and lender 
behavior. Both borrower demand and lender willingness to lend are 
instead driven by expectations of future return, which are volatile over 
time and variable by sector of the economy.6 And especially when return 
derives from the rising value of existing assets, such as real estate, expec-
tations are endogenous and self- reinforcing. In an advanced economy 
where existing real estate accounts for the majority of all assets and real 
estate lending the majority of all credit supply, there isn’t one natural 
rate of interest, but instead several different and potentially unstable 
expected rates of return.

Thus while the pre- crisis orthodoxy believed that one of the great 
merits of relying on interest rates was their neutral impact on the alloca-
tion of credit, in the face of multiple private expectations of return, that 
neutrality is a serious disadvantage. Interest rates could certainly have a 
role to play in constraining credit booms and should sometimes be set 
higher than pure inflation targeting would suggest is appropriate. But 
we also need quantitative levers, including ones that discriminate among 
different categories of credit.

Constraining Bank Credit Creation

Regulations on required capital have for many decades placed some lim-
itations on individual banks’ ability to create credit, and post- crisis re-
forms have significantly increased minimum requirements. But reforms 
should go far beyond those introduced so far and should seek to achieve 
far wider objectives.

Capital Requirements

Capital requirements limit the quantity of loans or other assets that 
banks can hold as a multiple of their equity or other capital.7 Post- crisis 
reforms have increased the absolute minimum equity requirement from 
2% of “risk- weighted assets” to 4.5%, and the effective regulatory require-
ment for major banks is much higher still, in the 7– 10% range.8 But 
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Admati and Hellwig’s The Bankers’ New Clothes argues for far higher 
requirements. Banks should, they believe, hold equity capital equal to 
20– 25% of the gross unweighted value of their assets, increasing effec-
tive equity requirements by some four or five times.9 They are right, but 
not only for the reasons they give.

Admati and Hellwig’s case for much higher capital buffers focuses 
primarily on financial stability benefits, reducing the risks of bank fail-
ure, and fixing the too- big- to- fail problem. They aim to remove the put 
option implicit in high bank leverage rather than to constrain credit 
growth. Indeed, they stress that higher bank capital requirements will 
not necessarily constrain the growth of credit to the real economy or 
increase its cost. The equity required to back loans would increase, but 
investors who had previously held deposits or bank debt securities might 
invest instead in bank equity, so a higher dollar value of bank equity 
might offset the effect of a lower allowed multiple, leaving potential 
credit extension unchanged. The total cost of bank funding could also be 
unchanged, since the fact that equity is more expensive than debt would 
be offset by both equity and debt becoming less expensive because less 
risky.10 As a result, they suggest, banking industry arguments that high 
equity requirements will constrain credit and thus economic growth are 
just another variant of “the bankers’ new clothes.”

Admati and Hellwig’s argument that higher bank capital require-
ments have no impact on credit supply can be challenged. Investors 
do not switch between debt and equity investments in the rational and 
smooth fashion that economic theory suggests: imposing higher capital 
requirements, unless offset by other policy measures, could therefore 
curtail credit growth during transition to the higher standard. And be-
cause debt interest payments are tax- deductible while equity dividend 
payments are often not, higher equity requirements will increase the 
cost of bank- based credit intermediation. Implementing Admati and 
Hell wig’s proposals would therefore mean a somewhat higher cost of 
credit to individuals and companies.

But this book’s central argument is that we must constrain private 
credit growth. Much higher capital requirements would therefore be 
valuable both for financial stability reasons and for helping reduce the 
credit intensity of growth. In an ideal world, bank equity requirements 
would be much higher than agreed on in the Basel III negotiations, and 
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Admati and Hellwig’s 20– 25% is a reasonable target. The question, dis-
cussed in Chapter 14, is how to transition to much higher ratios without 
exacerbating the deflationary impact of deleveraging.

Countercyclical Capital

Much higher capital requirements would help constrain excessive credit 
creation over the long term. But even with much higher minimum re-
quirements, a banking system could still generate harmful credit and 
asset price cycles. Banks that had to meet 20% minimum equity ratios 
could still fuel rapid credit growth and asset price increases in the up-
swing of the cycle and curtail credit supply to stay above the 20% mini-
mum in the downswing.

So alongside higher minimum ratios applied throughout the eco-
nomic cycle, we need policy levers that can lean against the cycle. The 
Basel III capital regime introduces for the first time a countercyclical 
capital buffer that can be increased in the face of rapid credit growth and 
removed if credit growth is anemic.

But the new regime suffers from two deficiencies. First, the guideline 
for applying the buffer defines excessive credit growth in terms of cred-
it’s own long- term trend.11 On that basis, credit growth of 10% versus 
nominal GDP growth of 5% would be perpetually acceptable as long 
as credit growth was steady, even though leverage would be relentlessly 
rising. Second, the maximum envisaged buffer, set at 2.5%, will not be 
sufficient. Central banks should apply much larger countercyclical buf-
fers if necessary to curtail credit booms, and they should consider ap-
plying them if leverage is already high and credit is growing faster than 
GDP, even if credit is growing in line with past trend.

Reserve Asset Ratios

Much stronger capital requirements are essential but will not be suffi-
cient. For though the argument that higher capital requirements will not 
constrain credit may be overstated, it captures an important truth: capi-
tal requirements do not place an absolute constraint on credit growth, 
since bank equity can grow whether central banks / regulators want it to 
or not. Other policy levers are also needed.
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One option is quantitative reserve requirements, which define the 
minimum reserves that commercial banks must hold at the central bank 
and therefore constrain the maximum quantity of bank loans (or total 
assets) that banks can extend.12 Imposing them would constrain maxi-
mum bank loan growth more directly and more certainly than would 
equity requirements, since central banks themselves determine the quan-
tity of reserves available.13 Central banks can moreover choose whether 
to pay interest on reserves and at what rate. If they pay below- market 
interest rates, they essentially impose a tax on credit intermediation.

Reserve asset requirements represent a step along the road at the ex-
treme end of which lies 100% reserve banking. The Chicago Plan would 
abolish fractional reserve banking: reserve requirements regulate what 
the allowable fraction can be. Many emerging economy central banks 
already use reserve asset requirements and variations in interest rates 
paid on them as policy tools to manage credit supply. Advanced econ-
omy central banks also did so in the past, but from the 1980s on increas-
ingly rejected their use. Reserve asset requirements should return to the 
central bank toolkit.

But their implications and limitations must be recognized. Reserve 
asset requirements are in form a quantitative rather than a price tool, 
but they carry implications for interest rates. Central banks can ulti-
mately control the quantity of reserve assets, but only if they are willing 
to let interest rates move to whatever level is required to constrain credit 
creation in line with the reserves available. So in essence reserve asset 
requirements achieve their effects through changes in the interest rate. 
As a result, the reserve asset policy tool, if applied as a proportion of all 
liabilities or assets, suffers from the same limitations as interest rates: 
different categories of credit will have very different elasticities of re-
sponse.14 We need in addition policy tools that can discriminate among 
different categories of credit extended.

Risk Weights to Reflect Social, Not Private, Risk

Capital requirements against specific categories of lending should ide-
ally reflect their different potential impact on financial and macroeco-
nomic stability. Current international capital rules are designed around 
a completely different philosophy.
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Under those rules “risk weights” are used to determine varying capi-
tal requirements by type of asset. But for the world’s largest and most 
important banks, these “risk weights” reflect the bank’s own assessment 
of potential loan losses on specific categories of loan.15 Those assess-
ments, drawing on past loss experience, usually suggest that loans to fi-
nance real estate are the safest form of lending. The resulting risk weights 
for prime real estate loans can be as low as 10% or even 5%, versus 
around 100% typical for lending to small and medium enterprises. Even 
if major banks hold equity equal to 10% of risk- weighted assets, equity 
divided by the total gross value of prime real estate loans can therefore 
be as low as 1% or even 0.5%.

Seen from the point of view of the individual bank, these assessments 
may be entirely rational and the resulting equity cushion sufficient to 
absorb losses. But they fail to allow for the fact that lending against real 
estate which is relatively safe for the individual bank can still contrib- 
ute to aggregate instability through the asset price booms it helps create 
and the debt overhang it leaves behind. As Chapter 10 discusses, even 
loans that are paid off in full can— through their contribution to debt 
overhang effects— have harmful macroeconomic consequences. Even 
“good lending” can produce adverse externality effects.

Central banks / regulators therefore need to ensure that capital re-
quirements for different types of credit reflect systemic and macroeco-
nomic risks that it will never be rational for individual banks left to 
themselves to take into account. That can be achieved either through 
maximum gross leverage ratios (that is, capital requirements against the 
gross unweighted value of assets) or by setting risk weights for real estate 
lending significantly higher than individual bank assessments suggest 
are appropriate.

Regulating Shadow Banking:  
Less Liquid Markets for Credit Securities

The policy levers considered above would constrain (or in periods of 
downturn deliberately underpin) the ability of banks to provide credit 
to the real economy, either in total or by specific category. But the con-
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straints could be undermined if credit creation shifted to the shadow 
bank sector.

As Chapter 6 argues, increased nonbank credit intermediation could 
in theory make the financial system more stable. But the pre- crisis 
 developments that we label “shadow banking” replicated the distinc-
tive  features of banks— credit and money creation through maturity 
transformation— outside the constraints of bank regulation. Meanwhile, 
market reference pricing— for instance, using CDS spreads to infer the 
appropriate price of credit— increased the exposure of the credit inter-
mediation system to the potential irrationality of liquid traded markets. 
And the very risk management devices supposed to contain the result-
ing risks— secured financing, mark- to- market accounting, and Value at 
Risk models— exacerbated the dangers. Shadow banking thus took the 
inherent instability of the credit and asset price cycle and hardwired 
it into contractual relationships, accounting rules, and pricing and risk- 
management models.

To manage the credit cycle, we must therefore constrain banklike ac-
tivities outside the formal banking sector. The international Financial 
Stability Board has proposed principles and specific measures to achieve 
that end.16 Crucial among them is the imposition of minimum “hair-
cuts” in secured funding markets, such as repo markets, effectively im-
posing capital requirements at the level of the contract and not the insti-
tution. In the upswing of the cycle these would constrain the system’s 
ability both to fund new credit to the real economy and to increase the 
scale and complexity of intrafinancial system links, since more collateral 
would be required to support any given level of activity.

But gaining agreement to an adequately robust approach has proved 
difficult. Too tight controls, the banking industry have warned, will re-
duce “liquidity” in crucial markets and impair the financial system’s 
ability to provide new credit to the economy or to deliver the benefits of 
efficient price discovery. Similar arguments have been made against in-
creases in the capital that banks have to hold against assets held for 
trading.

But if more liquidity and more credit are not limitlessly beneficial, 
these objections are invalid. If markets in subprime mortgage credit had 
been less liquid in the pre- crisis years, less subprime credit would have 
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been extended, fewer lower income Americans would have been tempted 
into unaffordable debt, and the world financial system would have been 
more stable. Tight regulation of all nonbank activities that involve bank 
type risks should not be diluted out of fear that market liquidity or credit 
supply will be reduced.

Constraints on Borrowers and High Interest Lending

Bank capital and reserve requirements and shadow bank regulations 
seek to limit the quantity and volatility of credit supply. But constraints 
on shadow banking will inevitably be imperfect, and lending across in-
ternational boundaries can undermine the impact of domestic rules. 
Moreover, to a degree supply- side quantity constraints work by means 
of price mechanisms, with higher capital or reserve requirements pro-
ducing a higher price of credit. Their effectiveness can therefore be un-
dermined if expectations of rising asset prices make borrowers inelastic 
in their response to increased interest rates. They need to be supple-
mented by quantitative constraints that limit borrower access to credit.

Maximum allowable LTV or LTI limits can be applied in the residen-
tial mortgage market and, somewhat less effectively, in commercial real 
estate. And they could be applied either as standards held constant 
throughout the economic cycle or varied across the cycle, tightened 
during real estate booms and relaxed in downswings.17 Several emerg-
ing economies, and some advanced economies which managed to avoid 
the latest financial crisis, already apply such limits.18 They should be part 
of the armory of macroprudential regulation.

Required minimum standards in mortgage credit underwriting also 
have a role to play. UK regulations now stipulate that mortgage lenders 
must not assume property price rises when assessing borrowers’ ability 
to repay.19 That principle should be applied in all countries.

Constraints on people’s freedom to borrow are inevitably controver-
sial. It is feared they will curtail home ownership and disadvantage peo-
ple with limited initial wealth, who need to borrow aggressively to afford 
a home. And the immediate impact of tighter LTI or LTV limits, for any 
given level of house prices, will clearly disadvantage some specific indi-
viduals. But over the medium term, house prices are not a given, and 
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easier credit access can drive price increases that squeeze buyers with 
limited initial wealth out of the market. Home ownership in the United 
Kingdom was on a downward trend in the pre- crisis decade not only in 
spite of, but in part because of, rapid growth of mortgage credit and the 
easy supply of high LTV and high LTI loans. The subprime mortgage 
boom in the United States ended in large losses of wealth for poorer 
Americans, which Mian and Sufi have described. More restricted mort-
gage credit supply can help make homes more affordable and limit the 
highly unequal impact of credit and asset price cycles on the distribu-
tion of wealth.

Restrictions on high interest unsecured consumer lending should also 
be introduced. Loans at the interest rates seen in the UK payday lending 
market— as much as 1,000% on an annual basis— can trap borrowers in 
debt dependency and exacerbate increasing inequality. Outright bans 
create the danger that lending moves into the informal economy. But 
there is a a strong case for tight regulation of pricing and credit risk as-
sessment procedures and for limits on advertising.

Structural Reform: Ring- Fencing in and between Countries

A final set of policy levers could be important: changes to bank legal 
structures or mandates to constrain unnecessary capital flow and to 
encourage valuable forms of credit creation.

Several structural policies have already been implemented. In the 
United States the Volcker rule prevents commercial banks from en-
gaging in proprietary trading. In Europe the Liikanen Group proposals 
require market- making and trading activities to be separated from tra-
ditional banking. The United Kingdom, following the Vickers commis-
sion, is committed to a ring- fence between “retail banking” and “whole-
sale banking.” In addition several countries require international banks 
active in their markets to operate as subsidiaries rather than as branches, 
with capital and liquidity held at the national level and subject to na-
tional regulations and supervision.

The stated objective of these reforms is to improve the resilience of 
the financial system itself. Ring- fencing reduces the risk that problems 
in one part of the financial system produce knock- on consequences in 
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others. It makes it easier to resolve major banks, giving resolution au-
thorities the option of closing down some activities while ensuring the 
continuity of important economic functions. It reduces the likelihood 
that taxpayer support will be required to avoid chaotic bank failure.

All complex systems are potentially unstable. Physical engineers de-
signing systems such as nuclear power plants deliberately create fire-
walls between subelements, even if doing so requires the sacrifice of 
maximum potential efficiency. The pre- crisis financial system was built 
on the hubristic belief that sophisticated risk management techniques 
could make a massively complicated and interrelated system stable. There 
would be a strong case for ring- fencing to increase resilience even if it 
involved sacrificing some theoretically attainable efficiency benefits.

But international capital flows often have nothing to do with the effi-
cient allocation of capital, and a large proportion of credit creation plays 
no role in mobilizing investment. Ring-  fencing might therefore be valu-
able precisely because it does curtail some forms of financial activity.

The Merits of Fragmentation

International banks with major operations in a country should operate 
as standalone subsidiaries, with sufficient capital and liquidity to survive 
parent bank failure. Many bankers strongly oppose that proposal, argu-
ing that it leads to harmful “fragmentation” or “balkanization” of global 
financial markets, interrupting the free flow of capital and increasing the 
costs of operation, since capital and liquidity are “trapped” in national 
subsidiaries.

But the evidence does not suggest that all forms of capital flow are 
valuable. It suggests instead a hierarchy of value: foreign direct invest-
ment is beneficial due to the related transfer of technology and know- 
how; but short- term bank intermediated flows often exacerbate domestic 
credit and asset price cycles, and they sometimes drive foreign- exchange 
rates away from rational equilibrium levels.

Requiring banks to subsidiarize does not restrict valuable foreign 
direct investment or other long- term capital flows. It still leaves inter-
national banks able to compete in emerging markets, bringing the po-
tential benefits of skill and technology transfer. It still leaves them able 
to finance expansion with parent company funding, provided it is long- 
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term. But it puts some sand in the wheels of potentially harmful flows of 
short- term debt. It will sometimes, as opponents argue, increase funding 
costs and thus credit pricing, particularly during upswings of market 
exuberance. But if excessive credit supply can sometimes cause harm, 
that could be a positive result. Some fragmentation of global capital mar-
kets would be a good thing.

Enough of the Right Sort of Debt

Structural measures could also help ensure that the financial system 
provides enough of the right sort of debt. In autumn 2008 we suffered a 
crisis that originated in excessive lending to residential and commercial 
real estate in the United States and other countries; but in its immediate 
wake, the global supply of trade finance was severely squeezed, and credit 
supply to many small and medium enterprises not involved in real estate 
was restricted.20 We have a financial system with a strong tendency to 
create excessive debt in residential and commercial real estate markets, 
but we still need to mobilize capital to support huge investments— for 
instance, in the area of clean energy— and debt finance will be essential 
to achieve that mobilization.

Faced with a free market bias toward real estate lending, interven-
tions favoring other types of lending are justified. One option is to create 
institutions that are only allowed to lend money for specific purposes 
and whose capacity to do so is not vulnerable to losses arising from real 
estate loans. The German publicly owned banking group KfW has a 
mandate that requires particular focus on sustainable development and 
the supply of finance to small and medium enterprises. The United 
Kingdom’s Green Investment Bank has been established to lend to clean 
energy projects. Such institutions are not dangerous diversions from ef-
ficient free market capital allocation, but are essential to offset the mis-
allocation that entirely free markets can produce. Chapter 8 describes 
how the most successful developing economies deliberately directed 
credit flows toward productive investment: their example remains rele-
vant today.

Economic textbooks typically assume that banks lend money to en-
trepreneurs and businesses to fund capital investment. Interventions to 
bring reality in line with theory can play a useful role.
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Anti- Markets and Anti- Growth?

The reform agenda set out above represents a dramatic rejection of the 
pre- crisis orthodoxy. Some elements of it— such as the importance of 
countercyclical capital requirements— are already accepted by most cen-
tral banks and financial regulators. But others go far beyond the post- 
crisis consensus in two ways: first in focusing on the level of leverage as 
well as the pace of credit growth, and second in arguing that we must 
influence the allocation of credit among alternative uses.

These elements will be criticized as dangerously interventionist, re-
placing the allocative wisdom of the market with imperfect public pol-
icy judgements. But free markets in credit creation can be chronically 
unwise and unstable. That was why such economists as Henry Simons, 
in every other respect an extreme free marketeer, believed that banks 
should be abolished. I do not go that far. But we need to recognize that 
free markets do not ensure a socially optimal quantity of private credit 
creation or its efficient allocation. We should not intervene in the alloca-
tion of credit to specific individuals or businesses; but we must constrain 
the overall quantity of credit and lean against the free market’s poten-
tially harmful bias toward the “speculative” finance of existing assets.

The program will also be criticized because it means “less credit to 
fuel economic growth.” And there will indeed be less credit. But as Chap-
ter 7 discusses, that does not mean less growth, since a large proportion 
of credit is not essential to economic growth; does not produce a pro-
portionate increase in nominal demand; and leads to crisis, post- crisis 
debt overhang, and recession. Our explicit objective should be a less 
credit- intensive economy.

Too Much Discretion and Too Much Responsibility?

The reform agenda outlined above would equip central banks, as macro-
prudential authorities, with multiple tools and wide- ranging responsibil-
ities. Some of the tools could take the form of constant rules, for instance, 
much higher capital requirements. But some require decisions made 
over time in response to the evolving economic cycle. Those decisions 
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cannot be based on a precise science: they need to reflect judgments 
amid uncertainty.

Decisions on countercyclical capital buffers, for instance, need to re-
flect both the rate of credit growth and the level of leverage already 
achieved. But we do not know for certain how much private leverage is 
“too much.” A paper by Stephen Cecchetti, former chief economist at 
the Bank for International Settlements reached the tentative conclusion 
that effects become negative if either corporate debt goes above 90% 
or household debt above 85% of GDP.21 But it rightly stresses the un-
certainty of any such estimates. Similarly in relation to asset prices, 
we know that credit- fueled bubbles cause harm, but deciding when the 
bubble has started and the size of the divergence from rational equilib-
rium values is an art, not a science.

Many central bankers and economists are therefore wary of the need 
for discretionary decisions. Many hanker for the clarity and simplicity 
of the pre- crisis orthodoxy. The combination of one objective (price 
stability) and one instrument (the interest rate) allowed clear account-
ability. It buttressed central bank independence, because central banks 
could pose as neutral technicians, devoted simply to attaining a defined 
objective that everyone agreed was desirable. It was a clear, precise, 
and intellectually elegant policy framework; and it ended in economic 
disaster.

Unavoidable uncertainty about precise optimal results cannot be an 
excuse for reverting to the comfort zone of the pre- crisis orthodoxy. We 
should address as best we can the fundamental drivers of credit- intensive 
growth discussed in Chapter 11. We should seek as best possible to 
 reform tax regimes and to encourage the new forms of equity contract 
discussed in Chapter 12. We should rely as much as possible on constant 
rules, such as higher capital requirements, and on structural changes, 
such as ring- fencing, to build a system that is inherently more stable.

But we cannot escape the need for discretionary decisions in manag-
ing the instability and inefficiency of private credit creation. As Hayek, 
Minsky, and Simons rightly argued, private credit creation is inherently 
unstable, and there is no set of rules that can be defined once and forever 
to fix that problem.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              

         
 



P A R T  V

Escaping the Debt Overhang

Part IV describes the policies required to build less credit- 
intensive and more stable economies in the future. Part V answers 

a different question: how to escape from the debt overhang left behind 
by past policy mistakes.

Faced with deleveraging and too low inflation, all traditional policy 
levers appear to be blocked. But inadequate nominal demand is one 
problem to which there is always an answer, provided we are willing to 
consider all policy options, including overt money finance, creating ad-
ditional fiat money to finance increased fiscal deficits.

Chapter 14 describes how that option works, why it may well be es-
sential, and why there is no technical reason it must result in excessive 
inflation. Chapter 15 addresses the more difficult issue: whether we can 
design political constraints to guard against excessive use of this poten-
tially valuable tool.

In some countries that should be feasible: in the eurozone it may 
prove impossible. But if fiat money creation is dismissed as too danger-
ous, we will suffer for longer from debt overhang and low growth, and 
increase the risk that excessive private credit creation leads again in the 
future to instability and crisis.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

              

         
 



F O U R T E E N

MONETARY FINANCE— BREAKING THE TABOO

The current phase of the official policy approach is predicated on 
the assumption that debt sustainability can be achieved through a 
mix of austerity, forbearance and growth. . . . This claim is at odds 
with the historical track record of most advanced economies.

— Carmen Reinhart and Kenneth Rogoff, “Financial and Sovereign 
Debt Crises, Some Lessons Learned and Those Forgotten”1

Consider for example a tax cut for households and businesses that 
it is explicitly coupled with incremental Bank of Japan purchases 
of government debt - so that the tax cut is in effect financed by 
money creation.

— Ben Bernanke, “Some Thoughts on Monetary Policy in Japan”2

Seven years after the 2007– 2008 financial crisis the world’s major 
economies are still suffering its consequences. Eurozone GDP has 

not yet returned to pre- crisis levels: unemployment is still 12%, and 
inflation is far below the ECB’s close to 2% target. Japan continues to 
struggle with low growth and relentlessly rising public debt. The United 
Kingdom has begun to grow and create jobs, but GDP per capita is still 
below the 2007 level, and average real earnings are still some 6– 8% 
below the pre- crisis peak. The U.S. recovery has been more robust, but 
the employment rate remains far below 2007 levels. Inequality has con-
tinued to increase. Across the advanced economies many people are no 
longer confident that capitalist economies will deliver rising prosperity 
generation after generation.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 



214  ChAPTER 14

There could be some supply- side explanations for this growth slow-
down. Working age population growth has slowed and in Japan has 
turned negative. Some economists argue that the attainable rate of pro-
ductivity growth has also declined.3 But long- term developments in 
supply- side factors cannot possibly explain the sudden switch from ro-
bust growth in many countries before 2008 to slow or nil growth for 
7 years thereafter. Low rates of inflation and nominal GDP growth mean-
while make it clear that inadequate demand has played a major role. For 
advanced economies to grow in line with potential and with about 2% 
inflation, we need nominal demand to grow at something like 4– 5% per 
year. Since 2008, actual nominal domestic demand growth has been less 
than 3% per year in the United Kingdom and the United States, around 
zero in Japan, and less than 0.5% per year in the eurozone.4 We will 
never get out of the current malaise, return inflation to target, or reduce 
debt levels unless we increase demand in our economies.

Faced with this malaise, it can seem that all policy levers are ineffec-
tive: many central bankers indeed are keen to stress the limits to what 
they can achieve. But inadequate nominal demand is one of very few 
problems to which there is always an answer. Central banks and govern-
ments together can create nominal demand in whatever quantity they 
choose by creating and spending fiat money. Doing so is considered 
taboo— a dangerous path toward inflationary perdition. But there is no 
technical reason money finance should produce excessive inflation, and 
by excluding this option, we have caused unnecessary economic harm. 
This chapter describes why money finance of fiscal deficits is technically 
feasible and desirable, why it may be the only way out of our current 
problems, and some specific ways in which we should now use this po-
tentially powerful tool.

We Never Run Out of Ammunition

The fundamental reason recovery from the Great Recession has been slow 
and weak is the debt overhang described in Chapter 5. Collapsing credit 
supply played a crucial role in driving economies into recession in 2009, 
but thereafter debt overhang was the dominant factor, driving reduced 
private credit demand. Excessive private debt creation before the crisis left 
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many households and consumers overleveraged and determined to pay 
down debt. Reduced private consumption and investment then depressed 
economic growth, producing large fiscal deficits and rising public debt to 
GDP. Leverage has not gone away, but simply shifted around the economy, 
from private to public sectors, or among countries: German deleveraging, 
for instance, has only been possible because Chinese leverage has soared. 
Overall, developed economy leverage, public and private combined, has 
continued to increase slowly, and total global leverage has increased sig-
nificantly as emerging economy private credit grows at a fast pace.

Attempted deleveraging has thus depressed economic growth, but no 
overall deleveraging has actually been achieved. And none of our tradi-
tional policy levers seem able to overcome this dilemma.

Traditional Fiscal Policy Blocked, Austerity Inevitable?

After the crisis, fiscal deficits increased substantially as tax revenues fell 
and social expenditures rose. In the United States the fiscal deficit rose 
from 3.2% of GDP in 2007 to 13.5% in 2009, in the United Kingdom 
from 2.9% to 11.3%, and the eurozone aggregate deficit grew from 0.7% 
to 6.3%.5 Those increased deficits helped prevent still deeper recession, 
providing a powerful stimulus to nominal demand in the face of private 
deleveraging.

There is indeed no doubt that if governments run fiscal deficits— 
spending more than they tax and borrowing the money to cover the 
difference— the immediate direct effect is increased nominal demand. 
But in some circumstances that direct effect can be stymied by the off-
setting factors discussed in Chapter 7. If short- term interest rates have 
already been set by the central bank at an optimal level, increased fiscal 
deficits will provoke rate increases that slow the economy down. If the 
increased issue of government bonds produces a rise in long- term inter-
est rates, a similar “crowding out effect” may result. And if individual or 
corporate taxpayers rationally anticipate that fiscal deficits today mean 
higher taxes in the future, they may save more today, refusing to spend 
tax cuts or cutting their private expenditure by as much as public spend-
ing rises (the so- called Ricardian equivalence effect.)

Pre- crisis macroeconomic theory therefore tended to the belief that 
fiscal policy had little potential to stimulate even nominal demand, let 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 



216  ChAPTER 14

alone to produce an increase in real output. The counterargument, pow-
erfully put by Brad DeLong and Lawrence Summers,6 is that in the spe-
cial circumstances of post- crisis recession, the offsetting factors do not 
apply. With central banks determined to keep interest rates close to zero, 
increased fiscal deficits will not provoke rate increases. There is under-
employment and spare capacity, so the direct stimulus effect will pro-
duce additional real growth as well as price inflation; fiscal deficits might 
therefore pay for themselves, generating faster growth in GDP than in 
the stock of debt and thus actually reducing the future debt to GDP ratio. 
As a result, rational individuals and companies will not worry about 
how increased public debt can be repaid.

A strong case can therefore be made that fiscal policy stimulus should 
have been deployed even more aggressively in the aftermath of 2008. 
Some estimates suggest that UK GDP was depressed by 3% as result of 
unnecessarily aggressive fiscal consolidation after 2010.7 And there is 
no doubt that in the eurozone, where the aggregate fiscal deficit has 
averaged 1.6% between 2008 and 2013 versus 7.2% in the United States 
and 6% in the United Kingdom, fiscal austerity has significantly de-
pressed growth.

But the constraints on our ability to use fiscal stimulus must still be 
recognized. Even if in some circumstances incremental fiscal stimulus 
might reduce future public leverage relative to a no- action alternative, 
the large deficits actually run up have been accompanied by big increases 
in public debt to GDP— up from 72% to 105% in the United States, from 
51% to 91% in the United Kingdom, and from 40% to 90% in Spain, for 
instance.8 And while huge Japanese public deficits after 1990 may, as 
Richard Koo has argued, have helped offset the deflationary impact of 
private deleveraging, Japan is still left with the question of how its re-
lentlessly rising public debt can be repaid. In the eurozone, fears that 
rising public debt burdens in peripheral countries might provoke de-
fault or eurozone exit did result in rising interest rates, exacerbating the 
danger that debts would become unsustainable and increasing the cost 
of credit to the private sector.

Thus there are limits to our ability to use traditional fiscal stimulus to 
escape the debt trap. Carmen Reinhart and Kenneth Rogoff ’s analysis 
suggests that if public debt levels rise above about 90% of GDP, adverse 
consequences for growth are likely to follow.9 Controversy over their 
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calculations shows that we must not overstate the importance of any 
one specific threshold. But their overall conclusion that high debt to 
GDP ratios will inevitably constrain the scope for fiscal policy stimulus 
is valid.

It is important not to misinterpret this finding. It most certainly 
does not mean that fiscal austerity is costless because of some so- called 
confidence- inducing effect. Indeed, the best interpretation of Reinhart 
and Rogoff ’s empirical results is that the adverse effect on growth that 
they observe derives primarily and directly from the fiscal tightening 
that high levels of accumulated debt appear to make necessary.

That makes it crucial to constrain public debt levels in the good 
years— and also crucial to restrict excessive private credit creation in the 
fashion described in Part IV, reducing the danger that excessive debt 
will shift to the public sector in the aftermath of crisis. But it also means 
that we need to find ways to stimulate nominal demand that do not re-
sult in rising public debt.

Ultra- loose Monetary Policy and Adverse Side Effects

For seven years, central banks have tried to use ultra- loose monetary 
policy to stimulate the economy. Short- term interest rates have been 
close to zero in the United States and the United Kingdom since 2009, 
in Japan for much longer, and in the eurozone since 2013. Quantitative 
easing— central bank purchases of government or other bonds— has 
been used in Japan, the United States, and the United Kingdom to drive 
down long- term interest rates; in March 2015 it was also finally deployed 
in the eurozone. And central bank liquidity and funding schemes— such 
as the Bank of England’s Funding for Lending Scheme and the ECB’s 
Targeted Long- term Repo Operation— have sought to ensure that real 
economy households or businesses, as well as financial market traders 
and investors, can borrow at low interest rates.

Those policies have almost certainly generated faster nominal demand 
growth than would otherwise have occurred and helped prevent either 
still lower inflation or still lower real growth. But they have suffered 
from two deficiencies. First, they have proved insufficient to deliver ro-
bust growth, with recovery still anemic and inflation falling below target 
in all major economies. Still lower (that is, negative) rates would have 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 



218  ChAPTER 14

delivered more stimulus, but if central banks set rates at a more than 
marginally negative level, individuals and companies would convert bank 
deposits into currency notes and the stimulus effect would be undone.10

Kenneth Rogoff has argued that we should overcome this problem by 
abolishing paper currency, with all money held in deposit form:11 central 
banks could then set interest rates at significantly negative levels. But 
that option is not available today: and if it were available and used, it 
would exacerbate the second deficiency of ultra- loose monetary policy— 
its adverse side effects. Quantitative easing works because low long- term 
yields drive up asset prices and wealth, and thus stimulate asset holders 
to consume or invest more; it is therefore bound to increase inequality. 
Sustained ultralow interest rates, meanwhile, are likely to encourage 
risky and highly leveraged financial speculation long before they stimu-
late real economy demand. And they can only stimulate real economy 
demand by encouraging a return to the private credit growth that first 
created the debt overhang problem. As Chapter 5 describes, the United 
Kingdom’s Office of Budget Responsibility forecasts that UK private 
leverage, having declined slightly over the past 5 years, will by 2020 have 
risen to its highest ever level.

The IMF was therefore right to warn in its October 2014 Global Fi-
nancial Stability Report that “the extended period of monetary accom-
modation and the accompanying search for yield is leading to credit 
mispricing and asset price pressures and increasing the danger that fi-
nancial stability risks could derail the recovery.”12 But in its simultane-
ously published World Economic Outlook, the IMF also warned that 
increased nominal demand is needed and that “in advanced econo-
mies, this will require continued support from monetary policy.”13 With 
fiscal policy blocked, ultra- loose monetary policy thus seems simulta-
neously both dangerous and essential. Fortunately, however, there is an 
alternative.

Helicopter Money with Fractional Reserve Banks

It was Milton Friedman who explained most clearly why inadequate 
nominal demand is one problem to which there is always a possible 
solution. If an economy was suffering from deficient demand, he sug-
gested, the government should print dollar bills and scatter them from 
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a helicopter. People would pick them up and spend them: nominal GDP 
would increase: and some mix of higher inflation and higher real output 
would result.14

The precise impact of any given size of helicopter money drop would 
depend on how much people spent rather than saved their new- found 
financial wealth. But it would clearly be somewhat proportional to the 
value of bills printed and dropped. If they were only worth a few percent-
age points of current nominal GDP, the stimulus to either real growth or 
inflation would quite small. If they were worth many times nominal 
GDP, the effect would be large and primarily take the form of increased 
inflation, since the potential for real output growth is constrained by 
supply factors.

Thus while Friedman’s example is very simple, it illustrates three cru-
cial truths. We can always stimulate nominal demand by printing fiat 
money: if we print too much, we will generate harmful inflation; but if 
we print only a small amount, we will produce only small and poten-
tially desirable effects.

The money drop from Friedman’s helicopter is fiat money in currency 
note form— actual dollar bills. And as Chapter 7 describes, there are his-
torical examples of governments that used printed currency to stimulate 
nominal demand but without generating dangerously high inflation. 
The Pennsylvania colony did so in the 1720s, and the Union government 
paid its soldiers with printed greenbacks in the American Civil War. 
However most money today is held in bank deposit, not paper currency, 
form. 

But the essential principle of the helicopter money drop can be ap-
plied in the modern environment. A government could, for instance, 
pay $1,000 to all citizens by electronic transfer to their commercial bank 
deposit accounts. (Alternatively, it could cut tax rates or increase public 
expenditure.) The commercial banks in turn would be credited with ad-
ditional reserves at the central bank, and the central bank would be 
credited with a money asset— a perpetual non- interest- bearing bond 
due from the government.15 The “drop” is of electronic accounting en-
tries rather than actual dollar bills, but the operation is in essence the 
same and so too would be the first round impact on nominal demand. 
Nominal demand would be stimulated, and the extent of that stimulus 
would be broadly proportional to the value of new money created.
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Printing money in its modern electronic form is thus without doubt 
a technically possible alternative to either pure fiscal or pure monetary 
policy. It is indeed essentially a fusion of the two. It entails monetary fi-
nance of an increased fiscal deficit, and it would stimulate demand more 
certainly and with less adverse side effects than either pure fiscal or pure 
monetary policy. Compared with funded fiscal stimulus, it is bound to 
be more stimulative, since there is no danger of either crowding out or 
Ricardian equivalence effects: as Ben Bernanke put it in 2003, if con-
sumers and businesses received a money- financed tax cut, they would 
certainly spend some of their windfall gain, since “no current or future 
debt servicing burden has been created to imply future taxes.”16 And 
compared with a pure monetary stimulus, it works through putting new 
spending power directly into the hands of a broad swath of households 
and businesses, rather than working through the indirect transmission 
mechanism of higher asset prices and induced private credit expansion. 
It does not rely on regenerating potentially harmful private credit growth, 
nor does it commit us to maintaining ultralow interest rates for a sus-
tained period of time.

Our technical ability to stimulate nominal growth with money- 
financed deficits is not therefore in any doubt. A formal mathematical 
paper by Willem Buiter confirms the commonsense arguments of Fried-
man and Bernanke. His paper is titled “The Simple Analytics of Heli-
copter Money: Why It Works— Always.”17

The crucial issue indeed is not whether money- financed fiscal deficits 
are feasible and potentially beneficial in the short term, but whether 
we can contain their long- term impact in a modern economy with frac-
tional reserve banks. For though the first round impact of an electronic 
deposit drop is determined simply by its size, the exercise creates addi-
tional commercial bank reserves at the central bank and thus makes it 
easier for banks subsequently to create additional private credit, money, 
and spending power. While Chapter 7 describes private credit creation 
and fiat money creation as alternatives, in a fractional reserve banking 
system the latter can facilitate the former.

Thus the danger exists that the initial stimulative effect of money fi-
nance will be harmfully multiplied by subsequent private credit creation, 
producing more demand stimulus than desired. That danger would not 
arise in a system of 100% reserve banks of the sort that Irving Fisher and 
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Henry Simons supported in the 1930s, and that Milton Friedman rec-
ommended in 1948. In such a system the monetary base is the money 
supply, private credit and money creation play no role, and the final 
long- term stimulative effect of money finance is bound to be broadly 
proportionate to its initial size. For Fisher, Simons, and Friedman in 
1948, 100% reserve banks and overt money finance of small fiscal defi-
cits were thus a logically linked package. The latter made it unnecessary 
to rely on unstable private credit creation to grow nominal demand; the 
former both made private credit creation impossible and ensured that 
the long- term stimulative effect of money finance could be precisely 
controlled.

Fractional reserve banks thus complicate the implementation of 
money finance, but the model of 100% reserve banks also suggests the 
obvious solution: any dangers of excessive long- term demand stimulus 
can be offset if central banks impose reserve asset requirements. These 
requirements would force banks to hold a stipulated percentage of their 
total liabilities at the central bank and thus would constrain the banks’ 
ability to create additional private credit and money.18 Those ratios could 
be imposed on a discretionary basis over time, with the central bank 
increasing them if inflation threatened to move above target. But they 
could also in theory be deployed in an immediate and rule- driven fash-
ion, increasing the required reserves of commercial banks at the same 
time as the electronic money drop and by precisely the same amount.

This would essentially impose a 100% reserve requirement on the new 
fiat money creation. We can in effect treat the banking system as if it 
were in part a 100% reserve system and in part a fractional reserve: we 
do not have to make an absolute either / or choice.

The precise future consequences of reserve requirements would also 
depend on whether the central bank paid interest on them and at what 
interest rate. Central banks can choose to pay whatever rate they want 
on required reserves, but the rate would have to be zero on at least some 
reserves to ensure that money finance today does not result in an interest 
expense for the central bank in the future or in central bank losses that 
would need to be paid for by government subsidy and ultimately by tax-
payers.19 Setting a zero interest rate for reserve remuneration might in 
turn seem to impair the central bank’s ability to use reserve remuneration 
as a tool to bring market interest rates in line with its policy objective. 
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But central banks can overcome this problem, for instance, by paying 
zero interest rates on some reserves, while still paying the policy rate at 
the margin.20

Reserve requirements remunerated at a zero interest rate in turn ef-
fectively impose a tax on future credit creation. But as Chapters 12 and 
13 argue, taxing credit creation might be a positively good thing. Our 
challenge is to find a policy mix that gets us out of the debt overhang 
created by past excessive credit creation without relying on new credit 
growth. Money- financed deficits today plus implicit taxes on credit in-
termediation tomorrow might well be the optimal combination.

Friedman was right: governments and central banks together can 
always overcome deficient nominal demand by printing and spending 
money. That is just as well, since without the option of money finance 
there may be no good way out of our debt overhang predicament.

Deleveraging— No Other Good Way Out?

Total economywide leverage in advanced economies, public and private 
combined, is now at levels only previously seen in the aftermath of major 
wars. Analysis of how deleveraging from previous peaks was achieved 
illustrates just how difficult it will be from today’s levels.

The United Kingdom came out of the Second World War with public 
debts of 250% of GDP but was able to reduce these to 50% by 1970. That 
reduction was not achieved by paying down absolute debt levels; instead 
it resulted from 25 years in which nominal GDP grew at about 7% per 
year, while interest rates averaged much less. That nominal GDP growth 
rate in turn reflected both average inflation of more than 4% (well above 
current central bank targets), and a real growth rate of almost 3%, made 
possible both by significant demographic expansion and by technologi-
cal catch up toward U.S. levels of productivity.21 Moreover, a falling pub-
lic debt ratio was accompanied by private debts rising slowly from low 
levels and constrained by quantitative credit controls. Residential mort-
gages were only provided by building societies (mutual savings and 
loans institutions), not by banks, and consumer credit availability was 
limited by rules on minimum down payments and payback periods. In 
1964 total private sector bank debts, household and company combined, 
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were still just 27% of GDP rather than the 120% reached by 2007.22 The 
same pattern of rapid nominal GDP growth, low interest rates, and low 
but rising private leverage also lay behind the United States’ success in 
cutting public debt from 120% of GDP in 1945 to 35% in 1970.23 Across 
continental Europe, meanwhile, wartime debts were in many countries 
eroded by high inflation or debt writeoff in the immediate aftermath of 
the war.

The historical experience thus illustrates that public deleveraging is 
possible, but it also indicates how difficult simultaneous public and pri-
vate deleveraging will be in today’s changed circumstances. Demographic 
and technological factors will not allow the real growth rates observed 
in many advanced economies in the 1950s and 1960s; and if 2% inflation 
targets are considered sacrosanct, nominal GDP growth in many ad-
vanced economies is unlikely to exceed 4%. In some it will be lower still: 
the Bank of Japan estimates that Japan’s potential growth rate is no more 
than 1%.24 Even if it achieves its 2% inflation target, nominal GDP will 
grow at only 3%. Growing out of debt burdens will be far more difficult 
than in the post- war period.

Indeed, in some countries the mathematics make it impossible. The 
IMF Fiscal Monitor illustrates that Japan would need to turn today’s 
primary deficit of 6.0% (that is, its fiscal deficit before interest expense) 
into a surplus of 5.6% by 2020 and to maintain that surplus for an entire 
decade to reduce net public debt to 80% of GDP by 2030.25 This will 
simply not occur, and if attempted would push Japan into a deep defla-
tionary depression in which public debt leverage, far from falling, would 
almost certainly rise. Japanese government debt will simply not be re-
paid in the normal sense of the word. Italy’s public debt burden, at 132% 
of GDP and rising, is also now so high and the country’s potential long- 
term growth so low that there is no clear “austerity plus growth” path to 
fiscal sustainability.26

Across the eurozone indeed, the “Fiscal Compact” requirement that 
all countries should reduce their debt stocks to a maximum of 60% of 
GDP through running primary budget surpluses is not credible. To 
achieve this objective, Greece would have to run a primary budget sur-
plus of 7% of GDP for more than a decade; Ireland, Italy, and Portugal 
5%; and Spain 4%. As Barry Eichengreen has pointed out, there are close 
to no historical examples of such large continued primary surpluses.27 
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They could only be compatible with robust growth if offset by rapid and 
potentially dangerous private credit growth either within the countries 
involved or in their export markets. And if, as is more likely, they pro-
duced low growth and sustained high unemployment, debt burdens 
would not in fact be reduced. In the face of such austerity, moreover, 
talented young people would be likely simply to leave their countries, 
reducing the tax base and walking away from their share of the inherited 
debts. Sometimes debts simply cannot be and will not be fully repaid.

Other ways out of the debt overhang will have to be found.

Inflation and Financial Repression

As the UK post- war experience suggests, one option might be to accept 
many years or even decades in which interest rates are held below nom-
inal GDP growth rates and probably indeed below inflation. One variant 
of this policy approach— floated by both Kenneth Rogoff and Olivier 
Blanchard— would entail accepting a higher inflation target than today’s 
2%.28 Another would be to sustain interest rates close to zero for many 
more years.

But in essence this policy would be simply a continuation of today’s 
ultra- loose monetary approach, reflecting a realistic assessment that it 
can only erode debt burdens significantly if maintained for far longer 
than currently hoped. It would therefore suffer from the disadvantages 
already discussed: it would help erode the value of existing debts but 
could only do so by stimulating new credit growth, and it would create 
incentives for risky financial speculation.

Default and Debt Write- Off

If debts cannot be eroded away by either real growth or inflation, they 
could be reduced by default and debt restructuring. Rather than credi-
tors receiving an undiminished nominal value degraded in real terms 
through inflation, the nominal value of debts could be reduced. Such 
debt write- offs could certainly play a useful role, but they cannot be a 
sufficient solution.

The extreme version of this option suggests that all we need is fiscal, 
monetary, and free market discipline. Governments should make their 
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own debts sustainable by cutting expenditures or raising taxes; interest 
rates should return to normal levels; and in the face of subsequent reces-
sion, individuals, companies, and governments who are unable to pay 
their debts should default, providing a useful signal to creditors to be 
more careful about lending money in the future.

This policy is essentially the one proposed by U.S. Treasury Secre-
tary Andrew Mellon in 1931— “liquidate labor, liquidate stocks, liqui-
date farms, liquidate real estate. . . . It will purge the rottenness out the 
system.”29 And its consequences would be similar to those which fol-
lowed in the early 1930s. For as Irving Fisher described in his theory of 
the “debt deflation” cycle, default and bankruptcy on a large scale drive 
a self- reinforcing cycle of collapsing nominal demand, as bankruptcy 
provokes fire sale reductions in asset prices, and as creditors facing un-
expected losses themselves cut consumption and investment. The policy 
of applying pure free market discipline amounts indeed to a rejection of 
the consensus discussed in Chapter 7— that it is desirable by one means 
or another to achieve a slowly growing level of nominal demand.

The more realistic alternative involves negotiated debt write- downs 
and restructurings to reduce debts to sustainable levels, while avoiding 
the disruptive effect of bankruptcy and default. It can be applied to ei-
ther private or public debts. But in neither sector can debt restructuring 
be sufficient alone to cope with the scale of today’s debt overhang.

Atif Mian and Amir Sufi argue that the United States should have 
implemented a large- scale program of coordinated mortgage debt re-
structuring after 2008. By cutting mortgage debts to affordable levels, 
this would have reduced the severity of the household consumption cuts 
that drove the country into recession. Even without such a coordinated 
program, household debt write- offs have been greater in the United 
States than elsewhere, helping achieve a more rapid pace of household 
sector deleveraging. But Mian and Sufi are surely right to argue that a 
more extensive and officially mandated program of debt forgiveness 
would have spurred economic recovery.

But achieving sufficient private debt write- down to fix the debt over-
hang problem is made difficult by the dilemma discussed in Chapter 
10— that even lending that is “good” from a private perspective can have 
an adverse macro effect. Overleveraged households and companies can 
act in ways that depress nominal demand even if they can and do repay 
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their debts in full: indeed, it is the consumption and investment cuts 
they make to repay their debts that depress the economy. For private 
debt restructuring to be a complete solution it would therefore have to 
involve the write- down of debts that from a private perspective look sus-
tainable. Orchestrating such a resolution in a fair, politically agreed- on, 
and nondisruptive fashion would be extremely difficult.

Public debt write- offs might potentially play a larger role. Greek pub-
lic debt was reduced by a write- down of private sector in claims 2011 
without significant market disruption, and public sector claims on Greece 
could be and almost certainly will be written down as well.30 Public debt 
write- downs indeed can be used as an indirect way to deal with exces-
sive private leverage. Excessive private credit creation produces crisis, 
debt overhang, and post- crisis deflation, and as a result, rising public 
debt burdens: leverage doesn’t go away, it simply shifts from the private 
to the public sector. But once it has shifted to public debt, it may be eas-
ier to negotiate restructuring and write- down without harmful shocks 
to confidence. The absolute size of the write- downs is crucial, however. 
The restructuring and write- down of Greek government debt was easily 
absorbed by financial markets, because the total value written off was 
trivial in global terms. Write- downs of Japanese or Italian government 
debt sufficiently large to make the remaining debt clearly sustainable 
would be far more disruptive.

A Combination of Levers

Given the scale of the debt overhang created by past credit growth, there 
are no certain and costless routes to deleveraging and no one policy that 
will ensure an optimal result. A combination of policy levers is needed in 
response, varying by country. In Japan it is not possible that public debt 
will be reduced substantially as a percentage of GDP through the nor-
mal processes of growth plus fiscal consolidation. In the United States, 
starting with smaller debt to GDP than Japan’s and with faster potential 
growth rate because of a still- growing population, a combination of con-
tinued loose monetary policy, growth, and market- driven debt write- 
down may prove sufficient without more radical policy action.

But whatever the mix of policies deployed, the money finance option 
should not be excluded as taboo. Indeed, in some countries it will be 
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essential if we are to achieve adequate debt reduction and reasonable 
growth.

Overt Money Finance— Three Specific Options

Three specific uses of overt money finance should be considered: Ber-
nanke’s helicopter, one- off debt write- off, and radical bank recapitalization.

Bernanke’s Helicopter

Ben Bernanke proposed in 2003 that Japan should execute a modern 
version of a helicopter money drop, paying for either tax cuts or in-
creased public expenditure with central bank– created fiat money and 
making it clear that no new fiscal debt had been incurred and thus that 
no additional debt- servicing burden had been created. If Japan had fol-
lowed that advice, it would now have higher nominal GDP, some mix 
of higher real output and a higher price level, and a lower level of debt 
to GDP.

Ideally the major advanced economies should have implemented 
Bernanke- style helicopter money drops in the immediate aftermath of 
the 2007– 2008 crisis. If we had done so, the recession would not have 
been so deep, and we would now be further advanced in escaping the 
debt overhang. We would also almost certainly be further advanced in 
returning to normal interest rate levels. In the United Kingdom, for 
instance, the Bank of England has conducted quantitative easing asset 
purchases to the tune of £375 billion: these have stimulated the econ-
omy by pushing down long- term interest rates and increasing bond, eq-
uity, and property prices. If instead the UK government had devoted a 
fraction of that money (say, £35 billion) to tax cuts or expenditure in-
creases funded with permanent fiat money, the likely effect would have 
been a stronger, more equitable, and less risky recovery.

In the United Kingdom, and the United States, the time for such 
policies may now have passed. For good or ill, we have used ultra- loose 
monetary policy to achieve at least some economic recovery. But in 
Japan and in the eurozone the case for money finance of increased fiscal 
deficits has become stronger over the past few years, given accumulating 
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evidence of chronically deficient demand. At the Jackson Hole confer-
ence in August 2014 ECB President Mario Draghi noted that without 
some fiscal as well as monetary stimulus, recovery in the eurozone could 
not be assured. But any fiscal stimulus funded with new public debt is-
sues will raise questions about how the debt can be repaid. Ideally the 
eurozone should now consider policies of the sort put forward by the 
Italian economists Francesco Giavazzi and Guido Tabellini, who argue 
for a simultaneous 3- year tax cut in all eurozone economies, funded by 
long- term bonds, which the ECB buys and holds in perpetuity.31 Chap-
ter 15 discusses the political difficulties that may well make this ideal 
policy unattainable in practice.

Public Debt Write- offs

The Japanese did not follow Bernanke’s advice in 2003. Instead they off-
set private deleveraging with large funded fiscal deficits, making a re-
lentless rise in public debt to GDP the inevitable consequence. But they 
could now write off some of that accumulated debt, putting themselves 
in the position they would have been if they had accepted Bernanke’s 
advice.

In an attempt to counter deflation, the Bank of Japan has conducted 
very large quantitative easing operations, buying government bonds 
which by the end of 2014 amounted to 44% of GDP. It is now buying 
government bonds at the rate of ¥80 trillion per year, a figure substan-
tially larger than the fiscal deficit and net new debt issue, which is run-
ning at about ¥50 trillion per year. As a result, the amount of govern-
ment debt not owned by the Bank of Japan is falling, and by 2017 net 
government debt owned neither by the Bank nor by other government- 
related entities (such as the social security fund) could be down to just 
65% of GDP.

This seems indeed like some form of money finance. But the stated 
objective of these quantitative easing operations is not to fund the gov-
ernment deficit but to stimulate the economy through the classic trans-
mission mechanisms of ultra- loose monetary policy— very low long- 
term interest rates, rising asset prices, and currency depreciation. And 
the stated intent is that at some time the Bank of Japan will sell its gov-
ernment bond holdings back into the market, and that the government 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 



MONETARY FINANCE  229

will repay these bonds out of future fiscal surpluses. Official figures for 
Japanese public debt therefore include the debt that the Japanese govern-
ment owes to the Bank of Japan, an institution that the government owns.

That debt could be written off and replaced on the asset side of the 
Bank of Japan’s balance sheet with an accounting entry— a perpetual 
non- interest- bearing debt owed from the government to the bank. The 
immediate impact of this on both the bank’s and the government’s in-
come would be nil, since the interest which the bank currently receives 
from the government is subsequently returned as dividend to the gov-
ernment as the bank’s owner. So in one sense a write- off would simply 
bring public communication in line with the underlying economic real-
ity. But clear communication of that reality would make it evident to the 
Japanese people, companies, and financial markets that the real public 
debt burden is significantly less than currently published figures suggest 
and could therefore have a positive effect on confidence and nominal 
demand.

The equivalent operation could also be used to cut stated debt levels 
and to reduce the apparent need for fiscal consolidation in other coun-
tries too. The Bank of England owns government bonds worth 23% of 
GDP. Writing some of them off would not remove entirely the need for 
further improvement in public finances, but it would reduce the re-
quired pace and severity of fiscal consolidation.

Bank Recapitalization

The third possible use of fiat money creation would not deal with the 
inherited debt overhang but would facilitate rapid progress to a sounder 
financial system without exacerbating the deleveraging problem.

Chapter 13 argues that bank capital requirements should be set far 
higher than those established by Basel III. But rapid progress to higher 
capital ratios could increase the pace of private- sector deleveraging: 
banks can meet the higher ratios by cutting loans rather than increasing 
capital. A possible answer is to require banks to increase ratios by rais-
ing new capital and to give banks a short period of time to raise it from 
the private sector, but with the backstop of government equity injection 
if private capital is not forthcoming. Government stakes could then be 
sold off over time.
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But the problem is that if the government equity injection is actually 
required, government debt to GDP increases. So if public debt is already 
at troubling levels, we solve one problem but exacerbate another. Con-
cerns about the impact that public recapitalization would have on al-
ready high fiscal deficit and debt levels undermined the effectiveness of 
the European bank stress tests in 2011. With such countries as Spain, 
Ireland, and Italy already struggling with high public debts and increas-
ing government bond yields, they could not promise to put new capital 
into the banking system for fear of exacerbating market concerns about 
sovereign debt sustainability. It was impossible to promise a credible 
public backstop to private equity raising.

If, however, public recapitalization is financed by the central bank 
through a permanent increase in central bank money, the problem of 
future debt sustainability does not arise. Even for those who worry a lot 
about debt monetization, this option might be acceptable. Bernanke’s 
helicopter money drop may be unacceptable if it takes the form of tax 
cuts or public expenditure increases: the medicine may taste so sweet 
that the temptation to use it to excess is overwhelming. But a helicopter 
money drop used solely for bank recapitalization would be more likely 
to be treated as undoubtedly one- off.

The Taboo

As Friedman illustrated, deficient nominal demand is one economic 
problem to which there is an obvious and always possible solution— 
money creation by government fiat. We have tools, moreover, that can 
ensure that the demand stimulus is appropriately modest rather than 
dangerously inflationary. And if money finance is excluded, escaping 
the debt overhang will be far more difficult and economic growth un-
necessarily depressed.

But using central bank money to finance fiscal deficits or to write off 
past public debts remains a taboo policy, and for some good reasons. For 
if we first admit that money finance is possible, how will we ensure we 
do not use it to excess? The risks of money finance are thus not technical 
but political. Chapter 15 considers whether those political dangers can 
be overcome.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 



F I F T E E N

BETWEEN DEBT AND THE DEVIL—  
A CHOICE OF DANGERS

Under the proposal, government expenditures would be financed 
entirely by tax revenues or the creation of money . . . the chief 
function of the monetary authorities [would be] the creation of 
money to meet government deficits or the retirement of money 
when the government has a surplus.

— Milton Friedman, “A Monetary and Fiscal Framework for 
Economic Stability,” June 19481

There is no subtler, no surer means of overturning the existing 
basis of society than to debauch the currency.

— J. M. Keynes, “Inflation,” 19192

In a speech in September 2012, Jens Weidman, president of the 
Bundesbank, cited the story of Part Two of Goethe’s Faust in which 

Mephistopheles, agent of the devil, tempts the emperor to distribute 
paper money, increasing spending power and writing off state debts. It 
all starts well with an enjoyable boom, but it inevitably “degenerates into 
inflation, destroying the monetary system.”3

The printing of fiat money to finance public deficits is viewed by 
many central bankers not as a technical policy error but as a sort of sin, 
forbidden by a powerful taboo. Many central bank mandates, including 
the ECB’s, make monetary finance illegal. Most mainstream economists 
and policymakers are very wary of expressing support for monetary fi-
nance, lest they be thought unsound. Ben Bernanke recommended it in 
2003 but never repeated that advice after he became chair of the Federal 
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Reserve. Michael Woodford, one of the world’s leading New Keynesian 
monetary theorists, effectively proposed it in his paper presented at the 
Jackson Hole conference in August 2012, but without explicitly saying 
the words.4 So deep and effective is the taboo, indeed, that many people 
outside central banks believe that monetary finance of the sort de-
scribed in Chapter 14 is not only undesirable but also in some sense 
impossible.

It is not impossible, but it may be undesirable, and the taboo may 
serve a good purpose. For once we admit that money finance is possible, 
there is no technical limit to how much fiat money can be created and 
how much nominal demand produced, and there are great temptations 
to create ever larger amounts. If governments are allowed to print money 
to finance deficits, they will be tempted to do so before elections, to spend 
it on favored political constituencies, and to run large fiscal deficits on a 
permanent basis rather than make tough choices about tax and public 
expenditure. Money finance can be used responsibly without producing 
harmful inflation— Japan in the early 1930s, under finance minister Taka-
hashi, is a case in point. But it can also be used excessively, producing 
the hyperinflations of Weimar Germany or modern- day Zimbabwe.

Monetary finance is like a dangerous medicine, which when taken in 
small amounts can help cure severe illness but when taken in excess can 
be fatal. And so there is a good argument— the argument that Weidman 
makes— for locking up the medicine and throwing the key away. Doing 
so will have adverse consequences: it will make it harder to escape from 
the debt overhang and will depress growth for many years. But printing 
money might in the long term prove more harmful still, since it breaks 
the taboo and opens the way to excessive use in the future.

So should we lock up the medicine and throw away the key? I don’t 
believe so for two reasons. First, because it is in principle possible to 
design institutional mechanisms to place appropriate constraints on ex-
cessive use. Second, because the alternative route to nominal demand 
growth— private credit creation— is just as dangerous. We face a choice 
of dangers, not inevitable perdition on the one side and perfection on 
the other. Moreover, once we recognize that reality, we may need to con-
sider the possibility that money finance might be a desirable policy tool, 
not just in today’s extreme circumstances but on a continuous basis.
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Central Bank Independence and Fiscal Discipline

Low and stable inflation is not sufficient for financial and macroeco-
nomic stability, but it is highly desirable, and central banks successfully 
delivered it in the pre- crisis years. Their ability to do so was underpinned 
by an increasing trend toward central bank independence. In emerging 
markets that had previously suffered high or hyperinflation, indepen-
dent central banks were increasingly able to say no to government de-
mands for monetary finance. And around the world central banks were 
increasingly free to set interest rates to meet inflation targets, whatever 
the government’s short- term preferences. Using monetary finance to 
escape the debt overhang seems to remove the discipline.5

But in fact there is no reason the use of monetary finance cannot be 
appropriately constrained within precisely the same discipline of central 
bank independence. Central bank committees that today vote to ap-
prove interest rate movements or quantitative easing operations could 
also be given the power to approve or disapprove either a Bernanke- 
style helicopter money drop or a one- off government debt write- off. 
And they could determine the appropriate size of such operations in the 
light of their independent judgements on the prospects for inflation rel-
ative to target. In the United Kingdom, for instance, there is no reason 
why the Bank of England Monetary Policy Committee, if equipped with 
the legal power, could not have approved in 2009 and 2010 a £35 billion 
helicopter money operation to finance increased fiscal expenditure, in-
stead of £375 billion of quantitative easing. And no reason it could not 
have refused to approve a larger helicopter money operation if it be-
lieved that would endanger inflation above the 2% target.

The problem of independent discipline is therefore soluble in princi-
ple. Significant coordination between fiscal and monetary authorities 
would nevertheless still be required. For while the central bank could be 
given the power to approve or disapprove a specific quantity of money 
finance, decisions on how to spend the money— whether by tax cuts or 
public expenditure increases and in what specific form— would inevi-
tably be political. And since the precise use of the money would in itself 
have implications for the stimulative impact, fiscal and monetary au-
thorities would need to discuss optimal policy design.
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Such discussions are, however, nothing new, but inevitable and appro-
priate when economies face debt overhang and deflationary pressures. 
In the United Kingdom after 2008 the potential roles for exceptional 
liquidity measures, quantitative easing, and the Funding for Lending 
Scheme were extensively discussed between the governor of the Bank 
of England and the chancellor of the Exchequer. In Japan, the Bank of 
Japan’s current program of quantitative and quantitative easing has been 
designed as part of a “three- arrow package” also involving fiscal and 
structural measures. Coordination of policy design does not diminish 
the central bank’s ability to say no if it thinks the total size of the stimu-
lus package will be excessive and will cause harmful inflation. As Ben 
Bernanke argued in 2003 “under [some circumstances] greater cooper-
ation for a time between the central bank and the fiscal authorities is in 
no way inconsistent with the independence of the central bank.”6

The potential to use monetary finance to escape from debt overhang 
and deflation should not therefore be excluded on the grounds that it 
will lead inevitably to excessive inflation and fiscal indiscipline. In coun-
tries with one central bank and one fiscal authority, the challenge of 
combining appropriate discipline with coordination should be soluble. 
Where it may not be, however, is in the eurozone.

The Eurozone Exception— An Unfixable Problem?

From 2011 to 2014 the eurozone was stuck in the doldrums, with zero 
growth and with inflation far below the ECB’s “close to 2%” target. In 
spring 2015, as I finish this book, the ECB’s massive quantitative easing 
program— and the resulting depreciation of the euro— seem at last to 
have stimulated some recovery. But the overall performance of the euro-
zone economy remains dire: GDP in 2014 was still 1% below the 2007 
level, and GDP per capita was still further behind.7 The eurozone faces 
an entire decade of no growth in living standards.

In many eurozone countries the private sector is attempting to de-
leverage after excessive pre- crisis borrowing; in most, the state is also 
attempting to pay down high public debts. From 2011 to 2014 the pre-
dominant policy assumption was that loose monetary policy alone could 
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stimulate the economy, provided the “monetary policy transmission 
mechanism” was repaired. ECB promises to “do whatever it takes” to 
prevent exit from the eurozone led to declining government bond yields 
in peripheral countries: cheap ECB liquidity lines plus regulatory ac-
tions to force bank balance- sheet repair (stress tests and asset quality 
reviews) led to declining bank funding costs, and interest rates charged 
to households and companies fell to historically low levels. But robust 
economic growth has not returned, because demand is depressed by si-
multaneous public and private deleveraging.

The eurozone thus faces the same predicament as Japan did in the 
1990s and with the same likely consequence— many years or even de-
cades of slow growth and excessively low inflation. But the social and 
political consequences of a Japanese- style lost decade would be far more 
severe in the eurozone of separate nation- states, with significant ethnic 
and religious minorities, facing large and uncontrollable migration flows 
from unsettled countries to the south, than in culturally and ethnically 
homogeneous Japan. Rebooting the eurozone economy is vital, and 
without fiscal as well as monetary stimulus ideally combined in the form 
of monetary finance, that reboot will not be achieved.

While radical policy measures are most needed in the eurozone, how-
ever, it is also in the eurozone that they are least likely to be agreed on. 
Achieving the appropriate balance of discipline plus policy coordination 
is difficult but should be possible in economies with one central bank 
and one government. But in a eurozone with one central bank and mul-
tiple nations, the challenge is magnified by distributional issues and a 
lack of trust. For if national government debts can be written off and 
increased fiscal deficits financed by central bank money, which specific 
eurozone countries should benefit from this largesse? And once coun-
tries that borrowed excessively in the past realize that money finance is 
possible, what incentive do they have to avoid excessive public or private 
debts in the future? Such problems of moral hazard are difficult to ad-
dress within one nation with one central bank, but they are far more so 
in the eurozone.

In principle there are technical solutions to these issues of distri-
bution and discipline. As Francesco Giavazzi and Guido Tabellini have 
argued, the eurozone could agree to use central bank money to finance 
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simultaneous tax cuts of exactly the same percentage of GDP in each 
eurozone country, so that there would be no transfer of spending power 
among nations.8 And such a tax cut could be clearly time limited, with 
existing eurozone rules on deficit and debt reduction continuing to apply 
to the rest of public budgets.

But technical possibility is not enough, as there are widely diver-
gent views in Europe about whether nominal demand is actually de-
ficient, and low- debt countries such as Germany do not trust high- 
debt countries to stick to their commitments. Until the end of 2014, 
the ECB found it difficult to gain agreement even to large- scale but re-
versible quantitative easing operations, let alone to permanent money  
finance.

Today’s eurozone structure may therefore make a Japanese- style 
“lost decade” inevitable. The required long- term solution, if the euro-
zone is to stay together and succeed, must entail significant federaliza-
tion. Some public debts should be issued at the eurozone level, while 
others remain at national level as well as a national state level: national 
level debts should be subject to the market discipline of potential de-
fault, but federal level debt should become an undoubtedly safe asset 
underpinned by the potential backstop of central bank monetiza-
tion. Private credit creation should be constrained by strong macro-
prudential tools coordinated at eurozone level but differentiated on a 
country- by- country basis to constrain national credit and asset price  
cycles.

The best pragmatic short- term strategy, meanwhile, may well involve 
operations that post facto turn out to be money finance, but whose es-
sential nature can be denied for fear of legal and political challenges. If 
the European Investment Bank funds infrastructure investment, rais-
ing money with long- term bonds that the ECB buys, we edge closer to 
money finance without quite crossing the line.9

But if neither the long- term solution nor adequate short- term ac-
tion is possible, it would be better for the eurozone to break up, ide-
ally through the exit of potential hard- currency countries, such as 
Germany.10 If it continues with structures and rules that make any 
form of monetary finance impossible, Europe will be condemned 
to an unnecessarily long period of slow growth and dangerously low  
inflation.
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One- off Money Finance Only?

Faced with a debt overhang and deficient nominal demand, we must be 
willing to use the money finance option. There is, however, a strong 
argument for making that use “one- off ” only, a response to exceptional 
circumstances, returning to the orthodox prohibition on monetary fi-
nance once robust growth has returned and inflation is back on target. 
If the policy is clearly one- off and is justified by extreme circumstances, 
it will be easier to contain the moral hazard risk: but if we accept money 
finance as a normal operation, deployed continuously year after year, 
the danger that future governments will abuse it is greatly increased.

But that was not what Milton Friedman proposed in 1948. Instead he 
argued that if a slow increase in nominal demand was desirable, it should 
be provided by the government running each year small fiscal deficits 
entirely financed with fiat money creation. If, say, the money stock stood 
at 50% of GDP and needed to grow at 4% per year (that is, by 2% of 
GDP) to support 4% nominal GDP growth, the government would each 
year run money- financed deficits of 2% of GDP.

So should we consider this more radical proposal? Friedman himself 
stressed that “The proposal has of course its dangers. Explicit control of 
the quantity of money by government and the explicit creation of money 
to meet actual government deficits may establish a climate favourable to 
irresponsible government action and to inflation.”11 Once governments 
know that they can fund 2% of GDP deficits with money rather than 
taxes, what is to stop them wanting to make that 3% or 4% or 5%?

For that reason my own strong preference is that any use of the money 
finance option should be one- off. But the logic of this book’s analysis is 
that there could be circumstances in which a continuous role for money 
finance would be less risky than alternative policies.

Secular Stagnation— The Case for Continuous Money Finance?

Chapter 7 argues that much of the rapid credit growth before the 2007– 
2008 crisis was not essential to deliver economic growth. Credit to fi-
nance the purchase of existing real estate drove up leverage and asset 
prices but produced no necessary and fully proportionate increase in 
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nominal demand. Rising consumer credit helped maintain adequate de-
mand in the face of rising inequality, but it would not have been needed 
if inequality had not increased. If we make the reforms described in Part 
IV, we might therefore be able to achieve economic growth without still 
faster growth in private credit.

But it is also possible that if we constrain private credit growth to limit 
the risks of future crisis and debt overhang, we will then face a problem 
of deficient nominal demand. Credit extended against real estate does 
not necessarily produce a fully proportionate increase in nominal de-
mand, but it may, by making people feel richer, stimulate expenditure 
to a significant extent. It is therefore possible, as Larry Summers has 
argued, that without rapid and potentially unstable credit growth, we 
might face a problem of secular stagnation.12

Structurally deficient nominal demand could arise if desired (ex ante) 
savings exceed desired (ex ante) investment, and forces at work in mod-
ern economies may make that imbalance inevitable. Investment needs, 
as Chapter 7 describes, may be reduced by the falling relative price of 
capital goods that incorporate ICT. And slower population growth re-
duces the need for each generation to accumulate additional capital 
stock. But demographic change in the form of increased longevity can 
simultaneously encourage people to accumulate large savings during 
working life to fund longer retirements, and the desire to bequeath wealth 
can, as Thomas Piketty argues, produce increased desired savings irre-
spective of whether additional investment in capital stock is required.

Through a variety of mechanisms, economies could therefore face a 
disconnect between savings aspirations and investment needs, with sav-
ings and investments only brought into balance by very low real interest 
rates. In 1990 the real rate of return available on 20- year index- linked 
government bonds in the United Kingdom and the United States was 
over 3%. By the 2007– 2008 crisis that rate had already fallen to less than 
1.5% and is now close to zero. Extremely low interest rates in turn helped 
induce the rapid credit growth that led to crisis.

It is therefore possible, though by no means certain, that we face not 
merely a severe debt overhang problem produced by excessive credit 
growth but also an underlying structural deficiency of nominal demand. 
If so, it seems we must accept either the instability of credit booms and 
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busts, or sustained low growth, too low inflation, and debt levels that are 
never reduced.

But deficient nominal demand is one problem that can always be 
solved through fiat money creation. And if the secular stagnation threat 
is truly as severe as some economists argue, we could counter it by using 
money finance not as a one- off device but continuously over time. We 
would need as best possible to guard against excessive use, for instance, 
through legal limits on the maximum quantity of fiat money created 
each year or by locating decisions on allowable quantity in independent 
and inflation- targeting central banks. And there is a risk that such con-
straints would prove imperfect. But if the alternative is sustained slow 
growth and deflation, that might be a risk we have to accept.

Between Debt and the Devil

Allowing monetary finance is dangerous, since governments may create 
fiat money in excessive quantities and misallocate the resulting spend-
ing power to inefficient ends. But the alternative route to adequate nom-
inal demand— by means of private credit creation— is also dangerous, 
since free financial markets left to themselves are bound to create credit 
in excessive quantities and allocate it inefficiently, generating unstable 
booms and busts, debt overhangs, and post- crisis recessions.

The United States was not printing fiat money in the decade before 
2008, but a huge private credit boom produced a huge financial crisis. 
Far from printing fiat money to fund fiscal deficits, Ireland before 2008 
was using fiscal surpluses to repay public debt: but it still suffered from 
a massive misallocation of capital investment into unprofitable real es-
tate projects. China could have chosen in 2009 to offset the impact of the 
global recession with money- financed fiscal stimulus: it chose instead to 
use bank credit creation. But it is still left with excessive real estate and 
infrastructure investment in many cities and a severe debt overhang 
problem.

Pre- crisis macroeconomic orthodoxy combined total anathema against 
fiat money finance with an almost totally relaxed attitude to private credit 
creation. Optimal future policy must reflect the reality that we face a 
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choice of dangers and must combine far tighter controls on private credit 
creation with the disciplined use of fiat money finance when needed. 
Our refusal to use that option until now has depressed economic growth; 
led to unnecessarily severe fiscal austerity; and, by committing us to 
sustained very low interest rates, increased the risks of future financial 
instability.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 



E P I L O G U E

THE QUEEN’S QUESTION AND THE FATAL CONCEIT

[The] central problem of depression prevention has been solved, 
for all practical purposes, and has in fact been solved for many 
decades.

— Robert Lucas, president of the American Economic Association, 
20031

Standard macroeconomic theory did not help foresee the crisis, 
nor has it helped understand it or craft solutions . . . complete 
markets macroeconomic theories not only did not allow the key 
questions about insolvency and illiquidity to be answered. They 
did not allow such questions to be asked.

— Professor Willem Buiter, “The Unfortunate Uselessness of Most 
‘State- of- the- Art’ Academic Monetary Economics,” 20092

There are probably few genuinely “deep” (and therefore stable) 
parameters or relationships in economics, as distinct from in 
the physical sciences, where the laws of gravity are as good an 
approximation to reality one day as the next.

— Mervyn King, “Uncertainty in Macroeconomic Policy- Making,” 
20103

In spring 2009, Queen Elizabeth visited the Economics Department 
of the London School of Economics to discuss the financial crisis. She 

asked a simple question: “Why did no one see it coming?” The response, 
delivered by letter some months later, was that there had been “a failure 
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of the collective imagination of many bright people, both in this country 
and internationally, to understand the risks to the system as a whole.”4 
But the truth is worse than that. The dominant strain of academic eco-
nomics, and of policymaking orthodoxy, not only failed to see the crisis 
coming but asserted that better policy and increased financial sophisti-
cation had made financial crises far less likely than in the past. The pres-
ident of the American Economic Association, Robert Lucas, was con-
fident in 2003 that “the central problem of depression prevention has 
been solved.” The IMF was sure in 2006 that financial innovation had 
“increased the resilience of the financial system” and made commercial 
bank failures less likely.

Ideas matter. They strongly influence the assumptions with which 
policymakers approach practical policy choices. They define other ideas 
as unsound, not worth considering, taboo. So it is vital not only to pur-
sue different policies but also to challenge the assumptions, theories, 
and methodologies that underpin them.

In two key ways the dominant strain of modern economics ill served 
our understanding of financial and macroeconomic instability. Finance 
theory assumed that human beings are rational and financial markets 
efficient, and macroeconomics largely ignored the details of the finan-
cial system. A more complex financial system was therefore bound to 
make the economy more efficient, and the macroeconomy was bound 
to be stable as long as low inflation was achieved.

But underlying these specific failings was also a methodological and 
philosophical bias— a preference for mathematical precision and ele-
gance at the expense of realism and a desire to arrive at certain answers 
that made possible unchanging public policy rules.

We need a new approach to economics and to public policy. The pre- 
crisis policy orthodoxy reflected overconfidence in the power of free 
financial markets to deliver optimal results. Ironically, indeed, its self- 
assurance replaced but mirrored the earlier mid- twentieth century 
confidence that government economic planning and direction could 
achieve superior performance. Our future approach must recognize that 
both markets and governments can fail, and that optimal policy inevit-
ably involves a choice between alternative imperfections and alternative 
dangers.
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Market Efficiency and Rationality— Mathematical  
Elegance over Reality

Part I describes the pre- crisis assumption that financial market comple-
tion was certain to produce positive results. Securitization, derivatives, 
and increased trading of credit securities made it possible to “slice and 
dice” risk and distribute it into the hands of those best placed to bear 
it. Visible and market- driven prices for credit derivatives and securities 
brought the wisdom of the market to bear on the pricing of credit to the 
real economy. More financial activity thus ensured both better allocative 
efficiency and greater stability.

That did not of course mean that there should be no regulation, nor 
that economists believed that the perfect equilibrium described by Ken-
neth Arrow and Gerald Debreu is attainable in the real world. Conduct 
regulation was needed to protect customers from exploitation, and mi-
croprudential regulation was required to offset the risks created by mis-
aligned incentives. But there was a strong bias to believe that more fi-
nancial activity was in general good and that rational profit- maximizing 
private firms would manage risks well enough to make the whole system 
stable. Regulators should therefore, it was believed, concentrate on iden-
tifying and correcting the specific imperfections standing in the way of 
still more efficient markets. We were getting closer to the “the utopia of 
finance for all.”

That confidence was underpinned by the assumptions of the Efficient 
Market Hypothesis and the Rational Expectations Hypothesis. But the 
EMH suffers from the deficiencies described in Chapter 2, and the REH 
is equally unrealistic. It asserts that economic agents base their decisions 
on rational assessments of the probability distribution of future possible 
results, bringing to bear in that assessment all available information.5 
Indeed, agents (that is, ultimately people) have mental models of how the 
economy works (for instance, how different economic factors interact), 
which they use to transform available information into rational expecta-
tions, and these mental models are the same as those which economists 
who believe in the REH deploy to understand the world.

As economists Roman Frydman and Edmund Phelps have com-
mented, this proposition is not only debatable, it is distinctly odd. “Why,” 
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they ask, “would the predictions of a particular economist’s overarching 
account have any connection with how profit- seeking participants fore-
cast outcomes in real world markets?”6 The assumption is also at odds 
with what we know about actual human decisionmaking and about how 
human brains work. And it fails to face the reality that the future is not 
governed by mathematically defined probability distributions of results 
but by inherent uncertainty.

Indeed, for many people outside the citadel of academic econom-
ics, the triumph of such an unrealistic theory as the REH is deeply 
strange. But its origins lay in a well- intentioned desire to address what 
were rightly seen as deficiencies in the post- war Keynesian consensus. 
That consensus was based on a formalization of Keynes’s theory into 
a set of mathematical relationships summed up in what is known as 
the ISLM model.7 It sought to describe macroeconomic dynamics by 
focusing on aggregate flows of investment, consumption, and govern-
ment spending, and on high- level relationships between, for instance, 
interest rates and investment levels. But it failed to specify why those 
aggregates should interact in the fashion proposed, given individual 
agents’ behaviors, preferences, and expectations. The theory, critics ar-
gued, did not have “microfoundations.” In particular, it failed to spec-
ify how people’s behavior was determined by expectations about the 
future, why they held particular expectations, and how those expecta-
tions would evolve in the light of changing circumstances and public  
policies.

Seeking to define the microfoundations of macrobehavior was a valid 
and indeed vital intellectual objective. But the actual microfoundations 
developed, based on the assumption that expectations were wholly ra-
tional, were dangerously unrealistic. But they had one useful feature: 
they made economic theory and models mathematically tractable and 
thus capable of producing definitive and elegant mathematical results, 
which would not have been achievable with more realistic assump- 
tions.

Sound policy for the future needs to reflect the reality that individ-
uals are not wholly rational and financial markets far from perfectly 
efficient.
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An Economy without Banks: The Strange Amnesia  
of Modern Macroeconomics

The second crucial failure was that modern macroeconomics largely ig-
nored the operations of the financial system and in particular the role 
of banks. If the assumptions of the REH are rather odd, the fact that 
modern macroeconomics wrote the financial and banking system out of 
the script is even odder. After all, monetary policy works through credit 
markets and the banking system; changes in central bank interest rates 
affect the real economy because interest rates charged to bank borrow-
ers or paid to bank depositors are changed. But modern macroeconom-
ics had increasingly assumed that the financial system could be treated 
as a veil through which the impetus of monetary policy passes but with-
out being affected by it. Any focus on the banking system as an autono-
mous creator of credit and purchasing power, which had been central to 
the thinking of earlier economists— such as Wicksell, Hayek, Fisher, and 
Simons— largely disappeared. Andrew Haldane, chief economist of the 
Bank of England, has estimated that in the decade preceding the 2007– 
2008 crisis, the Monetary Policy Committee of the Bank of England spent 
just 2% of its time discussing developments in the banking system.8

The roots of this strange amnesia are complex. As a fine historical 
account by the economist Mark Gertler sets out, the tendency to ignore 
the details of the financial system was found not just in the New Classi-
cal and New Keynesian schools that have dominated over the past three 
or four decades, but in earlier post- war Keynesianism and Monetarism.9 
Thus while Keynes himself wrote insightfully about financial system in-
stability in both The General Theory and Treatise on Money, post- war 
Keynesian frameworks and models tended to focus on overall aggregates 
and broad policy tools— investment, the interest rate, fiscal deficits— 
and paid little attention to financial sector balance sheets. Some econo-
mists of the 1950s and 1960s, such as John Gurley and Edward Shaw, 
tried to redress the balance.10 But from the 1970s on interest declined. 
The few economists who continued to insist on the vital importance of 
financial system dynamics and balance sheets— in particular, Hyman 
Minsky— were marginalized.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

               
         

 



246  EPILOGUE

Chapter 10 discusses one reason for this declining interest— economists 
and policymakers drew the wrong conclusion from increasing evidence 
that money growth had no necessary and proportionate implications for 
current price inflation. Another factor at work was that taking the finan-
cial system out of theory and models made it possible to arrive at math-
ematically precise results.

For if one assumes that the financial system is of no macroeconomic 
importance, it becomes possible to analyze the dynamics of the macro-
economy with the use of models in which a single “representative house-
hold” contracts with a single “representative firm.” This, in essence, is 
what goes on in standard Dynamic Stochastic General Equilibrium 
models, which have become important central bank tools, informing 
real- world policy choices. In these models, economies can be disturbed 
from smooth equilibrium paths by externally arising real shocks, such 
as political events, new raw material discoveries, or unexpected techno-
logical breakthroughs. And their path back to equilibrium can be com-
plicated by the fact that prices and wages are “sticky,” rather than adjust-
ing in a perfectly smooth fashion. But they will never illustrate that the 
financial system can be itself a cause of instability, because that possibility 
is excluded by the initial assumptions.

You cannot see a crisis coming if you have theories and models that 
assume that the crisis is impossible.

The Underrated Value of Empirical Facts

Modern macroeconomics focused little attention on the role of banks. 
But when economists and financial theorists did describe banks, they 
usually made a dangerously simplistic assumption— that banks take de-
posits from households to lend money to businesses and entrepreneurs, 
allocating capital resources between alternative investment projects. In 
fact, as Chapter 4 describes, most bank lending in modern economies (or 
in the United States, most capital markets lending) is unrelated to new 
business investment but instead funds a competition among households 
for the ownership of already existing real estate.

That reality has been clearly shown by the historical analysis of Òscar 
Jordà, Moritz Schularick, and Alan Taylor. Their work shows the vital 
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contribution to good economics of empirical analysis of real- world 
trends. Thomas Piketty’s analysis of the changing historical relationship 
between wealth and income has similarly raised important issues that 
most modern macroeconomics has largely ignored. And detailed anal-
ysis of the importance of urban land in the growing wealth / income 
ratios that Piketty has documented in turn suggests crucial policy and 
theoretical issues on which Piketty himself has not focused.11

At the core of macroeconomic instability in modern economies lies 
the interaction between the limitless capacity of unconstrained private 
banking and shadow banking systems to create credit, money, and pur-
chasing power, and the inelastic supply and rising demand for location-
ally specific urban land. Most modern macroeconomics has failed to 
focus on this interaction. That is in large part because it was uninter-
ested in the empirical reality of what banks actually do.

In Academia’s Defense

Inadequate economics thus played a major role in blinding policymak-
ers to growing dangers in the financial system. It provided support for 
central bank policies focused too exclusively on low inflation and for reg-
ulatory policies that placed too much faith in efficient financial markets.

But as a criticism of economics overall, this might seem unfair. For 
many economists over the past 30 years have explained why financial 
markets do not always produce beneficial results and why they might be 
unstable. All of the arguments presented against the EMH in Chapter 2 
draw on the work of leading economists, several of whom have been 
honored as Nobel laureates. Daniel Kahneman’s work on behavioral 
economics has provided a compelling critique of simplistic assumptions 
of rationality. Robert Shiller and Andrei Shleifer’s work provides a rich 
understanding of the dynamics of real world financial markets. James 
Mirrlees, Joseph Stiglitz, and George Akerlof have illustrated that in-
herent imperfections make it inevitable that markets can settle far from 
efficient equilibrium and that equilibria can be multiple and fragile. Jo-
seph Stiglitz and Bruce Greenwald argued for many years before the 
crisis that “the focus of monetary policy should shift from the role of 
money in transactions to the role of monetary policy in affecting the 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

               
         

 



248  EPILOGUE

supply of credit.”12 And recent excellent work on financial instability 
dynamics, such as that by Marcus Brunnermeier and Hyun Shin cited 
in Chapter 6, builds on ideas which were at least to some extent present 
in the academic literature over the past several decades.13

But the fact remains that while academic economics has not been 
monolithic, in the translation of ideas into public policy one oversim-
plistic strand dominated. The belief that market completion was bring-
ing us closer to an efficient equilibrium did predispose regulators to be-
lieve that financial innovation and financial deepening must be good for 
the economy. And modern macroeconomic theory left us ill- equipped 
to understand how financial developments generate macroeconomic 
instability.

As Willem Buiter has put it,

standard macroeconomic theory did not help foresee the crisis, nor has 
it helped understand it or craft solutions. . . . Complete markets macro- 
economics theories not only did not allow the key questions about insol-
vency and illiquidity to be answered. They did not allow such questions 
to be asked.14

The Fatal Conceit and a Choice of Imperfections

Underlying the key failures of pre- crisis economics were thus common 
methodological roots: an attraction to argument by axiom and to ap-
parently complete and certain models, and a willingness to ignore real 
world complexities. Theory in turn appeared to support universally 
 applicable policy rules: financial liberalization was beneficial whether 
applied to equity or debt markets, to developed or emerging economies, 
and to domestic markets or international capital flows. And central 
banks could ensure macrostability provided they used interest rate pol-
icy rules to pursue clear inflation targets. In that search for certainty and 
rules, paradoxically, neoclassical orthodoxy mimicked the very faults 
that had previously affected its intellectual polar opposite— the ideology 
of socialist planning.

Friedrich Hayek argued that there was a “fatal conceit” in socialist 
planning that made it not only undesirable but also quite impossible.15 
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It assumed that it was possible for planning authorities to gain such 
comprehensive knowledge of both present conditions and future devel-
opments as to allow mathematically precise optimization. But for Hayek, 
effective economic organization and progress depended on the use of 
knowledge “which is not given to anyone in its totality”16 and is inher-
ently imperfect. No precisely rational, mathematical plan for the whole 
economy is therefore possible. And in its absence, economic and social 
progress is best achieved through processes of market- based explora-
tion that are inherently imperfect and changing over time.

The pre- crisis orthodoxy suffered from not just a similar but in some 
senses the very same conceit. For the idea that free markets will always 
deliver optimal results and that financial stability will be achieved pro-
vided central banks pursue clear targets with predictable rules rests on 
the assumption that the future can be described by precise mathematical 
models and that rational human beings maximize their utility on the 
basis of rational expectations. As Roman Frydman and Michael Gold-
berg argue, a hubristic overconfidence follows, in which

like a socialist planner, the economist thus believes that he can accom-
plish great feats, because he supposes that he has finally uncovered the fully 
determined mechanism which drives market outcomes and that his model 
adequately captures how market participants think about the future.17

Indeed, as Frydman and Goldberg point out, true believers in rational 
expectations share exactly the same belief in the possibility of rational 
optimization that motivated proponents of economic planning. Oscar 
Lange, who left the University of Chicago in the late 1940s to become a 
senior official in Poland’s communist government, believed that plan-
ning was superior to the market because it would enable rational math-
ematical programming that the market itself could not perform. Robert 
Lucas, a leading proponent of rational expectations– based economics, 
conversely believes that “the mathematics of planning problems turned 
out to be just the right equipment needed to understand the decen-
tralised interactions of a large number of producers.”18 The shared belief 
is that either rational agents or rational planners can produce socially 
optimal results in a mathematically predetermined world.

In the real world, however, we must deal with only partially rational 
human beings and inherently imperfect markets. And our understanding 
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of future economic developments cannot be reduced to precise mathe-
matical models, since the future is governed, as Frank Knight argued 
in a famous article in 1921, not by probability distributions of possible 
results, but by inherent irreducible uncertainty.19 As a result, as John 
Maynard Keynes put it, “human decisions affecting the future, whether 
personal or political or economic, cannot depend on strict mathemati-
cal expectations, since the basis for making such calculations does not 
exist.”20 The social science of economics can never therefore reach the 
standards of mathematical precision established by Newtonian physics, 
and the economics profession’s tendency to “physics envy” leads to a dan-
gerous and unjustified confidence in the certainty of its conclusions.21

That unjustified confidence underpinned both the belief that ever 
more financial activity must be socially valuable and the idea that mac-
roeconomic stability would be ensured provided central banks followed 
clear rules. Instead we need to accept that both governments and markets 
can play positive roles but that both are inherently imperfect instruments 
that, unless effectively constrained, can also create severe economic and 
social harm.

History tells us that discretionary government control over fiat money 
can lead to instability and hyperinflation. Societies have therefore at-
tempted to place constraints or absolute limitations on this dangerous 
potential. The gold standard represented one such attempt, but its ri-
gidities were unsustainable. The orthodoxy that developed before the 
2007– 2008 crisis was another: it assumed that as long as central banks 
were independent enough to refuse monetary finance of fiscal deficits, 
financial and macroeconomic stability would result.

But the crisis showed that simple rule also to be insufficient. That was 
because while excessive fiat money creation can be dangerous, so too 
can private credit and money creation. Free markets in private credit 
creation left to themselves can create too much of the wrong sort of debt, 
crisis, debt overhang, and post- crisis recession, and they can do so even 
if inflation is permanently low and stable.

Pre- crisis orthodoxy treated free market private credit creation as 
by definition optimal and fiat money creation as in all circumstances 
dangerous— the work indeed of the devil. But in fact we face a balance 
of risks and benefits. A totally relaxed attitude to private credit creation 
produced the crisis; and a total prohibition on fiat money creation has 
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made recovery weaker than it could have been. Absolute beliefs and 
simple rules are dangerous.

There is no utopia of finance for all, which will result from the opera-
tion of free markets subject only to a simple set of macroeconomic rules. 
We cannot therefore avoid the need to intervene to offset the inefficiency 
and instability that free financial markets will inevitably generate.

But we should also be wary of any belief that policy interventions 
can produce an alternative utopia of perfect results. There are no perfect 
markets, and there can be no perfect planner. Markets are imperfect, 
because the future is uncertain and human beings are not fully rational; 
discretionary public policy produces imperfect results for exactly the 
same reasons.

We face a choice of imperfections, and some of the imperfections 
are  unfixable. Equity markets will always display significant random 
noise and occasional large divergences from equilibrium values. But ir-
rational equity markets can still produce socially useful by- products: the 
 NASDAQ boom and bust left us with the companies of the Internet.22 
Rather than pursuing an unattainable utopia, we should identify where 
free markets have the greatest potential to diverge from social optimal-
ity and design public policies in response.23

That is above all in the market for credit creation and the resulting 
debt contracts. Those markets should be constrained by far stronger 
constant rules— such as much higher capital requirements. But public 
authorities cannot avoid the need also to make discretionary decisions, 
responding to continually evolving market conditions.

This proposition will be resisted. The idea that free financial markets 
plus simple macroeconomic rules will ensure social optimality is very 
elegant and appealing. But it was a fatal conceit that produced the di-
saster of 2007– 2008, from whose consequences many ordinary citizens 
around the world are still suffering.

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

               
         

 



 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

               
         

 



NOTES

Introduction

1. Reinhart and Rogoff (2013).
2. Lucas (2003).
3. U.S. Bureau of Labor Statistics, employment to population ratio (www.bls.gov). 

The ratio was 63% in 2007 and was about 58.5% during 2013, rising slightly to 59.3% in 
April 2015.

4. IMF World Economic Outlook Database, April 2015.
5. The London Interbank Offered Rate (LIBOR) provides a measure of the market 

price of interbank loans (in various currencies and for various maturities) and is used as 
a reference price for contracts in the lending and derivatives markets. It is set each day 
on the basis of inputs from major banks active in the interbank market. During 2008– 
2009 it became apparent that personnel responsible for input from some of the banks 
had manipulated their inputs to improve the value of their banks’ trading positions. In 
response fines amounting to several billion U.S. dollars were imposed on several major 
international banks by various regulatory authorities, including the UK Financial Ser-
vices Authority, the U.S. Commodity Futures Trading Commission, and the European 
Commission. Similar market rate manipulation has subsequently been discovered in the 
foreign exchange market, with very large fines again being imposed.

6. IMF Fiscal Monitor, April 2014, Table 1.6. The average 3.0% estimate reflects 
gross costs minus recoveries so far, but in some countries (e.g., the United Kingdom) 
there will be significant further recoveries as, for instance, equity stakes in Lloyds Bank 
and the Royal Bank of Scotland are sold.

7. IMF Fiscal Monitor, October 2014, Table 7, which shows increase on a gross debt 
basis from 72.5% to 106.5%. On a net debt basis (Table 8) the increase was from 44.7% 
to 73.6%.

8. Note that while throughout this book I use the phrase “banks create credit, money, 
and purchasing power” to capture the essence of how banks stimulate nominal demand, 
no particular importance should be attached to the quantity of the specific subsets of 
bank liabilities that are (somewhat arbitrarily) labeled as “money” in official statistics. 
By extending loans, banks create purchasing power, and at the moment when the loan is 
extended, the credit asset on the bank’s balance sheet is matched by a money liability. 
However, holders of the money may subsequently switch their “money” into another 
category of claim against the bank or may transfer the money to another person or com-
pany, which then holds another category of claim. But once credit has been created by 
the extension of a loan, there is bound to be a matching bank liability of some sort, 
which can only be extinguished if the credit (i.e., loan) is repaid. More formally there-
fore we should say “banks create credit, purchasing power, and matching bank liabilities, 
some of which are rather arbitrarily labeled as ‘money’ in financial statistics.” The divi-
sion of bank liabilities between those labeled “money” and other liabilities is, however, 
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of secondary importance. Indeed, as Benjamin Friedman (2012, p. 302) has put it, “in 
retrospect the economics professions focus on money— meaning various subsets of in-
struments on the liability side of bank balance sheets in contrast to bank assets— turns 
out to have been a half- century long diversion which did not serve our profession well.”

9. The counterargument could be made that the banking system before the crisis 
was subject to very significant regulation, and thus was not “left almost entirely to free 
market forces.” But the crucial point is that while regulators did attempt (in retrospect, 
ineffectively) to ensure the stability of the financial system itself (i.e., to mitigate the risks 
of chaotic bank failure), there was almost no focus on the total amount of credit created 
nor on its allocation. The clear philosophy was that as long as the banking system itself 
is stable, whatever amount of credit is created and whatever the level of leverage result-
ing are bound to be optimal.

10. Weidman (2012), p. 3.
11. Friedman (1948).
12. See Richard Smethurst’s (2009) biography of Takehashi Korekiyo and Barry 

Eichengreen’s (2015) Hall of Mirrors.

Chapter 1

1. Rajan and Zingales (2004, p. 66).
2. The figures in the following paragraphs are taken from Haldane, Brennan, and 

Madouros (2010).
3. On some measures, indeed, finance had become even more dominant. Haldane 

shows that the UK financial industry’s gross operating surplus— its profits before taxes— 
grew from just a few percent of all company profits in the 1960s and 1970s to 18%, al-
most a fifth, by 2007. And he illustrates a dramatic outperformance in terms of equity 
return. If an investor in 1900 had bought a typical portfolio of nonfinancial companies 
on the London stock exchange and also a portfolio of financial firms, his return from 
1900 to 1970 would have been very similar. From 1970 to 2007, however, the total return 
on the financial portfolio would have been three times greater than on the nonfinancial 
stocks.

4. Greenwood and Scharfstein (2013).
5. Bank for International Settlements, Online statistics, long series on credit to the 

private nonfinancial sector (www.bis.org/statistics/).
Note that different official figures for private debt levels by country (e.g., from the 

Bank for International Settlements, the OECD, or from national databases) vary sig-
nificantly, and as a result so do some figures quoted in major reports— for example, the 
Geneva report “Deleveraging, What Deleveraging?” (Buttiglione et al. 2014) or the Mc-
Kinsey Global Institute (2015) report “Debt and (Not Much) Deleveraging.” The figures 
for household debt are usually fairly consistent across different data sources. But figures 
for nonfinancial corporate debt or for financial institution debt often vary significantly 
because, for instance, of variable coverage of nonbank lending, and different treatments 
of lending by foreign banks into a country or by domestic banks out of the country. The 
direction of trends is however highly consistent across all the different data sources and 
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reports. Figures for public debt tend to be more consistent, and the IMF Fiscal Monitor 
can be treated as a definitive source, applying standard definitions as best possible. Varying 
figures are, however, sometimes found for net public debt (after holdings by government- 
related entities), and estimates of public debt in recent years sometimes vary by several 
percentage points between different editions of the biannual Fiscal Monitor, in part be-
cause of changing estimates of recent- year GDP levels. As for private debt, the picture 
for trends over time is highly consistent, even if measures of absolute level vary.

6. Bank of England in Layard (2010, Chapter 1, Figure 1.23).
7. Investment Company Institute, 2014 Investment Company Factbook, Table 37, 

Total Net Assets of Money Market Funds by Type (www.icifactbook.org).
8. U.S. Federal Reserve, Data Download Program, nonfinancial sectors credit mar-

ket instruments; liability (www.federalreserve.gov/datadownload/). In line with com-
mon market usage, the term “fixed income” financial assets is used here and elsewhere 
in the book to refer to all financial assets that are not equity in form and whose return to 
the investor is fixed by prior contract rather than being dependent on the economic 
performance of the business or project. But it can refer to assets— such as variable rate 
bonds or deposits— where the return varies with market interest rates

9. World Bank Global Financial Development Database.
10. Layard (2010, Figure 1.5). See Layard (2010, pp. 17– 21) for detailed discussion 

of the evolution of bank balance sheets from the 1960s to 2007. See Sheppard (1971) for 
the evolution of the system from 1880 to 1962.

11. Historical data series provided by Argus Media for the four main futures con-
tacts now being traded— the CME (NYMEX) WTI Light Sweet Crude, CME Brent, ICE 
WTI, and ICE Brent. In 2013 total annual volume for the four contacts was 352 million, 
representing 352 billion barrels of oil (contracts are for 1000 barrels), compared with 
around 33 billion barrels of oil produced and consumed.

12. Bank for International Settlements, May 2008, Semiannual Survey. Hong Kong.
13. Bank for International Settlements, May 2013, Statistical Release: OTC Deriva-

tives at end December 2012, Graph 2.
14. BIS Quarterly Review, March 2008, p. 88.
15. BIS Quarterly Review, December 2008.
16. European Banking Authority, High Earners, 2012 Data. 
17. Philippon and Reshef (2012).
18. Dudley and Hubbard (2004, p. 3).
19. IMF Global Financial Stability Report: Market Developments and Issues, April 

2006, p. 51.
20. See A. Palmer, “Playing with Fire,” The Economist, print edition, February 25, 

2012.
21. Dudley and Hubbard (2004, p. 17).
22. King (2012, p. 5).
23. For example, see Rousseau and Sylla (2003).
24. Levine (2005).
25. Rajan and Zingales (2004, p. 66). It is important to note, however, that one of the 

authors of that book, Raghuram Rajan, was also one of the few economists who subse-
quently understood and warned about the growing risks in shadow banking activities 
before the crisis. See Chapter 6.
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Chapter 2

1. Shiller (2000, p. 203).
2. “Maturity transformation” is achieved when a bank (or other financial intermedi-

ary) has longer term assets than liabilities, thus enabling end investors / savers to hold 
claims of shorter maturity than the assets that they indirectly finance. “Liquidity trans-
formation” is achieved when medium-  or long- term financial instruments, such as equi-
ties or bonds, are traded in liquid markets, thus enabling investors to sell them quickly 
when they wish; this also makes it possible for investors who wish to hold immediately 
redeemable claims to finance long- term financial commitments to companies.

3. Levine (2005).
4. Smith (1977 [1776]).
5. Arrow and Debreu (1954).
6. Named after the Italian economist Vilfredo Pareto (1848– 1923).
7. Fama (1970). For an excellent summary of the EMH propositions and their defi-

ciencies, see Shleifer (2000).
8. Jensen (1978, p. 1).
9. Kindleberger (1978).
10. Dash (1999).
11. MacKay (1841).
12. Shiller (1992, 2000).
13. Haldane (2010, p. 3).
14. Kahneman and Tversky (1973, 1979).
15. Shleifer (2000, p. 13).
16. Keynes (1973 [1936], p. 156).
17. Soros (2013).
18. Knight (1921).
19. Frydman and Goldberg (2011).
20. Tobin (1984, p. 5).
21. Wolfe (1987).
22. Stiglitz (2001). See also Stiglitz (1989).
23. Lewis (2014).
24. Summers and Summers (1989, 1990).
25. The literature includes French and Roll (1986), Edwards (1993), Umlauf (1993), 

and Hu (1998).
26. Stiglitz (2001). See also Lipsey and Lancaster (1956).
27. Janeway (2012).

Chapter 3

1. Kindleberger and Aliber (2005, pp. 9– 10). The first edition (by Kindleberger) was 
published in 1978. Reproduced with permission of Palgrave Macmillan.

2. BIS Statistics, long series on credit to the private nonfinancial sector (www.bis 
.org/statistics/).
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3. The figures for Chinese leverage are drawn from People’s Bank of China, Statistics 
and Analysis Department, online database. They reflect the Bank’s “total social finance” 
definition. Other estimates of Chinese leverage, using different definitions, show higher 
levels: for example, the McKinsey Global Institute (2015) report shows an increase from 
158% in 2007 to 282% in 2014, or from 134% to 217% if intrafinancial system debt is 
excluded. All the different figures, however, illustrate a dramatic increase of about 80– 
100% in real economy leverage above pre- crisis levels and still higher increases when 
intrafinancial system debt is included.

4. Graeber (2012).
5. Aristotle (2000).
6. For formal analysis of the concept of “costly state verification” (i.e., the fact that 

finding the truth about project returns can be a costly and difficult process), see Town-
send (1979).

7. Bagehot (1878, p. 5).
8. Gerschenkron (1962).
9. Gennaioli, Shleifer, and Vishny (2012, p. 466).
10. BIS Statistics, Long series on credit to the private nonfinancial sector (www.bis 

.org/statistics/).
11. Bernanke (2000, p. 53).
12. Fisher (1933).
13. Thus for instance, in Gertler and Kiyotaki (2009, p. 11) the bank intermediation 

channel is described as follows: “At the beginning of the period each bank raises deposits 
dt from households in the retail financial market at the deposit rate Rt+1. After the retail 
market closes, investment opportunities for nonfinancial firms arrive randomly.”

14. Bank of England components of M4. This percentage is calculated as (notes + 
coins) / (notes + coins + retail and wholesale deposits). If one simply focused on retail 
deposits instead of both retail and wholesale deposits, the balance would be 96% and 4%.

15. Wicksell (1936).
16. Wicksell also noted that the degree of constraint might vary between a closed 

economy and one linked with others through international trade and payments systems. 
In particular he noted that if countries running deficits had to make international pay-
ments in metallic commodities (e.g., gold) or in foreign currencies linked to gold, this 
might constrain their ability to expand domestic credit. This constraint effectively dis-
appeared with the collapse of the Bretton Woods system in 1971, and the development 
of global interbank markets, as Chapter 6 describes.

17. Woodford (2003).

Chapter 4

1. Jordà, Schularick, and Taylor (2014a, pp. 2, 10).
2. For instance, see descriptions in Townsend (1979), Rajan and Zingales (2004), 

and Levine (2005).
3. Bank of England Interactive Database, Sectoral analysis of M4 and M4 lending; 

also see Bank of England Interactive Database, Industrial analysis of monetary financial 
institutions lending to UK residents.
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4. Bank of England Interactive Database, Unsecured net lending (www.bankofengland 
.co.uk/boeapps/iadb/).

5. U.S. Federal Reserve estimate covering revolving consumer debt and excluding 
debt secured by real estate, as well as automobile loans, loans for mobile homes, trailers, 
or vacations. This measure, at $860 billion in 2013, is a subset of total unsecured con-
sumer. See www.federalreserve.gov/releases/g19/current/.

6. Thus if people value consumption in excess of their income today more than 
they will value the same amount of consumption in the future, the ability to borrow 
money today (consuming more than their income) and to repay it later (consuming 
less than their income) can, economic theory argues, produce a higher level of “utility” 
or “wealth” than if their consumption had to be equal to their income in all periods. 
This may often be the case, and it means that credit to finance consumption can be a 
socially useful activity. But the social value has nothing to do with the mobilization 
and allocation of capital on which most favorable assessments of financial deepening  
rest.

7. Hayek (2008 [1931]) and Minsky (2008 [1986]).
8. Central Statistics Office Ireland (www.cso.ie/en/media/csoie/releasespublications/

documents/construction/current/constructhousing.pdf).
9. Minsky also used the word “Ponzi” to describe the stage of the cycle in which new 

debt is required not only to finance capital repayments on existing debt, but even to 
repay the interest on the debt.

10. Y. Sun, P. Mitra, and A. Simone (2013) “The Driving Force behind the Boom and 
Bust in Construction in Europe.” Working Paper 13/181. Washington, DC: International 
Monetary Fund (www.imf.org/).

11. In Minsky’s description of the self- reinforcing cycle of increasing unsustainable 
investment, increases in the price of the existing stock of assets play a crucial role; as 
existing asset prices increase, it seems to make sense to invest in new similar assets. But 
what Minsky does not consider is a pure play case, where the existing asset is in abso-
lutely finite supply, and where there is no actual new investment, and indeed no need for 
new investment.

12. Jordà, Schularick, and Taylor (2014a, pp. 2, 10).
13. Piketty (2014).
14. Knoll, Schularick, and Steger (2014).
15. Brynjolfsson and McAfee (2014).
16. IMF World Economic Outlook, April 2015, chapter 4, figure 4.5. The figure also 

demonstrates that the price of capital investment “structures” has risen by about 20% 
relative to current goods and services. Machines are getting cheaper and physical build-
ings more expensive.

17. Federal Deposit and Insurance Corporation, and Bank of England.
18. Calomiris and Haber (2014).
19. Case- Shiller Index and U.S. Federal Reserve; European Central Bank (2009) 

“Structural Issues Report: Housing Finance in the Euro Area,” March.
20. See Mian and Sufi (2014) and Chapter 6 for discussions of credit and house price 

growth in “elastic” and “inelastic” cities.
21. For example, see Borio and Drehman (2009), Borio (2012), and Muellbauer et al. 

(2012).
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Chapter 5

1. Mian and Sufi (2014, p. 9). The University of Chicago Press, Chicago 60637. The 
University of Chicago Press Ltd., London. © 2014 by Atif Mian and Amir Sufi. All rights 
reserved. Published in 2014. Printed in the United States of America.

2. Buttiglione et al. (2014, p. 11).
3. Koo (2008).
4. Werner (2003).
5. Piketty and Zucman (2013).
6. Werner (2003).
7. Werner (2003, chapter 9). As Richard Werner points out, reported value may 

sometimes have been excessive even relative to best estimates of then- current prices. In 
some cases he describes, banks that had decided to only lend up to 70% LTV colluded 
with borrowers to increase the estimated value of specific land plots, so that larger loans 
could be justified. But since the very process of extending larger loans would in itself 
tend to increase the market price, the question of what the “true” market price really 
was, is itself somewhat debatable. The crucial point is that the market price was not an 
exogenous given but the endogenous result of the quantity of credit extended.

8. Jordà, Schularick, and Taylor (2014a, p. 37).
9. Mian and Sufi (2014).
10. See Eggertsson and Krugman (2012) for formal analysis of the negative impact 

on demand arising from the asymmetry of response between net debtors and net 
creditors.

11. Bank for International Settlements, Online statistics, Long series on credit to the 
private nonfinancial sector (www.bis.org/statistics/).

12. Bank for International Settlements, Online statistics, Long series on credit to the 
private nonfinancial sector (www.bis.org/statistics/).

13. Government debt figures can be expressed either on a gross basis or net after de-
ducting holdings of government debt by institutions that are themselves quasi- government 
(e.g., Social Security funds). The IMF Fiscal Monitor provides the figures on both bases. 
In Japan’s case the difference is large; for example, in 2013 gross debt was 243% of GDP 
and net was 134%. But even on a net basis, Japan’s debt has relentlessly increased and is 
now at levels that make repayment through normal processes impossible. Net figures in 
the IMF definition do not, however, deduct holdings by central banks. The implications 
of Bank of Japan holdings of government debt for debt sustainability and appropriate 
policy are discussed in Chapter 14.

14. Figures for public debt are on a gross basis from IMF Fiscal Monitor, April 2015, 
Table A7. On a net basis (Table A8) the increase is from 50% to 79% in the United States 
and from 30% to 59% in Spain.

15. Buttiglione et al. (2014).
16. See UK Office of Budget Responsibility: The Economic and Fiscal Outlook, March 

2014. This estimate makes allowance for likely future proceeds from, for instance, the 
sale of government equity stakes and is therefore considerably lower than the IMF esti-
mates of gross costs before recoveries referred to in the Introduction, note 4. Latest OBR 
estimates, published as this book goes to print, are lower still.
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17. Buttiglione et al. (2014).
18. See Chapter 3, note 3, for a discussion of alternative figures for Chinese leverage.
19. Buttiglione et al. (2014).
20. The argument that increased fiscal deficits could sometimes be so stimulative 

that they will “pay for themselves” and thus not produce an increase in public debt levels 
is considered in Chapter 14.

21. Kapetanios et al. (2012).
22. See Bank of England (2012).
23. UK Office of National Statistics,Wealth and Asset Survey, Gross Household Fi-

nancial Wealth by Decile, released on April 2, 2015 (www.ons.gov.uk). In 2006– 2008 the 
top 10% owned 65.5%; by 2010– 2012 this had increased to 70.8%. This increase in per-
centage share reflects the fact that wealthier people hold a larger proportion of their fi-
nancial assets in marketable securities (e.g., equities and bonds), which increase in value 
when rates fall, while less wealthy people hold a larger share in bank deposits, which face 
a fall in interest income when rates fall but no increase in capital value.

24. UK Office of Budget Responsibility, November 2014. The latest OBR Report of 
July 2015 suggests slightly slower pace of increase but with combined public and private 
leverage in 2020 still higher than ever before.

Chapter 6

1. IMF Global Financial Stability Report: Market Developments and Issues, April 
2006, p. 51.

2. A. Palmer, “Playing with Fire,” The Economist, print edition, February 25, 2012.
3. Reinhart and Rogoff (2009).
4. Schularick and Taylor (2012, p. 9). Four per cent refers to the annual probability 

in any one country: thus across say 100 countries, it would imply four crises per annum.
5. Kindleberger and Aliber (2005, p. 6).
6. Dudley and Hubbard (2004, p. 3).
7. See Coggan (2011) for an excellent discussion of the links between global capital 

flows and domestic liberalization.
8. Eichengreen (2008).
9. U.S. Flow of Funds, cited in Layard (2010, Figurte 1.20). See pages 23– 27 for de-

tailed discussion of the growth of securitization.
10. Rajan and Zingales (2004, p. 47).
11. Dudley and Hubbard (2004, p. 17).
12. Greenspan (2005, p. 2).
13. See Lewis (2011, p. 93), where the phrase is attributed to Greg Lipmann of 

 Deutsche Bank.
14. Greenspan (2005, p. 2).
15. IMF Global Financial Stability Report: Market Developments and Issues, April 

2006, p. 51.
16. Hudson and Mandelbrot (2004).
17. Taleb (2007).
18. Brunnermeier and Pedersen (2009); Shin (2010).
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19. Gorton and Metrick (2012).
20. Securities Industry and Financial Markets Association, Repo Fact Sheet 2014 

(www.sifma.org/research/).
21. Financial Services Authority (2011).
22. Dudley and Hubbard (2004, pp. 17, 21).
23. One other category of credit which has grown rapidly in the United States and is 

now growing rapidly in the United Kingdom is student debt, incurred to finance univer-
sity tuition fees and living expenses. This debt could be seen as financing “investment” 
in human capital. But there are growing signs that much of it will prove unrepayable, 
with the returns from this investment not always sufficient to ensure debt sustainability. 
The issues relating to student debt— and how it fits in the framework of credit categories 
presented in this book— deserve further attention.

24. The asset management drivers of shadow banking activity have been explored in 
various articles by Zoltan Pozsar, Manmohan Singh, and James Aitkin. For example, see 
Pozsar (2011, 2015), and Singh and Aitkin (2010).

25. Financial Stability Board (2012b).
26. For instance, it is often possible to boost return for a number of years in an ap-

parently low- risk fashion by taking positions (effectively out of the money options) that 
carry a small risk of significant loss but may not crystallize for many years. And the ap-
parent benefits of highly active investment strategies (e.g., by hedge funds) are often il-
lusory once account is taken of “survivor bias”— the tendency for published returns to 
reflect only those funds that were successful and remained open to new investment. See 
Lack (2012).

Chapter 7

1. Minsky (2008 [1986], p. 117– 18). Stabilizing an Unstable Economy, H. Minsky, 
McGraw Hill-Education, © McGraw Hill-Education.

2. Eccles (1951, p. 76). It is not known who owns the copyright. Publisher Random 
House had no information and we are awaiting confirmation from The University of 
Utah Marriott Library, which holds some of Eccles papers, that the University does not 
have the rights of Eccles’s estate.

3. In theory the problem of the zero lower bound could be removed by abolishing 
paper money, so that all money took deposit form, as proposed by Kenneth Rogoff 
(2014). How this option (if feasible) would change the pros and cons of stimulating 
nominal demand by means of ultralow interest rates and quantitative easing is discussed 
in Chapter 14.

4. Even in a pure metallic money system, however, the meaning of the “pace of cir-
culation” is less precise than often assumed. As Richard Werner (2005) has pointed out, 
the original specification of the quantity theory of money suggested that the money stock 
might bear a somewhat stable relationship to the value of transactions in the economy 
(MV = PT, with V relatively stable), rather than to the value of nominal GDP (MV = PY). 
And since the relationship between transactions (T) and real income (Y) can vary (e.g., 
due to changes in the extent to which economic relationships are within rather than 
between firms), V defined as PT / M can move differently from V defined as PY / M. So 
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even in a pure metallic economy, while spending power must be to a degree constrained 
by the amount of chosen metal available, the relationship between money stock and 
nominal demand would not be precise.

5. See the description of the Lyon fairs in Martin (2013, chapter 6).
6. It is easiest to think of the deficit as taking the form of an explicit payment to each 

citizen of money that is transferred to their accounts at the savings bank (with the rest 
of the government budget being in balance). But it could also arise simply because the 
government had total expenditures higher than tax revenues, with a resulting net payment 
of money from the government to citizens. The central bank balance sheet could then be 
made to “balance” by recording on the asset side of its balance sheet a perpetual non- 
interest- bearing claim against the government. But this is not strictly necessary, since 
there is no absolute need for a central bank balance sheet to balance.

7. As cited in Werner (2005, pp. 166– 67).
8. Friedman (1948).
9. For discussion of the Pennsylvania case, see Jackson and Dyson (2013).
10. See Smethurst (2009) and Eichengreen (2015).
11. Friedman and Schwartz (1963).
12. Smith (1999 [1776], Book V, Chapter 2, p. 410).
13. It is worth noting that while the initial origins of the Weimar hyperinflation lay 

in money- financed fiscal deficits, its subsequent acceleration was also strongly driven 
by the Reichsbank’s willingness to refinance the credit extended to the private sector by 
commercial banks. This illustrates that the dynamics of fiat money and private money 
creation can in practice sometimes be interlinked. See Bresciani- Turroni (1937 [1931]).

14. Friedman and Schwartz (1963).
15. Simons (1936, pp. 9– 10).
16. One consequence of central bank liquidity provision is, however, that the divid-

ing line between private credit creation and fiat money creation is not as absolute as it 
first seems. While central bank operations to provide market liquidity are always de-
signed to be reversed in a micro sense, they often tend over time to produce an increase 
in the monetary base; and if, as in some regimes, this monetary base is non- interest 
bearing, the result is as if governments had financed a small part of the budget deficit 
with central bank money.

17. In fact in Keynes’s own writings, it is sometimes unclear whether he assumed 
that stimulative fiscal deficits should normally or always be debt financed. In one pas-
sage in The General Theory, he observes that “if the Treasury were to fill old bottles with 
banknotes, bury them at suitable depths in disused coalmines” and then let people dig 
them up and spend the banknotes, “there need be no more unemployment, and the real 
income of the community . . . would probably become a good deal greater” (Keynes 1973 
[1936], p. 129). What is described here is effectively a money- financed fiscal deficit not 
a debt- financed one.

18. See Barro (1974, 1989), and Sargent and Wallace (1981).
19. In these circumstances central banks may be unable (because of the zero lower 

bound) to set interest rates low enough to achieve their desired inflation targets and will 
not therefore respond to fiscal stimulus by raising interest rates. See Chapter 14 and 
DeLong and Summers (2012).

20. Another possibility is that the public debt is never formally monetized but that 
(1) maturing public debt is continually replaced by new public debt issues, with the public 
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debt to GDP ratio continually rising; and (2) the interest rate on public debt continually 
falls, steadily approaching zero, so that the interest expense on public debt always appears 
affordable. In these circumstances it would appear that there is no limit to how high 
public debt to GDP could rise. In essence indeed, debt that is perpetual and non- interest- 
bearing is money: so the greater the likelihood that debt will be perpetually rolled over, 
and the lower the interest rate paid on it, the less important is distinction between debt 
and money finance. Japan’s current experience is testing the limits of the distinction.

21. Keynes (1930, pp. 41– 43).
22. What is not important, however, is whether the assets deriving from credit cre-

ation are defined as “money” according to the arbitrary definitions used in financial sta-
tistics. Credit creation by banks must result in the emergence of some category of bank 
liability, and thus of some category of financial asset held by the nonbank sector. But this 
claim may take multiple forms (e.g., a deposit at bank, or ownership of a debt security 
issued by a bank). And the claims linking the real economy and the banks can be either 
direct (e.g., a company or household bank deposit) or indirect (with, e.g., a company or 
household holding an account at a money market mutual fund, which in turn holds a 
debt security issued by a bank). Thus while Keynes’s categorization of the different uses 
of money is insightful, it is best understood as an explanation of the consequences of 
different categories of credit extension, rather than implying that the balance between 
those bank liabilities that we count has “money” and those counted as “non- money” is 
of any particular importance. See also the Chapter 10, note 14 discussion of the mean-
ingless of the concept of a “demand for money,” which, as the economist Benjamin Fried-
man has commented, has proved to be a “half- century long diversion which did not 
serve our profession well” (Friedman 2012, p. 302).

23. Bank of England and UK Blue Book, National Income and Accounts. Note that 
the increase in mortgage debt is understated, because it does not count securitized 
mortgage lending, which increased significantly during that time period.

24. Werner (2003).
25. See figures 9.1 and 9.2 in Werner (2003).
26. Brynjolfsson and McAfee (2014).
27. Keynes (1973 [1936], p. 96).
28. The motivations that lead “poorer” or at least “less rich” people (i.e., people with 

median or even above average incomes but who are still not participating in rapid in-
come growth) to seek to maintain consumption in excess of income through borrowing 
have been explored by Robert Frank in a series of papers (Frank 2001, 2007; Frank, 
Levine, and Dijk 2010).

29. Eccles (1951, p. 76).
30. Rajan (2011, Chapter 1)
31. Rancière and Kumhof (2010). In Kumhof and Rancière’s model the inequality is 

between the top 5% and the other 95%. This may well reflect a reality that the quantita-
tively important element of the stimulus to credit intensity arising from inequality de-
rives not from the behavior of the truly poor (e.g., the bottom quartile) but from the 
efforts of the middle / less rich to keep up with the expenditure patterns of, say, the top 
decile or top few percent of the income distribution. Bordo and Meissner (2012) find no 
general link between inequality, credit booms, and financial crises, but they argue that 
rising inequality did play a role within the origins of the 2007– 2008 crisis. Van Treeck and 
Sturn (2012) point out that before the crisis both the actual extent of permanent (rather 
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than transitory) inequality and its potential importance were downplayed in a political 
climate in which concerns about inequality were unwelcome, and in which the easy 
availability of credit was seen as an integral part of the American dream.

32. Mian and Sufi (2014, p. 23).
33. Report by Savills, quoted in “Private Landlords Gain the Most from Rising Prop-

erty Market,” Financial Times, January 18, 2014.
34. Graeber (2012).
35. For detailed exposition of this argument, see Pettis (2013).
36. The concept of “secular stagnation” (implying a chronic deficiency of private 

nominal demand, which can only be overcome by appropriate government policy inter-
evention) was originally associated with the work of the mid- twentieth- century econo-
mist Alvin Hansen. It was revived by Larry Summers in his remarks to the fourteenth 
Jacques Polak Annual Research Conference, Washington, DC, Novenber 8, 2013.

37. Bank of England, Interactive Database.
38. The longer- term picture is inherently difficult to discern. Index- linked bonds 

were not issued before the 1980s. Estimates of ex ante required / expected real returns 
before then therefore rely on comparing ex post nominal realized returns with inflation 
rates; but this is not a robust methodology in periods that saw large and unanticipated 
variations in inflation rates. But David Miles (2005) has presented a plausible argument 
that today’s real interest rates are well below those typical throughout the nineteenth 
century, when less volatile inflation rates make inference from ex post realized returns a 
more valid technique.

39. Bernanke (2005).
40. McKinsey Global Institute (2010).
41. Turner (2010).
42. IMF World Economic Outlook, April 2015, chapter 4, figure 4.5.
43. See Wolf (2014) and other articles by Martin Wolf.
44. See Turner (2014, appendix 3).
45. See, for example, Lawrence Summers, “Why Public Investment Really Is a Free 

Lunch,” Financial Times, October 6, 2014.
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1. Hayek (1984 [1925], p. 21).
2. Studwell (2013, p. 139). Excerpt from HOW ASIA WORKS, copyright © 2013 by 

Joe Studwell. Used by permission of Grove/Atlantic, Inc. Any third party use of this 
material, outside this publication, is prohibited.
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4. IMF World Economic Outlook database; Maddison (2001).
5. Indeed even earlier catch- up countries, such as Germany and the United States, 

were blessed by the nonexistence of the Washington consensus in the mid- nineteenth 
century. For as the development economist Ho- Joon Chang (2007) argues persuasively, 
their catch- up development models also involved either high tariffs (as in the case of the 
United States) or state encouragement of initial industrial development (in the case of 
Prussia / Germany).
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The very early stages of Japanese industrial catch up in the late nineteenth century, 
after the Meiji restoration, were also based on state- led economic development and on 
admiration for the development theories of the German economist Friedrich List, who 
quite explicitly rejected the idea that free trade and free markets would drive economic 
catch up. See List and Colwell (1856).

6. Studwell (2013).
7. The word “machine” is used here to mean a software system as much as a piece of 

physical equipment. It covers anything that automates a function that previously required 
human activity, whether physical or mental. The importance of investment in “machines” 
in this sense is therefore in no way diminished by the shift from manufacturing to ser-
vices, or from hardware to software in the modern economy.

8. Capital investment in itself, unaccompanied by technological progress, will of 
course be subject to diminishing marginal returns. And, as Chapter 4 discusses, one 
of the features of the modern economy is that many “machines,” particularly in the form 
of software, are falling in relative price: some capital investment goods are getting much 
cheaper. But even for advanced economies technological progress is still embedded in 
new generations of machines (whether hardware or software), and without the devotion 
of some resources to investment rather than to the production of current goods and 
services, no economic growth could occur.

9. This does not imply that the increased rate of growth achieved by higher invest-
ment continues forever. Indeed, in the long term a higher rate of investment cannot 
permanently increase the growth rate above the pace determined by technological prog-
ress and increasing total factor productivity, since once a higher capital/output ratio has 
first been achieved, high investment is needed simply to keep that ratio stable. But that 
still leaves the attainable pace of growth during the transition to a higher capital stock 
per capita, and thus to a higher attainable standard of living, highly dependent on the 
investment rate.

10. Young (1995). Young’s insight is sometimes misinterpreted as implying that there 
is thus something inferior about the Asian growth path, and that a less capital- intensive 
path would have been better. In fact it simply illustrates that the only available path to 
rapid catch up is one that entails high investment.

11. Fiat money creation might, for instance, reduce real consumption by generating 
inflation, which reduces real incomes. In a sense therefore, fiat money creation can im-
pose an “inflation tax.” But other transmission mechanisms are also possible.

12. Hayek (1933, pp. 118– 19). In this passage Hayek also attacks the idea that this 
transfer of resources must work by means of inflation. It therefore seems at times as if he 
is attacking the very idea that “forced savings” are achieved by credit creation. In fact he 
is clear that his objection to the phrase “forced savings” was just that he felt it an unfor-
tunate expression, which, in the form described by others, could be misunderstood. He 
was absolutely clear that “every grant of additional credit involves ‘forced savings.’ ”

13. This pattern of response— savings rates increasing as the interest rate paid de-
clines— of course contradicts the simple textbook assumption that the quantity of sav-
ings is a positive function of the interest rate. But a wealth of empirical data shows that 
such backward- sloping supply curves for savings can and do exist, given individuals’ 
need to accumulate a given level of resources for retirement.

14. For example, see Joe Studwell’s (2013) description of the role of the “Berkeley 
Mafia” in Indonesia.
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18. Wen Jiabao comments at press conference following conclusion of National Peo-

ple’s Congress, March 15, 2007.
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leverage, all of which however, illustrate the same dramatic increase. The “total social fi-
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as well as private firms. And in an economy where the dividing lines between state and 
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private- sector credit in other economies. But it does primarily reflect credit that is sup-
posed to be repaid either out of household income or out of profits generated by invest-
ments, rather than out of taxation revenues.
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21. Fueki et al. (2010).
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debtor and net creditor nations— the former compelled to restrict demand, the latter 
under no equivalent pressure to stimulate it— was central to Keynes’s concerns about 
the operation of the international monetary system and to his arguments at the Bretton 
Woods conference in favor of some form of global central bank (see Skidelsky 2004). 
Indeed, potentially asymmetric responses between nations represent simply a particu-
larly risky subset of the more general asymmetry between net debtors and net creditors 
(whether between nations, companies, or households), which Eggertsson and Krugman 
(2012) have explored.

7. Broner et al. (2013).
8. Committee on the Global Financial System (2009, p. 2).
9. Rey (2013, p. 312).
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11. IMF World Economic Outlook database.
12. The overhang is now as much in the public sector, where debt levels soared after 

the crisis, as in the private sector. Eurozone developments thus illustrate the general 
principle described in Chapter 5, that once private debt has grown to unsustainable 
levels, it doesn’t go away after a crisis but simply shifts to the public sector. After a finan-
cial crisis, excessive private credit creation is thus effectively socialized. In addition how-
ever, the specific character of the European System of Central Banks results in another 
form of debt socialization— the growth of “Target 2 balances.” Before the crisis, banks 
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and other investors in current- account surplus countries were willing to provide fund-
ing to banks in deficit countries, which in turn financed credit extension to household 
and corporate sectors. After the crisis, new flows dried up, with surplus country inves-
tors seeking to deposit money in safe domestic assets (e.g., domestic bank deposits) and 
with domestic banks in turn placing increased reserves at their national central banks. 
But meanwhile, the national central banks of deficit countries had to extend central bank 
liquidity support to their domestic banks, and they funded that support by borrowing 
from the rest of the eurozone through the intercentral bank payment system, which is 
known as “Target 2”: effectively, they borrowed from the central banks of the surplus 
countries. Private flows that had previously passed from surplus country private banks 
to deficit country private banks thus now flowed by means of the European System of 
Central Banks. From close to zero in 2007, Target 2 balances grew to reach a peak in 
2012, at which time deficit country central banks owed the rest of the system more than 
€1 trillion. That figure fell to a still enormous €600 billion by the end 2014.

13. IMF Fiscal Monitor, October 2014.
14. Figures for the eurozone are from ECB Statistical Data Warehouse, National 

Accounts, Main Aggregates http://sdw.ecb.europa.eu). Figures for the United States, the 
United Kingdom, and Japan calculated from change in nominal GDP (from the IMF 
World Economic Outlook database) minus increase in net exports (from the World 
Bank World Development Indicators database).
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cial crisis. As Persaud (2013) has commented, “politicians are drawn to the bad apple 
theory of financial crisis: crises are caused by bad people doing bad things. . . . It absolves 
them from responsibility for creating an unsustainable financial system,” and it reflects 
a misunderstanding of the underlying causes of financial instability “that condemns us 
to repeat boom and bust.”

4. Ahamed (2009).
5. See Financial Services Authority, Final Notice to Bank of Scotland, March 10, 

2012, and Final Notice to Peter Cummings, September 12, 2012.
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inal income Y, since the higher Y is, the greater the need to hold money for transactions 
purposes, and (2) the interest rate i, which determines the opportunity cost of holding 
non- interest- bearing money rather than bonds. But in a world where most money is not 
held for transactions purposes, where most is interest bearing, and where what is called 
“money” is a somewhat arbitrarily defined subset of bank liabilities, this function bears 
little relation to reality (see Turner 2013a). It is therefore more useful to think about 
banking system liabilities in general, and those specific subsets that we label “money,” as 
arising as an automatic by- product of the credit creation process rather than being 
something for which there is a specific “demand.” Indeed, as Professor Benjamin Fried-
man (2012, p. 302) has put it, “in retrospect the economic profession’s focus on money— 
meaning various subsets of instruments on the liability side of bank balance sheets in 
contrast to bank assets— turns out to have been a half- century long diversion which did 
not serve our profession well.”

15. McKinsey Global Institute debt database. The 54% figure is for household plus 
nonfinancial corporate debt but excludes the debt of financial institutions.

16. A new OECD report, published in June 2015, estimates that the impact of rising 
private credit growth turns negative when private credit exceeds about 90% of GDP.  See 
OECD (2015).

17. Admati and Hellwig (2013).
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jobs that have been made more productive by complementary ICT capital may ratio-
nally choose to pay whatever is needed to get the most skilled job applicant, rather than 
being willing to employ adequately but slightly less skilled applicants at a lower rate. For 
fuller consideration of this argument, see Turner (2012, 2014).

8. Piketty (2014).
9. IMF World Economic Outlook database
10. IMF World Economic Outlook database. The latest estimate for the current ac-

count surplus in 2015 is 3.2% of Chinese GDP.
11. In 2008 China’s GDP (at market exchange rates) was $4.54 trillion and 7.2% of 

global GDP; in 2015 it is forecast to be $11.21 trillion and 15.04% of global GDP (IMF 
World Economic Outlook database). China’s forecast current account surplus of 3.2% of 
Chinese GDP will therefore equal 0.48% of global GDP.

12. IMF World Economic Outlook database. The forecast figure for 2015 is 3.3%.
13. IMF World Economic Outlook, April 2015, Table A2. In contrast, real domestic 

demand grew by 7.4% in the United States, 4.4% in the United Kingdom, and 3.8% in 
Japan.

14. IMF World Economic Outlook database.
15. Tilford (2015).
16. Comments by Tim Geithner (www.bloomberg.com/news/2010-10-22/geithner 

-push-for-g-20-trade-gap-targets-opposed-before-g-20-talks-start.html).
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“Rules versus Authorities in Monetary Policy,” 44:1 (1936) Journal of Political Economy 
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The University of Chicago Press Ltd., London. © 2014 by Atif Mian and Amir Sufi. All 
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4. Fisher (1936).
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6. Benes and Kumhof (2012).
7. Jackson and Dyson (2013).
8. Cochrane (2014).
9. “Imputed rent” is the economic benefit that owner occupiers derive from being 

able to live rent free in their property. In most countries if someone rents out a property, 
they pay income tax on the rent received, but when they “rent it to themselves,” no in-
come tax is payable. Property can thus become one form of wealth on which the return 
is not taxed, and is thus tax advantaged versus other forms. In the United Kingdom, 
imputed rent was taxed under Schedule A of the tax code until 1963. Such economists 
as Mervyn King, Tony Atkinson, and John Muellbauer have at various times proposed 
that tax should ideally be imposed on imputed rent. See T. Callan (1992) “Taxing 
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 Imputed Rent from Owner Occupation,” Fiscal Studies 13(1): 58– 70 for a summary of 
the relevant literature.

10. Whether a reserve asset requirement (i.e., a requirement for banks to hold a given 
quantity of “reserves” on deposit at the central bank) imposes a tax on credit intermedi-
ation depends on whether the central bank pays interest on these reserves and at what 
rate. If the interest rate paid (on either some or all of the reserves) is below the market 
interest rate, a tax is effectively imposed. Chapter 14 discusses the potential role of reserve 
requirements, and their remuneration, in the context of money finance operations.

11. Shiller (2013).
12. Some modern Islamic finance scholars, however, increasingly stress both the 

macroeconomic stability and the ethical arguments, seeking to integrate them into a 
unified theory. See Askari et al. (2012).

13. Irfan (2014).

Chapter 13

1. Kindleberger and Aliber (2005, p. 75). Reproduced with permission of Palgrave 
Macmillan.

2. In particular, sustainable levels of both private and public debt are dependent on 
potential future rates of growth. High growth rates make it feasible to deleverage through 
rapid nominal GDP growth rather than through debt repayment. Low potential growth 
rates, such as Japan’s or Italy’s, make aggregate deleveraging close to impossible, facing 
economies with the choice between either perpetually rising public debt (as the private 
sector deleverages) or simultaneously attempted debt pay down in both public and pri-
vate sectors, generating deflation. Chapter 14 discusses the policy implications.

3. White (2012).
4. Stein (2013, p. 9).
5. Borio and Drehmann (2009, p. 17).
6. See Hense (2015) for empirical analysis of variations in the interest elasticity of 

demand for credit across sectors and over time.
7. Internationally agreed- on bank capital requirements stipulate that banks hold a 

minimum percentage of “risk- weighted assets” in total capital (which includes both eq-
uity and long- term subordinated debt). In addition, the subset of that total that is equity 
has to exceed a smaller minimum percentage.

8. Before the 2007– 2008 crisis, the Basel II rules required banks to hold total capital 
equal to at least 8% of weighted- risk assets, with at least half of that (i.e., 4%) in “Tier 1” 
capital (which excluded some but not all categories of debt) and at least half of Tier 1 
capital (i.e., 2%) in equity. Since the crisis, under the Basel III regime, the equity require-
ment (“Core Tier 1”) has been increased to 4.5%. In addition banks are normally re-
quired to hold a capital conservation buffer of 2.5%, and globally systemically important 
banks are required to hold surcharges ranging from 0.5% to 2.5%. Total requirements 
therefore now amount to about 7– 9.5%, depending on how “systemically important” the 
bank is judged to be.

The total impact of the Basel III regime, however, has been still more significant than 
the increase in the required ratio suggests, because (1) the definition of what counts as 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 
 

 

               

         
 



NOTES TO ChAPTER 13  271

equity in the numerator of the ratio has been tightened, and (2) various regulatory 
changes have increased the calculated value of risk- weighted assets with, for instance, 
large increases in the weights attached to trading assets.

9. Admati and Hellwig (2013).
10. See Modigliani and Miller (1958) for the classic theoretical statement of this 

proposition.
11. Bank for International Settlements (2010) Guidance for National Authorities Op-

erating the Counter Cyclical Capital Buffer, December. Basel.
12. Reserve requirements define the amount of “reserves” (i.e., deposits) that com-

mercial banks are required to hold at the central bank. They are therefore assets for the 
commercial bank and liabilities for the central bank. The required level of these reserves 
can be defined as a minimum percentage of either the commercial bank’s total assets or 
its total liabilities. Since total bank assets will tend to be closely related to total bank lia-
bilities, this choice is not crucial. Whether defined as a percentage of assets or liabilities, 
the minimum percentage requirement effectively constrains the quantity of loans (or 
total assets) that a bank can hold as a multiple of its central bank reserves.

13. Commercial bank reserves at the central bank (which are liabilities of the cen-
tral bank and, along with notes and coins, form the monetary base) can only be created by 
central bank operations (e.g., by buying other assets from commercial banks and crediting 
them in return with additional reserves). Any individual bank can increase its own reserves 
at the central bank (e.g., by selling assets to and receiving reserves from other banks), but 
this does not increase the aggregate amount of central bank reserves in the system.

14. In theory, however, it would be possible to set reserve requirements at rates that 
varied by category of asset or loan.

15. Under Basel rules, major banks that are deemed sophisticated enough to per-
form the analysis are covered by the Internal Ratings Based approach, making their own 
assessments of credit risks and effectively setting their own risk weights (though subject 
to some regulatory challenge). Other banks are required to use standardized weights 
set down by regulatory rules. Even the standardized weights, however, do not attempt 
to allow for the systemic and macroeconomic risks that can result from the growth of 
large aggregate quantities of loans (e.g., residential mortgages) which at a micro level 
seem relatively low risk.

16. Financial Stability Board (2012a,b).
17. Both LTV and LTI constraints may have a role to role to play, but there are strong 

arguments in principle for preferring LTI rules. Maximum LTVs can still allow unsus-
tainable growth of leverage relative to income and thus to debt servicing capacity, since 
the denominator (property value) can itself increase. Maximum LTI rules more directly 
address the issue of debt servicing capacity and more clearly constrain the danger of 
self-  reinforcing credit and asset price cycles.

18. For instance, Canada imposes maximum LTV limits (varied over time) on mort-
gages that are insured through the Canada Mortgage and Housing Corporation. Germa-
ny’s mortgage credit availability is constrained by the rules or conventions determining 
eligibility for inclusion as collateral held against “Pfandbriefe” covered bonds.

19. Financial Services Authority, Mortgage Market Review, Final Rules, October 25, 
2012.

20. Lending to companies not involved in real estate might also be squeezed out by 
the growth of real estate lending in the upswing of the cycle (and not solely after a finan-
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cial crisis has impaired bank lending capacity). Research by Chakraborty, Goldstein, 
and MacKinlay (2014, p. 1) covering the United States from 1988 to 2006 suggests that 
“banks which are active in strong housing markets increase mortgage lending and de-
crease commercial lending. Firms which borrow from these banks have significantly 
lower investment.”

21. Cecchetti, Mohanty, and Zampolli (2011). See also Cecchetti and Kharroubi 
(2015). The latest OECD report on Finance and Inclusive Growth (OECD 2015) mean-
while suggests that the effects turn negative when total private credit (household and 
corporate combined) exceeds about 90%.
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1. Reinhart and Rogoff (2013, p. 1).
2. Bernanke (2003, p. 10).
3. Gordon (2012).
4. See Chapter 9, note 14 for sources.
5. IMF World Economic Outlook database.
6. DeLong and Summers (2012).
7. Jordà and Taylor (2013). Jordà and Taylor’s findings differ from those of Alesina 

and Ardagna (2009), who in an influential study of data from 1970 to 2007, argued that 
austerity could be “expansionary.” Crucially, Jordà and Taylor find that the adverse im-
pact of austerity occurs mainly when economies are already weak— fiscal contraction 
seems to delay recovery from recession, but it has much smaller contractionary effects 
when the economy is strong. This may suggest that fiscal austerity— that is, attempted 
public- sector deleveraging— is harmful when the private sector is also deleveraging and 
that the adverse effect derives from the attempted simultaneous deleveraging of both 
sectors. An IMF study (Guajardo, Leigh, and Pescatori 2011) also cast doubt on Alesina 
and Ardagna’s analysis.

8. IMF Fiscal Monitor, October 2014, Table 7, General Government Gross Debt. On 
a net debt basis, after accounting for public debt owned by government related entities, 
the figures are the United States, 50% to 81%; the United Kingdom, 47% to 85%; and 
Spain, 30% to 69% (Table 9).

9. Reinhart and Rogoff (2010).
10. The interest rate at which this conversion effect will become significant is unclear. 

Prior to 2015 many commentators assumed that it would be difficult for central banks to 
set interest rates below about −0.25% In January 2015, however, the Swiss central bank 
set an interest rate of −0.75% on deposits without inducing a major shift from deposits 
to notes. But it is clear that there must be some point at which a large shift would occur.

11. Ken Rogoff, “Time to Phase Out Paper Money,” Financial Times, May 29, 2014.
12. IMF Global Financial Stability Report, October 2014, p. 1.
13. IMF World Economic Outlook, October 2014, Executive Summary, p. xv.
14. Friedman (2006 [1969], p. 4).
15. A bond that is perpetual and non- interest- bearing is effectively equivalent to 

money. After the operation described, the central bank’s balance sheet would thus end 
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up with additional matching non- interest- bearing assets and liabilities. And its current 
and future profit and loss account would be unaffected, as long as the additional com-
mercial bank reserves were remunerated at a zero interest rate— see note 19.

16. Bernanke (2003, p. 11).
17. Buiter (2014). See also Galí (2014). Galí provides a formal analysis of money- 

financed stimulus under both classical and new Keynesian frameworks and compares it 
with the effects of a more conventional debt- financed stimulus. He concludes that “under 
a realistic calibration of nominal rigidities, money financed fiscal stimulus is shown to 
have very strong effects on economic activity, with relatively mild inflationary conse-
quences” (Galí 2014, p. 1).

The only possible reason money financed deficits might not stimulate nominal de-
mand is if agents (i.e., companies and households) expected that the money finance 
would be reversed in the future, with a government running budget surpluses and with-
drawing from circulation the money it had initially created. If anticipated in advance, 
this could negate the stimulative impact of money finance in the same way that Ricard-
ian equivalent- type anticipation can in theory negate the stimulative impact of bond- 
financed deficits. Indeed, in theory the impact of all monetary and fiscal policy stimuli 
depends on expectations as to future fiscal / monetary authority actions; see Turner 
(2013a) for discussion of the numerous possible variants of expectation effects. But even 
in a world where households and companies did attempt to generate rational expecta-
tions of future government / central bank action, there is almost certainly a crucial sig-
naling difference between money finance and bond finance: the use of money finance 
signals that it is the authorities’ intent that the stimulus will be permanent and the money 
never withdrawn; conversely, the use of bond finance signals that it is the authorities’ 
current intent that the bonds will be repaid, potentially offsetting the stimulus effect.

18. Alternatively, a government could, if the long- term stimulus turned out to be 
more than desired, run primary budget surpluses and retire money, as discussed in note 
17. This indeed was the offsetting contractionary policy that Milton Friedman (1948) 
envisaged. And as note 17 discusses, the anticipated possibility of such “future with-
drawal” could in theory undermine the initial effectiveness of the money finance stimu-
lus: but it would only do so if the anticipated “future withdrawal” was so great as to offset 
not only the excessive and unintended element of stimulus, but also all of the stimulus.

19. Since the central bank (as per note 15) holds a non- interest- bearing bond from 
the government, it would make a loss if its matching liability (additional commercial 
bank reserves at the central bank) were interest- bearing. While there is in fact no abso-
lute necessity for central banks to be solvent in accounting terms (since they can ulti-
mately always “print money”), ongoing losses would have one of two consequences: ei-
ther (1) the government would have to offset the central bank losses by means of subsidy 
from the budget (but doing so would require it to raise taxes or cut expenditure), impos-
ing a future contractionary effect on the economy, or (2) the central bank would use its 
capacity to print yet more money, producing a potentially excessive stimulus and harm-
fully high inflation. Remunerating the newly created commercial bank reserves at zero 
interest rates prevents a loss from occurring and thus averts either of these two future 
dangers.

20. Thus, for instance, a central bank, having first cooperated with the government 
in a money- financed “helicopter money” drop, can require commercial banks to hold 
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a given percentage of their total liabilities (or their total assets) in zero- remunerated 
reserves, while continuing to pay a positive interest rate on reserves held above this 
percentage (and continuing to make borrowing facilities available at that or a higher 
positive rate).

21. UK Debt Office; UK Office of National Statistics.
22. Layard (2010, Figure 1.9). The figures are for lending to the household and non-

financial corporate sector by UK banks and building societies. In addition, companies in 
both years borrowed from corporate bond markets, and in 2007 (though far less so in 
1964) there was also significant borrowing from foreign banks.

23. Historical Data on Federal Debt Held by the Public, July 2010, U.S. Congressio-
nal Budget Office, Washington, DC.

24. Fueki et al. (2010).
25. IMF Fiscal Monitor, October 2014.
26. Figure on a gross basis as per IMF Fiscal Monitor, April 2015, Table A7. On a net 

basis, the figure is 110%.
27. Eichengreen (2014).
28. Rogoff (2011) and Blanchard, Dell’Ariccia, and Mauro (2010). Note, indeed, that 

Blanchard, Dell’Ariccia, and Mauro argue not simply for a temporarily higher inflation 
rate to facilitate deleveraging but for a permanently higher inflation target.

29. Quoted in Herbert Hoover (1952) The Memoirs of Herbert Hoover, Volume 3, 
The Great Depression. New York, Macmillan, p. 30. Available as a pdf at www.ecomm 
code.com/hoover/ebooks/pdf.

30. Indeed, in essence public- sector debt claims against Greece have already (even at 
the time of this writing in March 2015) been written down, but through the indirect 
mechanism of interest rate reductions and maturity extensions, reducing the net present 
value of future debt repayments. If a debt liability from a government to an official lender 
(e.g., from Greece to the rest of the eurozone) were made perpetual and non- interest- 
bearing, in terms of economic substance it would have been entirely written off, but the 
nominal capital value could still be counted as outstanding. Debt maturity extension and 
interest rate reductions simply represent points along the spectrum toward full write- 
off, while preserving the fiction that no write- off has occurred.

31. Giavazzi and Tabellini (2014).

Chapter 15

1. Friedman (1948, pp. 247, 250).
2. Keynes (1991 [1919], p. 78). © The Royal Economic Society 1931, 1972, 2010, 

2013 published by Cambridge University Press, used by permission.
3. Weidman (2012, p. 3).
4. Woodford argued that it was essential to deploy “policy actions that should stim-

ulate spending immediately without relying too much on expectational channels.” He 
argued that “the most obvious source of a boost to current aggregate demand that would 
not depend solely on expectational channels is fiscal stimulus.” And he discussed the 
need to finance some of this fiscal stimulus with base money creation, and to be clear 
that some part “of the current increase in base money is intended to be permanent.” But 
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he never quite says that he is essentially repeating Bernanke’s call for an increased fiscal 
deficit financed with central bank money (Woodford 2012, pp. 86– 87).

5. The desire to define pre- set rules that ensure discipline, rather than relying on 
responsible discretionary decisionmaking over time, lies in particular at the core of the 
German “ordo- liberal” tradition. The absolute prohibition of money finance has there-
fore been a central Bundesbank philosophy and is embedded in the legal framework that 
governs the European Central Bank. Turner (2015) argues, however, that the policy op-
tion of money finance can be made compatible with the ordo- liberal tradition and can 
be governed by appropriate rules rather than totally prohibited.

6. Bernanke (2003, p. 12).
7. IMF World Economic Outlook database.
8. Giavazzi and Tabellini (2014).
9. Indeed, several examples can be found in history of operations that post facto 

amounted to money finance, and were bound to do so, but where the reality of money 
finance was not overtly stated in advance. From the early 1940s to 1951, the U.S. Federal 
Reserve conducted open market operations designed to ensure that the long- term inter-
est rate remained at 2.5% whatever the size of the fiscal deficit. As a result, the monetary 
base increased. Following the 1951 Federal Reserve– Treasury Accord, this policy ceased. 
But there was no “exit,” no reversal; the monetary base ceased rising in nominal terms, 
but it did not reduce, and such stabilization rather than reduction proved compatible 
with a return to low inflation. Post facto a significant proportion of U.S. fiscal deficits 
from the early 1940s to 1951 was money financed: formally at the time, they were fi-
nanced with interest- bearing debt that the Federal Reserve bought in what we would 
now call “quantitative easing operations.”

10. There are good arguments for believing that if the eurozone does break up, it 
would be better for a small number of “hard- currency” countries to leave and face sub-
sequent appreciation versus the euro, than for a small number of “soft- currency” coun-
tries to leave and devalue. In the latter case (1) any debts that do not redenominate in the 
new national currency (e.g., because extended from foreign counterparties or governed 
by foreign law) would rise in value, imposing a larger debt burden and (2) overshooting 
devaluation could create inflation and could be reinforced by capital flight. In the former 
case, in contrast, (1) some debtors whose debt remained in euros would enjoy a windfall 
gain, and conversely, some investors would suffer windfall loss, but the net effect would 
probably be less likely to provoke major disruptions, and (2) the depressive impact of 
overshooting appreciation could be offset by appropriate stimulus policy. Ironically, 
such policies would almost certainly involve foreign exchange intervention, with the 
central banks of the appreciating currencies buying the bonds of the remaining euro 
members.

11. Friedman (1948, p. 264).
12. See the Chapter 7 discussion of secular stagnation and Chapter 7, note 36.

Epilogue

1. Lucas (2003, p. 1).
2. Buiter (2009, p. 1).
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3. King (2010, p. 4).
4. Letter to the Queen by the British Academy, signed by Tim Besley and Peter Hen-

nessy, 2009.
5. Muth (1961).
6. Frydman and Phelps (2013, p. 6).
7. There is, however, a lively debate as to whether the ISLM framework, first devel-

oped by Sir John Hicks in 1937 in an attempt to reconcile Keynesian theory with pre- 
Keynesian classical economics, does indeed reflect the essence of Keynes’s macroeconomic 
theory. For example, see Leijonhufvud (1968).

8. Haldane (2014, chart 13).
9. Gertler (1988).
10. Gurley and Shaw (1955).
11. The large and growing importance of urban land within total wealth suggests 

that theories of wealth and income distribution that build on traditional two- factor mod-
els of the economy (with the quantities and elasticities of substitution between labor L 
and capital K determining factor shares and returns) are inadequate. Instead we have 
to  see irreproducible land as another key factor. Joseph Stiglitz (2015) explores this 
three- factor model, commenting that “it was the omission of land that represents the 
most important lacunae in my 1969 theory of the equilibrium distribution of wealth and 
income.” See also Turner (2014) for discussion of the implications of modern economies 
that are increasingly both “hi- tech” (with high returns to network externalities and 
ideas) and “hi- touch” (with high returns to the most physical thing of all— land).

12. Greenwald and Stiglitz (2003, p. 104).
13. See Quadrini (2011) for analysis of the treatment of financial stability issues in 

mainstream pre- crisis economics.
14. Buiter (2009, p. 1).
15. Hayek (1988).
16. Hayek (1945, p. 519).
17. Frydman and Goldberg (2011, p. 67).
18. Lucas (2001, p. 14).
19. Knight (1921).
20. Keynes (1973 [1936], pp. 162– 63).
21. Soros (2013).
22. Janeway (2012).
23. As Karl Popper (1957) puts it in The Poverty of Historicism, while utopian social 

engineering is dangerous, “piecemeal engineering” that focuses on specific defined prob-
lems and objectives is possible and essential.
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