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Editors' Introduction: 
Alternative Theories 

Nicholas Kaldor certainly believed in alternatives, not only in economic 
policy but equally in economic theory. Unfortunately, as Thirlwall explains 
in Chapter 1, he never developed his ideas in the form of a systematic 
treatise. But in this he is hardly alone; none of the great critics of modern 
economics has provided a systematic alternative, yet all appear to believe 
that such a construction is possible. Indeed, like Kaldor and many authors 
in this volume, most believe that they have contributed significantly to the 
development of such an alternative, and recognize each other as collabor
ators in a common enterprise, even though they often define what they are 
doing quite differently. 

Yet mainstream economists tend to think that if something is useful and 
important, it will be found to be a disguised piece of the corpus of 
neo-Classical thought. If it is not part of the mainstream, it will either turn 
out not to be economics, or an answer to a question no-one needs to ask, or 
just plain wrong. 

How can this be? How could a group of able and distinguished scholars 
be wrong about the meaning of their own best work? But if the scholars' 
own view is accepted, how can it be that the vast majority of their 
profession understand what they are doing in a completely different way? 
Clearly we have to explore what is meant by 'an alternative.' 

Kaldor is very definite: economics went wrong when it adopted the 
'equilibrium approach,' by which he means the assumption that timeless, 
rational agents calculate their optimum positions, which are then coordi
nated and realized through idealized market transactions. Thirlwall gives a 
careful account of Kaldor's reasons; many economists could- and do
accept such a critique as at least partly valid but ask, what can we do, if we 
abandon neo-Classical theory? There is no alternative! 

Virtually every chapter in this volume stands as a partial answer, and a 
demonstration that there are indeed alternatives; it is neither necessary nor 
desirable to try to develop a single, overarching theory, addressed to all 
economic issues of whatever origin. Instead there are many different ways 
of looking at economic questions, with different strengths and weaknesses, 
and appropriate to different contexts. Some of these will be closely related to 
the neo-Classical family, others will be distant, a few will be contradictory. 

But all will be economics; a common method can be identified, practised 
by most economists, and loosely derived from the inherent logic of the 
subject. Spelling this out may help to explain the relationship between 
neo-Classical thinking and alternative approaches. 

1 



2 Editors' Introduction: Alternative Theories 

Samuelson gives us a good starting point. The Foundations of Economic 
Analysis begins with an observation from the mathematician E. H. Moore, 
to the effect that analogies between the central features of particular 
theories imply that there is a unifying general theory to be found. This 
general theory is the theory of maximizing behavior, which gives rise to 
static equilibria which can be compared as different assumptions about 
parameters displace the equilibria. The correspondence principle then 
relates the conclusions about comparative statics to the stability of the 
associated dynamical systems. 

Maximizing behavior, however, doesn't take place in a vacuum; it has to 
have a setting or a structure. This is provided by the usual assumptions 
about firms and individuals, in a competitive environment, where the 
technologies available to the firms and the preferences of the individuals are 
to be treated as given. Normally the technologies and preferences will be 
assumed such that substitution will be widely practised, while competition 
will ensure a quick responsiveness to price signals; but many interesting 
variations are possible. This constitutes the setting of the analysis. 

The endowments of factors then provide the initial conditions within that 
setting, the starting point of the analysis. Rational maximizing by individ
uals is the assumed mode of behavior, the kind of solution desired is 
comparative statics, for which the solution condition is market-clearing. 
And that gives us a compact picture of the neo-Classical approach. It also 
provides a summary of virtually any analytical approach to an economic 
issue: the setting must be specified by identifying the agents, the knowl
edge available to them, the social pressures, their goals and desires, the 
characteristics of the technology, and so on. Then the initial conditions will 
be spelled out- what exactly is available, in what quantities, to whom? The 
mode of behavior - that is, the motivation and the procedures or rules to 
be followed -comes next and then, given these, we will try to develop the 
most appropriate kind of analysis, based on suitable conditions for solu
tions. 

This is economic analysis, not just neo-Classical economics, but any 
kind. It starts by identifying a set of agents engaged in economic activity, 
giving some form to their desires, goals, knowledge and abilities. These 
agents may be rational individuals, but they could equally be firms driven 
by institutional goals, or social classes. They may maximize, and if they do 
they could maximize growth instead of profits, or they could pursue 
multiple goals. Or they could follow other types of behavior such as 
adaptive behavior, routines, imitation, or institutionally determined rules. 
In setting up a starting point or initial situation, we could specify factor 
endowments. But we could also start from completely different _approach 
laying out the behavioral patterns to be followed, and the conditions to be 
met; and then solving for one kind of determination or another - an 
equilibrium (or multiple equilibria), dynamic paths, cycles, or perhaps, 
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determinate disequilibria. In compact form, then, economic analysis will 
consist of any reasonable specification of: 

• Setting or structure, agents and their characteristics 
• Initial conditions, endowments, autonomous parameters 
• Model(s) of behavior 
• Conditions for solutions 
• Specification of dynamic paths 

Neo-Classical analysis, then, is a particular way of filling in this general 
format. The agents are individual firms or consumers, where the individual 
takes precedence - corporations are simply the agents of their individual 
owners. The individuals are endowed with a certain kind of preferences 
and access a certain kind of technology: smooth, continuous and with 
well-defined properties. They are endowed at the outset with constraining 
amounts of scarce factors, and behave in accordance with a special type of 
very general maximizing. Solutions are found through market-clearing. 
The dynamic path is specified through excess demand functions. Small 
variations on these themes will remain close to the central neo-Classical 
ideas; larger ones can raise questions. Whether something is or is not 
'really' neo-Classical has to be a matter of judgement- many gradations 
and more or less distant family relationships are possible. But altogether 
different - even contradictory - specifications can easily be set up, and 
some will clearly be applicable to economic issues, and will provide 
competing explanations. 

Consider some examples. A Kaldorianlpost-Keynesian approach will 
take households, divided into social classes, and oligopolistic business firms 
operating given techniques as the setting, with given autonomous spending 
as the initial conditions. The mode of behavior assumed is that agents will 
follow sensible rules, given by tradition, custom or routines governing 
induced expenditures, and the purpose will be to determine the equilib
rium in spending, as influenced by relative shares. This may be long run or 
short run, but it will normally be a demand equilibrium; there need be no 
binding supply-side constraints. Simple variations can adapt this to ques
tions about pricing (mark-up rules) and inflation. No form of maximizing 
behavior is assumed, and no factor endowments need be considered among 
the initial conditions. Nor is market-clearing required for equilibrium; the 
'injections = withdrawals' condition balances the inducements and inhibi
tions on spending, and this need say nothing about market supplies or 
utilization of factors. 

A Classical or Classical-Marxian approach takes technology and social 
classes as the setting, the labor force, or its growth, and capital funds as the 
initial conditions, assumes an institutionally specific form of maximizing 
behavior by capitalists, and the following of customary spending rules by 
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households. It then determines the various possible comparative static 
equilibria of prices, the rate of profits, wages, and also (depending on the 
assumptions) growth rates, relative industry sizes and consumption, on the 
basis of a 'reproduction' condition. Once again, no market clearing is 
involved, no individual maximizing takes place, and there are no binding 
supply-side constraints. But there is a form of maximizing, and in some 
versions, initial factor endowments do play a role. The result can be either 
comparative statics, or steady-state dynamics. 

In both approaches, cyclical outcomes or other types of bounded fluctua
tions can be reached in many ways. Goodwin models take social classes 
and technology as the setting, start from arbitrary initial conditions, with 
class behavior following institutionally given rules that are certainly related 
to maximizing, and solve for the path, showing it to be cyclical or bounded 
in fluctuations, and showing what other dynamics may be the outcome 
when parameters are varied. Kaldor, on the other hand, takes his setting to 
be households and firms, in conditions that define particular patterns of 
saving and investment in relation to the general level of income. Thus the 
setting crucially determines the behavior. The condition for solution is that 
demand be steady- i.e., injections equal withdrawals- but the behavioral 
patterns will shift over time, and in response to movements in income; as a 
result, a dynamic path will be traced out with cyclical features. 

Neither of these dynamic models draws on individual rational maximiz
ing; both see behavior as strongly influenced by institutions, and behavior, 
accordingly, might change in the course of time. Neither assumes market
clearing, nor do factor endowment scarcities play any significant role. But 
both follow the general format for economic analysis. 

Neo-Classical thinking provides a very general approach to many kinds of 
issues. Transactions, almost by definition, involve two sides or parties; one 
can be considered 'demand', the other 'supply'. Each can then be treated 
as making its contribution to the transaction by solving a constrained 
maximizing problem. The solutions can then be traced out on each side for 
varying values of parameters, and then the resulting correspondence sets 
can be solved for the values that satisfy both sides - 'market-clearing'. 
Notice that this last step, which concerns the existence, multiplicity and 
stability properties of solutions, can easily involve both advanced math
ematics and important economic issues - sometimes far removed from 
maximizing or scarcity. There is nothing intrinsically neo-Classical about the 
solutions and dynamic properties of economic equations. 

Marriage is, in a sense, a transaction- as Jane Austen noted. So it can be 
analyzed by neo-Classical methods, although we may learn more from Jane 
Austen's old-fashioned ways. Politics is a series of transactions; again 
neo-Classical approaches find favor, though how much they deliver is 
unclear. In economic fields proper, each specific market for factors and 
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final products- labor, capital, land, the firm, the consumer, final goods 
prices and quantities -can be analyzed in the same way, and then all can be 
taken together in a general equilibrium. Neo-Classical thinking applies a 
very general method to all sorts of economic and related questions, a 
method that can sometimes, according to critics, distort the issues. 

Nevertheless, even allowing for this general applicability, it is only a 
specific instance of the general format for economic analysis. In the 
Treatise Keynes analyzed the different circulations and the price and 
revenue relations between sectors. Little depended on maximizing, and 
scarcity played no role, but institutions and rules counted for a great deal. 
Kaldor's cumulative processes in development, virtuous and vicious circles 
relating manufacturing and agricultural sectors through the terms of trade, 
likewise depend on general properties of technology- increasing returns -
and the 'rules of the game,' as Joan Robinson put it. These define the 
incentives and motivations of the agents, and the social context in which 
they will act. 

The great strength of neo-Classicism lies in its ability to apply the same 
simple but powerful approach to a wide variety of different problems. And 
this is also is great weakness, for its apparent applicability arises from the 
tautological facts that any transaction can be broken into a demand and a 
supply side, and any action can be regarded as a balance at the margin 
between the forces urging on and the constraints restraining the agent. Any 
action whatever is carried out to the point where it stops; so many 
economists regard that point as representing the constrained maximum, 
where the gains from further action are just counterbalanced by the costs 
of continuing. Precisely because of the tautology involved, this schema is 
universal but, equally, it is vacuous. 

This is the fundamental reason for the dissatisfaction that has led so 
many to question the usefulness of the mainstream and begin to search for 
alternatives. In trying to explain everything, it ends up saying little about 
particular issues, and what it does say is often misleading. Nor should this 
be surprising. To make the theory internally consistent and the schema fit, 
it is generally necessary to make a number of assumptions, that, taken 
literally, are quite false. We ignore 'indivisibilities' and increasing returns, 
we assume technology permits widespread substitution, so ignoring or 
underplaying complementarities; we assume that preferences and produc
tion sets are well-behaved, that firms and consumers operate in perfect 
markets and have perfect knowledge of all relevant market data; that their 
influence on the market outcome is negligible; and so on. But careful 
reasoning from false assumptions can reach only false conclusions. The 
general applicability arises from false abstractions. The application to 
particular cases requires specific assumptions that are normally not spelled 
out in perfect competition/perfect information models. 
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Why not, Kaldor suggested, simply reverse all this? Let's not try to set 
up a universal theory. Instead, we can develop the theory we need, as we 
need it, for particular issues, basing our analysis on the actual 'stylized' 
facts of the setting and the initial conditions, and assuming the incentives 
and motivations that are actually called for by the rules of the game. This is 
not as completely pragmatic as it looks at first sight - do whatever is useful 
-for the various particular theories have to be compatible. The system as a 
whole is dynamically interconnected; it functigns as a whole and major 
aspects of economics can be understood only as macro phenomena. So the 
particular theories have to fit into a consistent picture of the whole. But it is 
a whole economy of a certain kind in a certain era, a stylized picture of, for 
example, advanced industrial capitalism in the postwar period. It is not 'the 
market,' everywhere and anytime. Instead of starting with an abstract and 
universal theme - rational choice and idealized markets - Kaldor proposed 
to start with the major problems and work out explanations that would 
point also to policies for managing those problems. 

Most of the chapters in this volume do just that. They are problem
oriented, and they develop the theory necessary to understand and deal 
with the problem. General principles are certainly not neglected, but they 
are the general principles of a specific kind of economic system - industrial 
capitalism, for example. 

After Part I (Chapters 1 and 2), which surveys Kaldor's work, we have 
collected together a group of studies on Methodology. Each of these 
presents an issue, posed by Kaldor, which cannot easily be dealt with by 
conventional methods. Desai (Chapter 3) surveys Kaldor's contributions to 
the early stage of the capital theory debate, at a time when he still accepted 
many neo-Classical tenets. Samuelson (Chapter 4) shows that, remarkably, 
Kaldor anticipated or independently developed the basic ideas of the von 
Neumann growth model, and that a strong non-substitution theorem lay 
hidden in his discussion. Harris (Chapter 5) contends that stability ques
tions- or, more properly, convergence to long-run prices and profit rates
is as difficult a matter for Classical models as it is for neo-Classical ones. 
Krause (Chapter 6) develops and generalizes Kaldor's compensation cri
terion, and shows its usefulness in comparing allocations, even when 
'individuals' have conflicting preferences. Scitovsky (Chapter 7) examines 
non-price incentives and competition, showing that many of the positive 
externalities of the market flow from these. 

One of Kaldor's most famous papers introduced an alternative theory of 
distribution, based on Keynes's 'widow's cruse,' and differential saving 
propensities in the two basic social classes. The studies in Part III, Saving 
and Distribution, address issues raised in the subsequent discussions, as do 
some studies included in other Parts, notably Gram, Hagemann, Kurz and 
Skott. Marglin and Bhaduri (Chapter 8) provide evidence that the propen
sity to save out of profits is greater than that from wages, and show how 
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such a saving function combined with investment demand based on profits 
and capacity utilization can generate two different 'regimes,' stagnationist 
and exhilarationist, in which wage pressure will have opposite effects. 
Salvadori (Chapter 9) surveys three classes of worker-capitalist distribu
tion models, and demonstrates the importance of the relationship between 
the rate of interest and the rate of profit in them. Abraham-Frois (Chapter 
10) develops the role of the corporate sector and the valuation ratio, and 
finds that the level of household saving matters in the final equilibrium 
position. 

Kaldor argued vehemently and imaginatively against Monetarism, and 
Part IV, Money and Macroeconomics, is largely devoted to one of the 
main issues he raised - namely, the claim that money is endogenous. 
Minsky (Chapter 11) discusses financial innovations as means by which the 
financial community can avoid regulation; one of these, securitization, has 
become especially prominent recently, weakening the remaining control of 
the authorities. Tobin (Chapter 12) regards much of the discussion as 
misplaced; the authorities can control interest rates, and when they do the 
money supply is endogenous. When they control the money supply, which 
they can also do, perhaps less successfully, interest rates will be endogen
ous. Monetarism is misguided, but not because the monetary authorities 
have lost control. Moore (Chapter 13) compares Kaldor's discussion of 
interest, credit and money to Marx, Keynes and Kalecki with particular 
reference to demand-driven supplies of credit. Davidson (Chapter 14) 
distinguishes different meanings of the claim that money is endogenous or 
exogenous: it may refer to the elasticity with respect to demand or interest, 
or to the stability of the money supply function. The different claims have 
different implications. Lavoie (Chapter 15) surveys the development of 
Kaldor's views, especially in relation to French critiques of Quantity 
Theory thinking. 

One of Kaldor's most celebrated papers presented his version of a 
Keynesian business cycle. It took many years for mathematical economists 
to justify the geometrical intuitions in this paper, and when they did, it 
became clear that Kaldor had anticipated a whole new field of business 
cycle theory - the study of 'limit cycles,' pioneered, with techniques of 
nonlinear dynamics, by Richard Goodwin. Part V, Business Cycles, con
tains papers contributing to various contemporary Kaldorian themes in this 
extremely active field. (Several other studies- Harris, Kurz, Marglin and 
Bhaduri, and Targetti - contain discussions of stability, and Nell presents 
two cyclical models.) Day and Lin (Chapter 16) present a nonlinear IS-LM 
system and show that when structural parameters are allowed to shift, in 
the presence of a strong accelerator effect on instrument and tight money' 
business cycles or other types of complex dynamics may be generated. (In 
this regard they differ with Marglin and Bhaduri, and also with the 
discussion of endogenous money.) In any case, several 'regimes' can be 
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distinguished indicating the analytical power of these methods. Foley 
(Chapter 17) combines Marx, Keynes and rational expectations into a 
'perfect foresight' model, in which the maximizing behavior of the firms, 
based on rational expectations, brings about exactly the results foreseen
but they are cyclical around the path of accumulation. Shaikh (Chapter 18) 
shows that breaking up investment into its circulating and fixed compo
nents, and distinguishing slow and fast adjustments, makes it possible to 
show that a capitalist economy will cycle around the warranted growth 
path. Franke and Semmler (Chapter 19) set out a nonlinear dynamic 
version of an IS-LM system and exhibit the role of the financial sector, 
showing that equity finance and debt financing play a major role in the 
overall dynamics. The conclusions partly rest on an investment function 
that is reminiscent of Kalecki's work. It differs from the investment 
function others use, notably Kurz, Skott, Nell, and Marglin and Bhaduri, 
all of which provide more of an accelerator-like role to capacity utilization 
and expansion. Phelps (Chapter 20), referring back to a paper by Kaldor 
on capital theory published in the 1930s, provides a dynamical model of 
slump and recovery, by using a standard production function and a neo
Classical treatment of consumption/saving. The point of the study is its 
analysis of the possibly slow recovery from shocks on the dynamics of the 
system. In its methodology it complements the other studies nicely, though 
it might reach rather divergent conclusions. Skott (Chapter 21) presents 
the most Kaldorian study, an elegant updating of Kaldor's approach, 
showing that cycles can take place at near full employment, a conclusion 
similar to Shaikh's and different from Nell's. Jarsulic (Chapter 22) shows 
that when the financial sector is added to a streamlined Goodwin-type 
model of growth cycles, monetary factors will supplement the labor market 
in affecting investment, and producing cycles, leading to different policy 
conclusions. 

A great part of Kaldor's life work centered on growth. He changed his 
mind considerably over the years, and never worked out his ideas fully- as 
already explained in Skott. But he developed a number of major themes. 
In Part VI, Theory of Growth, Targetti (Chapter 23) explores his changes 
of opinion, and develops the agricultural-manufacturing interaction, cen
tering on the terms of trade and technical progress, characteristic of his 
later years. Kurz (Chapter 24) sets out a simple and elegant steady growth 
model, with two kinds of labor, technical progress and variable capacity 
utilization. The result is a beautiful set of diagrams and a classification of 
alternative regimes, between which the system will tend to shift as different 
kinds of technical progress take place. Hagemann (Chapter 25) thoroughly 
explores the implications of the Kaldorian saving function in a two-sector 
linear growth model, correcting several misimpressions in the literature. 
Gram (Chapter 26) takes up the question of Harrodian instability in the 
context of international payments, and shows that under certain limited 
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circumstances, there may be a solution, but that the adjustment will not 
necessarily imply an international equilibrium. 

Kaldor always emphasized that economics should be realistic. Assump
tions should be sensible, the structure of the model should not include 
anything unrealistic, implausible or impossible behavior could never be 
assumed, and so on. Therefore the outcome of theorizing shOuld tell us 
about the world. Does it? This is an empirical matter. Part VII, Empirical 
Evidence on Post-War Growth, takes up the question as regards the 
post-war world. Boyer and Petit (Chapter 27) examine Kaldor's changing 
approach to growth and set out several alternative regimes, suggesting on 
empirical grounds a number of improvements. Gordon (Chapter 28) sets 
up a Kaldorian macroeconometric model and estimates it, finding it far too 
unstable. By introducing a number of Marxian and institutional-regula
tionist modifications this can be corrected, but the distinctively Kaldorian 
features no longer seem very important. Nagy (Chapter 29) argues that 
disembodied technical progress, in a very Kaldorian fashion, plays an 
important role in socialist growth. 

All his life Kaldor worked to develop policies that would stabilize the 
economy and promote justice. He and Hart set out a proposal for a 
commodity reserve currency, the history and arguments for which Hart 
presents in Part VIII, Economic Policy and Economic Systems (Chapter 
30). Dell (Chapter 31) provides a survey of Kaldor's work in the field of 
international development. In the final Chapter 32, Nell takes up a theme 
of Kaldor's later years, the distinction between 'demand-constrained' and 
'resource-constrained' economies, and argues that 'Harrodian instability' is 
really the dividing line between them. On this basis he provides an 
interpretation of the distinctive properties of modem capitalism and so
cialism, showing that investment cycles are possible in each, without 
crossing the boundary between them. 

The great variety and high quality of these studies is perhaps the finest 
tribute our profession could make to the inspiration that Nicholas Kaldor 
provided for us all. 

EDWARD J. NELL 
WILLI SEMMLER 
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1 Nicholas Kaldor 1908-86* 
A. P. Thirlwall 

1 INTRODUCTION 

Professor Lord Kaldor, who died at Papworth hospital near Cambridge on 
30 September 1986, aged 78, was one of the most distinguished economists 
of the 20th century who will be recorded in the history of economic thought 
as a brilliant theoretician and applied economist, surpassed in originality 
only by Keynes and Harrod among British economists this century. He was 
a dominant influence in economic debates on the world stage for over fifty 
years, and hardly a branch of economics escaped his pen. At the London 
School of Economics (LSE) in the 1930s, while still in his twenties, he 
emerged as one of the country's leading economic theoreticians making 
fundamental contributions to controversies in the theory of the firm and in 
capital theory; to trade cycle theory and welfare economics, and to Keyne
sian economics by 'generalizing' Keynes's General Theory, which nearly 50 
years later led Sir John Hicks to remark, 'I think that your (1939) paper 
was the culmination of the Keynesian revolution in theory. You ought to 
have had more honour for it.'1 His reputation was such that in 1938, and 
still only thirty, he was offered a Chair by the prestigious University of 
Lausanne - the home of Walras and Pareto -which he reluctantly de
clined. Keynes thought extremely highly of him. In a letter to Jesus 
College, Cambridge in 1943 suggesting Kaldor as an Economics Fellow, 
Keynes wrote, 'I put him very high among the younger economists in the 
country . . . He is of the calibre which would justify the immediate election 
to a Readership . . . He is a brilliant talker and one of the most attractive 
people about the place . '2 The influence of Keynes, and the exigencies of 
the Second World War, turned Kaldor into one of the country's leading 
applied economists, and he continued to mix theoretical and applied 
analysis thereafter. In the early 1950s as a member of the Royal Commis
sion on the Taxation of Profits and Income, he became one of the world's 
leading experts on tax theory and policy, writing, amongst other things, a 
minor classic on the case for an expenditure tax. 3 At the same time, he was 
the joint architect, with Joan Robinson and Richard Kahn, of the post
Keynesian school of economics, which extended Keynesian modes of 

• This Memoir draws heavily on my book, Nicholas Kaldor (Brighton: Wheatsheaf Press, 
1987). I am very grateful to Dr G. Harcourt for helpful comments on an early draft of the 
paper. 
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thought to the analysis of growth and distribution, challenging the prevail
ing neo-Classical orthodoxy of the determinants of long run steady growth 
and distributive shares based on factor substitution and marginal pro
ductivity pricing. Kaldor's original models of growth and distribution, 
designed to explain the 'stylized facts' of mature capitalist economies, with 
their stress on the primacy of the investment decision and embodied 
technical progress, generated as enormous secondary literature, as did his 
later thinking on the applied economics of growth, with his stress on the 
importance of the manufacturing sector as the source of increasing returns. 
He was highly critical of neo-Classical value theory, or what he called 
equilibrium theory, with its basic assumption of non-increasing returns in 
all activities. Kaldor did not believe it was possible to understand the 
growth and development process within countries, or between countries in 
the world economy, without a two-sector model distinguishing between 
diminishing returns (primarily land based) activities on the one hand and 
increasing returns (primarily industrial) activities on the other. The full 
implications of his novel thinking in this respect have still to be worked out. 
Finally, in his last years, he was to lead the intellectual assault on the 
doctrine of monetarism. 

Kaldor lived life to the full both as a professional economist and as a 
family man. He was passionately interested in the world around him, and 
in the plight of his fellow men, and how the art and practice of economics 
could make the world a more agreeable and civilized place in which to live. 
His belief in a fairer distribution of income and wealth in society, and an 
intolerance of injustice, made him a life-long socialist. He indulged no 
hobbies such as music, gardening or collecting; he preferred to occupy his 
time embroiled in economic problems and ideas that intrigued and per
plexed him at both the theoretical and policy level. As a devisor of 
ingenous schemes, he had no equal: 'the last great innovator', as Professor 
Ken Galbraith once described him. His view of economics as a moral 
science- as a branch of ethics in the Cambridge tradition- motivated much 
of his writing, and led him into policy making at the highest level as a 
Special Adviser to three British (Labour) Chancellors of the Exchequer, 
and as an adviser to several developing countries. 

He did have financial interests which absorbed a lot of his time. He came 
from a well-to-do family and he married into wealth. In 1959 he joined with 
Ralph Vickers of Vickers da Costa in founding an Investment Trust, 
Investing in Success Equities, which led to other ventures including the 
Anglo-Nippon Trust, Acorn Securities and Investing in Foreign Growth 
Stocks. In 1964, when he became adviser to the Chancellor of the Ex
chequer, he had to resign from the Boards of all these companies, two of 
which, ironically, were killed by his own hand with the introduction of 
capital gains and corporation tax. 

It was not only his intellect and passion that made Kaldor dominant and 
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controversial; it was also his style, charm and sense of fun which made it 
impossible not to listen to what he had to say. He possessed that rare 
charisma and magnetic quality which made it difficult not to fall under his 
spell. When he was an adviser in Ghana in 1961, his hold over the 
President, Dr. Nkrumah, was likened unto the captivating powers of the 
ju-ju magicians! He could be rude and offend people, but this only seemed 
to enhance his fascination. In lectures and seminars, he would endear his 
audience by the heavily accented flow of English prose, which was so much 
a feature of his personality. His background was Hungarian, but like so 
many European emigres, he became more English than the English and 
revelled in her institutions. The image of a rotund and jovial medieval 
monk holding forth in intellectual discourse fits him perfectly. Although he 
was untidy and forgetful in private life, he had an extraordinary retentive 
and well-ordered mind that could recall at an instant the issues and 
controversies of long ago, and he could pluck statistics from the air like 
rabbits from a hat in support of his case. This gift could make him 
devastating in debate. He was always a powerful publicist for his views, 
and by force of personality and sheer perseverance, he would often wear 
an opponent down, achieving victory by attrition. He shared with Keynes 
the urge to protest. He was the most prolific newspaper letter-writing 
economist of his generation, contributing to debates not just on economic 
matters, but on social issues and defence as well. Kaldor and Keynes had 
other intellectual traits in common, and in many ways Kaldor took on, 
consciously or unconsciously, the mantle shed by Keynes. In particular, 
both possessed that strong intuition which made them more right in their 
conclusions and implicit presumptions than in their explanations and 
explicit statements. Much of Kaldor's work on growth and development 
falls, I believe, into this category. 

Kaldor's love for economics was superceded only by the love for his 
family from which he derived so much of his inner happiness and self
confidence. In 1934 he married Clarissa Goldschmidt, a history graduate of 
Somerville College, Oxford, who provided the environment of peace and 
stability conducive to creativity. The four daughters of the marriage gave 
him particular pleasure, plus his eleven grandchildren. Kaldor was never 
happier than when the whole family clan was gathered together for festive 
or other special occasions in the spacious Edwardian family home at 2 
Adams Road, Cambridge, or for holidays at the summer home in Le 
Garde Freinet, France. He loved to joke and play with young and old. 
Nothing seemed to trouble him, not even noise. Every day, the ever-open 
front door of his Cambridge home would invariably see a succession of 
family and friends toing and froing, while Kaldor worked away unper
turbed in his groundfioor study off the entrance hall. He might or might not 
appear, depending on the urgency of the task at hand. He liked to com
partmentalize his intellectual effort, working intensely for long periods 
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and then relaxing. This made him appear at times egocentric (and he was), 
but then he could also be very generous with his time, receiving a suc
cession of invited and uninvited guests who travelled to Cambridge to see 
the 'great man' as if on a pilgrimage to Buddha. His dearest Cambridge 
friend was Piero Sraffa, who in his prime would cycle round from Trinity 
College to Kaldor's house every afternoon to discuss economics and topical 
matters of the day. 

During his lifetime, many honours were bestowed on him in recognition 
of his contribution to economic science, and he was in constant demand 
across the world to give public lectures. He received Honorary Doctorates 
from the University of Dijon (1962) and Frankfurt University (1982). He 
was elected an Honorary Member of the Royal Economic Society of 
Belgium (1955); an Honorary Fellow of the LSE (1970); an Honorary 
Member of the American Economic Association (1975) - 'a small tribute 
to your great contribution to economics' is how the President, Professor 
Kenneth Arrow, described it; a Foreign Honorary Member of the Ameri
can Academy of Arts and Sciences (1977), and an Honorary Member of 
the Hungarian Academy of Sciences (1979). In 1970 he was President of 
the Economics Section (Section F) of the British Association for the 
Advancement of Science, and in 1974, President of the Royal Economic 
Society, an honour much coveted by the British economics establishment. 
In 1974 he was made a Life Peer as Baron Kaldor of Newnham in the City 
of Cambridge. He used his platform in the House of Lords to great effect. 
Economic historians will find his speeches one of finest contemporary 
records of the economic issues of the day, with a pungency on topical 
matters reminiscent of the polemical style of Keynes.4 The major honour 
that eluded him was the Nobel Prize. He was, in the words of The 
Economist newspaper, 'the best known economist in the world not to have 
received the Nobel Prize'. 5 Why he was overlooked is still something of a 
mystery. In the first year of the prize, 1969, he was, according to Press 
reports, 6 on a short list of ten names including Friedman, Samuelson, 
Meade, Perroux and Kantorovich, but by his challenge to the neo-Classical 
orthodoxy he probably upset too many influential people in the economics 
establishment, including, presumably, the Swedish Nobel Committee. It 
may be significant (and some consolation) that none of the great British 
economists working in the Keynesian tradition - including Roy Harrod or 
Joan Robinson - were honoured. 

2 EARLY LIFE, 1908-39 

Kaldor Miklos (Miki) was born in Budapest on 12 May 1908 into a 
comfortable middle-class Jewish family. His father, Gyula, was a successful 
lawyer, as legal adviser to the German legation in Budapest. His mother, 
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Jamba, was a well-educated, cultured woman, particularly versatile at 
languages, including English. There was a daughter of the marriage and 
two earlier sons, both of whom died in childhood. The young Kaldor, as 
the only surviving son, was undoubtedly spoiled. He first started school at 
the age of six, and then at ten transferred to Budapest's famous Minta (or 
Model) Gymnasium, which in those early years of the 20th century pro
duced a galaxy of distinguished academics including Michael Polanyi, 
Edward Teller, Leo Szilard, Theo von Karman, Nicholas Kurti, and 
Thomas Balogh. The young Kaldor's education was squarely in the classi
cal tradition, and throughout his life he retained a deep knowledge and 
interest in European culture and institutions. Politics and freelance jour
nalism became his hobbies, and he continued to practice the latter during 
his student days in Berlin and London. His interest in economics was partly 
the natural outcome of his fascination with politics and partly inspired by 
wanting to understand more fully the German hyper-inflation of 1923. His 
father had also kindled an interest with the purchase of a copy of Keynes's 
The Economic Consequences of the Peace. He enrolled in the University of 
Berlin in 1925, committed to the study of economics, but stayed only 
eighteen months. England, he soon learned, occupied the centre of the 
economics stage, and he arrived in London in April 1927 to register as a 
General Student at the London School of Economics to sample the lectures 
and to improve his English. The summer term was enough to whet his 
appetite and he enrolled for the BSc. (Econ.) degree from October 1927. 
An allowance from his father and fees from journalism financed his 
studies. The Hungarian newspaper, Magyar Hirlap employed him, and he 
was the London correspondent of Pester Lloyd with his own headed 
notepaper. He also wrote for the London General Press which syndicated 
his articles in several countries. His speciality was conducting interviews 
with prominent personalities, particularly in literary circles, including such 
famous characters as Hilaire Belloc, G. K. Chesterton, Arnold Bennett, 
H. G. Wells, John Galsworthy, Arthur Conan Doyle and Rebecca West. 

In his first year at the School, Kaldor attended lectures by Hugh Dalton 
and John Hicks, among others, and his supervisor was the economic 
historian Eileen Power (later Postan) whom he held in high regard. His 
first year examination performance was no more than mediocre, and he 
failed (and had to retake) mathematics. There was, however, a dramatic 
change in the subsequent two years as his interest in economics deepened. 
Allyn Young, the newly appointed Professor of Economics from Harvard, 
was a dominant influence in his second year, while Lionel Robbins and a 
young lecturer, Maurice Allen, dominated his thinking and learning in the 
third year. Kaldor graduated in 1930 with first class honours, and became 
the favourite pupil of Robbins, who had been appointed to a Chair in 1929 
following the untimely death of Young from pneumonia. Robbins secured 
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for him a £200 research studentship at the School and gave him his first 
teaching position, supervising second and third year students in economic 
theory. The research award lasted for two years, one term of which in 1931 
he spent at the University of Vienna. His research project was the 'Prob
lems of the Danubian Succession States,' the main fruits of which were 
four anonymous articles in The Economist,7 an article in the Harvard 
Business Review,8 and his first published letter in The Times on the 
dominance of farming in the Danubian States.9 At the same time he was 
reading widely in economic theory. He took an early interest in Keynes's 
A Treatise on Money, writing to Keynes asking for clarification over his 
exchange with Dennis Robertson in the Economic Journal of 1931.10 

Friedrich von Hayek, who was induced to London by Robbins as a 
counterweight to the growing intellectual influence of Keynes and Cam
bridge, was also a dominant influence on Kaldor's early thinking. His first 
published paper on "The Economic Situation of Austria" was almost pure 
Hayek in its cyclical analysis of the slump conditions of Austrian industry. 
With his undergraduate contemporary, Honor Croome (nee Scott), he had 
already embarked in 1930 on an English translation from the German of 
Hayek's Monetary Theory and the Trade Cycle, and he also translated a 
paper by Hayek on "The Paradox of Saving" which Economica published 
in 1931. It was in connection with unanswered questions from this paper 
that Kaldor first started to lose respect for Hayek's work, and this culmi
nated later in devastating critiques of his trade cycle theories and other 
work. He felt increasingly uneasy with the narrow dogmatism and liber
tarian philosophy of the Austrian school, which both Robbins and Hayek 
represented. Kaldor wanted to escape, and he gradually did so, particu
larly with the help of John Hicks. Kaldor and Hicks shared adjacent flats in 
Bloomsbury and were close friends before their respective marriages in 
1934 and 1935. Hicks introduced Kaldor to Walras and Pareto, and Kaldor 
read various drafts of Hicks' Value and Capital that were in preparation 
between 1930 and 1935. Hicks was also instrumental in introducing Kaldor 
to the Swedes. Both read in the original Myrdal's 'Monetary Equilibrium' 
published in 1933, which partially prepared them for the Keynesian revolu
tion to come. 

Kaldor became increasingly tom between Robbins and Keynes as men
tors. In 1932 he was appointed by Robbins to the staff of the LSE as an 
Assistant in Economics (later renamed Assistant Lecturer) and naturally 
felt some allegiance to him, but at the same time he began to feel more 
secure and independent. His relationship with Robbins waned gradually at 
first and then gathered momentum to such an extent that Robbins later 
obstructed his promotion from Assistant Lecturer to Lecturer. Robbins 
was thoroughly hostile to the Keynesian revolution, effectively denying 
that the 1930s' depression had anything to do with a lack of effective 
demand, and denouncing Keynesian remedies of public works. Kaldor was 
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in the United States on a Rockefeller Research Fellowship when Keynes' 
General Theory appeared, and was an immediate convert. He was to play a 
major proselytizing role in spreading Keynesian modes of thinking to 
young generations of economists, remaining faithful to the Keynesian 
tradition for the rest of his life. 

In those early years at the LSE, Kaldor's major teaching commitment 
was a course on the Theory of Costs (later called the Theory of Produc
tion). He was a superb teacher.U He also lectured in various years on 
International Aspects of the Trade Cycle, The Theory and Practice of 
Tariff Making, Advanced Problems of International Trade (shared with 
John Hicks), Economic Dynamics, Capital and Interest, and Public 
Finance and the Trade Cycle. As early as 1933, he was beginning to make 
an academic name for himself. Four major theoretical papers were in 
embryonic form, 12 he helped to launch the Review of Economic Studies 
and played an active part on the editorial board, and he took an active part 
in the weekly seminar run by Robbins and Hayek, which in the folklore of 
the LSE has become as legendary as the Political Economy Club run by 
Keynes in Cambridge. It was in reading his paper to the Seminar on 
'A Classificatory Note on the Determinateness of Equilibrium' that the 
novel felicitous description of 'cobweb theorem' occurred to him, to 
explain the oscillatory movements of price around its equilibrium value. 

The academic year 1935-36 was spent in the United States where he 
travelled extensively, meeting many of the leading American economists 
including Joseph Schumpeter, Edward Chamberlin, Jacob Viner, Henry 
Simons and Irving Fisher. At the Econometric Society meetings in New 
York in December 1935 he read a paper on 'Wage Subsidies as a Remedy 
for Unemployment' ,13 and listened to a paper by Henry Simons on the 
measurement of income which also indicated how expenditure could easily 
be calculated to form the basis of an expenditure tax. Kaldor was to 
resurrect this idea later when he turned his attention to tax matters in the 
1950s. On return from the United States, his research output continued 
apace. In the next four years, there appeared his major survey of capital 
theory, 14 his attack on Pigou's theory of how wage cuts affect 
unemployment, 15 his critique of Chamberlin and the distinction between 
monopolistic and imperfect competition, 16 his devastating critiques of 
Hayek,l7 his generalization of the General Theory,l8 and his seminal 
papers in welfare economics19 and on trade cycle theory. 20 This massive 
theoretical outpouring over a short space of years was inventive and 
innovative in four major areas of economics, and has had a lasting impact. 
In the theory of the firm, he contributed to the debate over the incompati
bility of the assumption of long period static equilibrium and perfect 
competition and developed the notion of 'excess capacity' under imperfect 
competition; he produced a novel (non-linear) theory of the trade cycle; he 
laid the foundations of the new welfare economics, and in the field of 
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Keynesian economics, he converted Pigou to Keynes and provided the 
most convincing rationale for Keynes's theory of the multiplier. Some brief 
words in each field are in order. 

In 1933, Joan Robinson and Edward Chamberlin, in independent 
contributions,21 released the theory of firm behaviour from the straight
jacket of perfect competition. One of Kaldor's important contributions, in 
a seminal paper "Market Imperfection and Excess Capacity" ,22 was to 
demonstrate that free entry into an industry will only lead to perfect 
competition if there are non-decreasing returns to scale; otherwise free 
entry will raise unit costs which will ultimately halt the entry of new firms. 
Each firm will operate near its breakeven point, not where costs per unit of 
output are at a minimum. This is the famous 'excess capacity' theorem. He 
went on to argue that if scale economies exist, free entry will not necess
arily lead to tangency of the demand curve and the average cost curve 
because the minimum size of new entry may dilute demand so much that 
the demand curve facing each individual firm lies below the cost curve, 
involving all firms in losses. Equally, the threat of this happening may 
prevent profit being eliminated, so that 'pure' profit may still exist in a state 
of equilibrium. Like Marshall and Sraffa before him, and Hicks later, 
Kaldor recognized that increasing returns has profound implications for 
neo-Classical price, distribution and employment theory. With constant 
costs, however, profits will never be eliminated as long as the demand for 
output is less than infinitely elastic, and this is why constant costs leads to 
perfect competition: 'no degree of product differentiation and no possi
bility of further and further product variation will be sufficient to prevent 
this result, so long as all kinds of institutional monopolies and all kinds of 
indivisibilities are completely absent'. Later, however, he retracted his 
views on free entry. In debate with Chamberlin23 over the meaning of 
'monopolistic competition', he conceded that if the distinguishing feature 
of monopolistic competition is an infinite range of differentiated products, 
there cannot strictly speaking be 'free entry', since no one else can produce 
an identical product. There can only be freedom of entry to produce 
substitutes, which leaves the structure of monopolistic competition intact. 
In another important contribution, "The Equilibrium of the Firm" ,24 he 
developed a novel theory of differences in the size of firms based on the 
co-ordinating ability of managers as the only true fixed factor of produc
tion. It was not a theory to which he later attached much importance. 
Instead, he followed Kalecki and the principle of increasing risk, based on 
the gearing ratio of firms. Profits are crucial for expansion, not only in 
themselves, but by enhancing the ability of firms to borrow in the market. 

During this fertile theoretical period of the 1930s, Kaldor also became 
heavily involved in debates on the trade cycle, taking up cudgels against 
Hayek and the Austrians. Their theory was monetary in essence, not 
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dissimilar to Wicksell's, relating to divergences between the money rate of 
interest and the natural rate of interest. Kaldor was to absorb this theory 
and eventually to demolish it in a powerful paper "Capital Intensity and 
the Trade Cycle". 25 Hayek himself changed his mind over movements in 
capital intensity and the origins of cyclical crisis during the upswing. In 
Monetary Theory and the Trade Cycle26 he argued that capital intensity 
increased during the upswing which then caused adjustment problems as 
credit expansion was curtailed. Later, in Profits, Interest and Investment 
(1939), he argued the exact opposite, that employers would seek more 
labor intensive methods of production as real wages fell (the Ricardo 
effect). Kaldor also launched into this volte face, for which he was partly 
responsible in the first place, in another powerful paper "Professor Hayek 
and the Concertina Effect". 27 First, he objected to Hayek's use of the term 
'Ricardo effect', since Ricardo's argument concerning factor proportions 
referred to the relative price of labor and machinery, not to the price of 
consumption goods affecting real wages. Secondly, he went on to show the 
special conditions necessary for the Ricardo effect to work, and to argue 
that if it does work, its quantitative effect would be small. But whatever 
happens, it can never lead to less investment because a rise in the rate of 
interest, which is a necessary condition for the Ricardo effect to work, will 
only occur if investment increases. At the empirical level, Kaldor could 
find no clear cyclical pattern of capital intensity (or 'concertina effect'). He 
joked: 'I think the evidence rather suggests that the concertina, whichever 
way it goes, makes a relatively small noise- it is drowned by the cymbals of 
technical progress.' Kaldor sent Keynes a copy of his 1942 paper to which 
Keynes replied: 'Your attack on poor Hayek is not merely using a sledge 
hammer to crack a nut, but on a nut which is already decorticated.' Kaldor 
reminded Keynes that Hayek had spent the whole of the summer term in 
Cambridge discussing with students his paper on the Ricardo effect 'creat
ing an unwholesome muddle in the minds of the young'. 

Kaldor's brush, and ultimate break, with the Austrians led him to 
examine the meaning and determination of the concept of the 'investment 
period' in a major survey of capital theory published in Econometrica, 
1937.28 Kaldor concluded that the investment period concept is really 
nothing more than one way of measuring the ratio of capital to labor, but 
since there is no unique measure of capital, there is no unique measure of 
the capital to labor ratio. It is possible, however, to construct ordinal 
measures. He criticized conventional measures which were sensitive to 
changes in the relative price of inputs and outputs without any change in 
the real structure of production having taken place, and proposed himself 
an index of the ratio of 'initial cost' to 'annual cost' in the production of 
output. In this major contribution to the capital theory debate, Kaldor also 
anticipated von Neumann's famous result that the rate of interest represents 
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the highest potential rate of growth of an economy which would obtain if 
nothing were withdrawn from the economic system for unproductive 
consumption. 29 

Kaldor's own original contributions to trade cycle theory came in two 
papers 'Stability and Full Employment'30 and 'A Model of the Trade 
Cycle', 31 in which he argued that instability is inherent in the economic 
system itself because there is no reason why the division of income for 
consumption and saving should be in the same proportion as the division of 
output. All booms must come to an end, either through credit restrictions, 
rising interest rates, excess saving or, in the final analysis, through a 
shortage of labor. The trade cycle is the price to be paid for a high rate of 
economic progress, which was also the view of Dennis Robertson. Mech
anisms do exist, however, that may bring about a stable equilibrium, and in 
'Stability and Full Employment' there are to be found the early seeds of 
Kaldor's macro-theory of distribution which did not fully germinate until 
1956. Kaldor first started thinking about trade cycle theory when he gave 
four lectures on the international trade cycle at the LSE in 1933-4. He 
realized that the task was to explain oscillations between a low and a high 
level equilibrium and that this could not be done using a linear accelerator. 
An S-shaped investment (and savings) curve would be a plausible hypoth
esis, however. At low levels of output, increased output will not induce 
more investment because there is excess capacity, and at high levels of 
output there will be no inducement to invest if increases in output are 
impossible. Saving is also likely to be a non-linear function of output, but 
probably more sensitive than investment at both high and low levels of 
output.32 With these two functions, Kaldor showed that the economic 
system can reach stability at either a high or low level of economic 
activity. 33 Shifts in the curves then produce limit cycles: at high levels of 
output, the investment curve shifting down and the savings curve up, and 
vice versa at low levels of output. 

Another of Kaldor's original insights at this time was in the field of 
welfare economics. With Hicks, although with prior claim, he was the 
founder of what came to be called the 'new welfare economics'. Kaldor's 
short seminal paper 'Welfare Propositions in Economics and Interpersonal 
Comparisons ofUtility'34 was a reaction against the nihilism of Robbins and 
the Paretian school that if an economic change makes some people better 
off, but others worse off, it is impossible to make a judgement about 
whether the change is desirable (in the sense of increasing welfare) because 
individual utilities cannot be compared. Kaldor interpreted Robbins' 
stance as support for the laissez-faire approach to economic affairs, and as 
a recipe for economic paralysis. Kaldor's innovation was to introduce the 
idea of compensation tests: that if the gainers from a policy change could 
potentially compensate the losers and still be better off, the economist 
should be able to endorse the policy change since output must have 
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increased. The compensation test would allow the economist to say some
thing about output, although not about its distribution. A similar distinc
tion between efficiency and distribution had been made by Pigou in his 
writings on welfare economics, and Hicks endorsed the Kaldor test. 35 The 
Kaldor-Hicks criterion gave rise to a vast literature, but with no resolu
tion, not least because interpersonal comparisons of utility are still needed 
if welfare judgements are to be made. There could be changes which satisfy 
the Kaldor compensation test but which leave the community worse off 
than before because the income distribution is more 'undesirable' in some 
sense. This later formed the basis of the attack on the new welfare 
economics led by Ian Little.36 There is no solution to the problem of 
deciding whether one distribution of income is worse or better than 
another unless a social welfare function is specified which makes explicit 
value judgements about the income distribution. This was Kaldor's original 
intuition, which he confirmed in a paper in 1946,37 and which partly 
explains why he never participated in the subsequent debates. 

In the field of macroeconomics, concerned with employment and the 
Keynesian revolution, Kaldor's first paper was on wage subsidies and 
employment. 38 It reflected his neo-Classical background and training -
although he tried, at the same time, to forge a bridge between Keynes and 
the classics. Well before Keynes's General Theory was published in 1936, 
the emerging 'Keynesian' consensus was against money wage cuts because 
this would simply reduce prices leaving real wages and employment un
changed. Kaldor believed wage subsidies to be a (compromise) alternative, 
since subsidies do not reduce money demand and therefore should not 
affect prices. When Kaldor wrote to Joan Robinson about his scheme, she 
claimed not to understand the argument unless subsidies raised the propen
sity to consume through a redistribution of income to labour. They would, 
but that was not Kaldor's point. Kaldor replied in exasperation 'I fear that 
Cambridge economics is beyond me!'39 Kaldor was later to join the 
Cambridge fold, but not before two major contributions which helped to 
seal the Keynesian revolution. The first was his attack on Pigou, which 
converted Pigou to Keynesian ways of thinking. This was a notable victory. 
The second was the generalization of the General Theory explaining why it 
is output and not prices (the rate of interest) that adjusts savings to 
investment. Pigou was the defender of the classical faith in Cambridge and 
was quick into print following Keynes's demolition of classical full employ
ment theory. Pigou continued to maintain that a cut in money wages could 
increase employment in the aggregate independently of a fall in the rate of 
interest, and published a paper to this effect in the Economic Journal. 40 

The paper had been accepted by Dennis Robertson, standing in for Keynes 
as editor, who was ill. On reading the paper, Keynes described it as 
'outrageous rubbish beyond all possibility of redemption', and castigated 
Robertson for publishing it. 41 The sentiments were shared by Kahn, Shove 
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and Sraffa. It was Kaldor, however, who persuaded Pigou of the error of 
his ways, as Pigou later conceded. Kaldor showed in his response to 
Pigou42 that the new equilibrium after a wage cut must imply a lower rate 
of interest. Kaldor modified Pigou's model to make saving a function of 
income in addition to the rate of interest, and showed that there is no way 
in which a change in money wages by itself could so alter savings and 
investment to ensure equality of the two at a given rate of interest. Kaldor 
was the first economist (after Keynes) to use rigorously what later came to 
be called ' the Keynes effect'. He recognized explicitly that a fall in money 
wages is exactly analogous to an increase in the nominal quantity of money 
or a reduction in liquidity preference. Keynes also replied to Pigou, but 
when Pigou responded to his critics and conceded the argument, it was 
Kaldor he addressed. He paid him the compliment of saying that 'the 
theory of the relation between money wages and employment, via the rate 
of interest, was invented by Kaldor'. · Keynes was naturally annoyed by 
this, having devoted Chapter 19 of the General Theory to this very topic. It 
needs to be stressed, however, that Pigou conceded to Kaldor not on 
grounds of liquidity preference but on the assumption that an increase in 
output must reduce time preference and hence the equilibrium rate of 
interest. This led to the contention by some that a Keynesian conclusion 
had been accepted, in effect, by a non-Keynesian route. This was an 
understandable reaction, but Kaldor cleared up the confusion pointing out 
that liquidity preference considerations need only be invoked to explain 
why a reduction in time preference (which must occur) fails to produce a 
fall in the rate of interest.43 Otherwise, with a normal classical savings 
function the interest rate is bound to fall. 

The paper that gave Kaldor the most intellectual satisfaction, however, 
and his most notable, but neglected, contribution to the immediate Keyne
sian revolution, was 'Speculation and Economic Stability'44 (including 
'Keynes's Theory of the Own-Rates of Interest', originally written as an 
appendix, but published much later).45 lt addressed three important ques
tions. First, why does an increase in saving not necessarily lead to an 
increase in investment; in other words, what are the necessary, if not 
sufficient, conditions for the workings of the income multiplier? Secondly, 
what determines the structure of interest rates? Thirdly, what asset sets the 
ultimate limit on employment by limiting the willingness to invest, and 
why? Kaldor's answer to the first question was the stabilizing influence 
of speculators. The greater the stability of price, the greater the instability 
of income. Kaldor believed that in the real world, the most important type 
of asset whose price is stabilized through speculation is long term bonds 
bought with savings. The less price fluctuates, the stronger Keynes's 
theoretical conclusion that savings and investment will be equated by a 
change in the level of income rather than by the rate of interest. The 
question then is what determines the 'normal' price of bonds, i.e. what 
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anchors the long term rate of interest? Dennis Robertson, it will be 
remembered, accused Keynes of leaving the long term rate of interest 
'hanging by its own bootstraps'. Kaldor addressed this question providing a 
'bottom up' theory of the rate of interest in which the term structure of 
interest rates is determined by the convenience yield on money plus a risk 
premium on assets of different maturities. He repeated and defended this 
view many years later in his evidence to the Radcliffe Committee on the 
Working of the Monetary System (1959). Finally, it must be the asset, 
money, which sets the ultimate limit to employment because only the 
money rate of interest cannot be negative whereas the own-rates of interest 
on other assets can be negative and therefore cannot set the limit on 
investment. Kaldor was reacting against Keynes's suggestion in the Gen
eral Theory that the desire in the past to hold land might have kept the 
interest rate too high, and that the desire to hold gold might do so in the 
future. 

3 THE WAR AND IMMEDIATE POST-WAR YEARS 

The theoretical outpouring at the LSE before the war established Kaldor 
as one of the world's leading young economic theoreticians. At the outbreak 
of war he was still only 31 years old. The war had two major impacts on his 
future career. First, the evacuation of the LSE to Peterhouse, Cambridge 
brought him into direct contact with the Cambridge Keynesians. Joan 
Robinson, Richard Kahn and Piero Sraffa became close academic friends, 
and together they formed the 'war circus', which later became the 'secret 
seminar' (although everybody knew of its existence!). Cambridge became 
his natural spiritual home, to which he was later invited to return, and he 
did so permanently in 1949. Secondly, the imperatives of war, and the 
necessity to plan for peace, switched his mind from pure theory to applied 
economics, and he rapidly became one of the leading applied economists of 
his generation. Apart from pure academic research, including new projects 
on the economics of taxation and of advertising under the auspices of the 
National Institute of Economic and Social Research, he became actively 
involved in the economic aspects of the war in three important fields: the 
finance of the war effort, national income accounting, and the problems of 
post-war reconstruction particularly in relation to Beveridge's proposals on 
Social Insurance and on Full Employment. He became friendly with 
Keynes and they communicated on a regular basis over a variety of matters 
connected with war finance and national income accounting. In particular, 
Kaldor made a number of practical suggestions on how Keynes's compul
sory savings scheme might be made operational, and offered many con
structive suggestions on the papers Keynes was writing on the estimation of 
national income. When the White Paper on National Income first 
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appeared,46 Kaldor's annual reviews of them in the Economic Journaf7 

became a much-awaited event in the economics calendar in this country 
and abroad. His detailed grasp of national income accounting, and his 
attempts at forecasting, proved invaluable when it came to the assessment 
of the financial burden of the Beveridge Report on Social Insurance and 
Allied Services published in December 1942,48 a plan which aroused great 
controversy. Opponents of extended States insurance claimed that it would 
be necessary to raise employers' contributions and the standard rate of 
income tax to over 50 per cent, with devastating effects on export perform
ance and work effort. Kaldor showed convincingly that the price to be paid 
for comprehensive insurance against old age, sickness and unemployment 
-what Beveridge labelled 'Freedom from Want'- would not be more than 
ten [old] pence on income tax or six pence on income tax and a penny on a 
pint of beer. 49 Kaldor was the most influential economist to pave the way 
for the political acceptance of one of the great social advances of the 
modern age. The theme of the second Beveridge Report on full 
employment50 was 'Freedom from Idleness'. Kaldor's contribution to the 
Report, contained in the now-famous Appendix C, was to calculate (with 
Tibor Barna) the revenue and expenditure implications of the government 
pursuing a fiscal policy to maintain full employment, and in doing so he 
developed what was virtually the first mini-econometric model of the UK 
economy. The meticulous analysis received high praise from all quarters in 
this country and abroad, although there was some questioning of the 
arithmetic and the optimism over the required levels of taxation for 
post-war reconstruction. 51 As it turned out, he was too optimistic about the 
assumed increase in real national income after the war, and underesti
mated the expansion of public spending on non-social and non-military 
items. 

Kaldor did not confine himself solely to domestic issues. He took a keen 
interest in the war effort of Germany, and followed closely the economies 
of the allied countries. He also played a prominent role in public discussion 
of the international economic issues confronting the world economy at the 
time, including the Bretton Woods plan for a new international monetary 
system, and the American loan to Britain. 

When the war ended, Kaldor wanted some of the war-time controls 
retained, to ease the transition to peace and to prevent the prospect of a 
short-lived boom followed by slump, which characterized the aftermath of 
the First World War. He identified three major objectives of economic 
reconstruction: full employment, the elimination of poverty, and improved 
efficiency. The Beveridge proposals, which he campaigned for, were 
designed to secure the first two objectives. In pursuit of the third, he 
favoured the retention of building and import controls, and advocated the 
continuation and extension of utility production to reap economies of 
scale. 
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The reputation that Kaldor built up during the war as an incisive applied 
economist led to numerous offers of jobs and advisory posts after the war, 
when the LSE had returned to London. He was made a Reader in 
Economics at the LSE in 1945, but was more than receptive to outside 
work, having become increasingly disenchanted with what he perceived to 
be the right-wing atmosphere of the School. At home, he was employed for 
a short time in 1946 as an economic adviser by the Air Ministry and 
Ministry of Supply to assist the British Bombing Survey Unit. He also 
became a regular contributor to The Manchester Guardian writing articles 
on aspects of post-war recovery. Abroad, he undertook three important 
missions. The first in 1945 was to act as Chief of the Planning Staff of the 
US Strategic Bombing Survey of Germany under the overall direction of 
Kenneth Galbraith. In that capacity, he interviewed many of the German 
Generals, including Halder, and helped to show that it was not the US Air 
Force that won the war, but rather the ground troops which proved 
decisive. 52 In 1946 he served as an adviser to the Hungarian government on 
its new Three Year Plan, and in 1947 he was invited to assist Jean Monnet 
at the French Commissariat General du Plan in preparing a plan for the 
financial stabilization of France. A whole new series of tax measures were 
proposed,53 very similar to the reforms he later advocated in the context of 
developing countries. 

Then came the invitation from Gunnar Myrdal to become the first 
Director of the Research and Planning Division of the newly created 
Economic Commission for Europe (ECE) in Geneva, originally estab
lished to administer Marshall Aid. There were difficulties in him taking 
leave from the LSE, and he consequently resigned his teaching post at the 
School after twenty years as student and don. The two years he spent in 
Geneva were among the happiest and most stimulating of his professional 
career, living in elegance on the shores of Lake Geneva with a young 
family, and in charge of a talented handpicked staff- including Hal Lary, 
Robert Neild, Esther Boserup, Helen Makower and P. J. Verdoorn. 
Kaldor worked like a Trojan, with the specific task of preparing an annual 
Economic Survey of Europe. When the first (and subsequent) Surveys 
appeared they attracted widespread international interest and were treated 
as the authoritative account of the economic conditions and trends in both 
Eastern and Western Europe. 

While in Geneva, Kaldor also became involved in several special assign
ments including acting as adviser to the UN Technical Committee on 
Berlin Currency and Trade established in the winter of 1948-9 in an 
attempt to end the Soviet blockade of Berlin, and serving on an UN Expert 
Committee in 1949 to prepare a Report on National and International 
Measures for Full Employment. In the former capacity, he cross-examined 
representatives of the big-four powers in the light of the evidence of each, 
and then drafted the Report recommending the Soviet mark as the sole 
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currency for Berlin. In the event, the stance of the Western powers 
hardened as the blockade began to be breached, and the blockade was 
eventually lifted unconditionally. The widely acclaimed Report on National 
and International Measures for Full Employment54 was largely drafted by 
Kaldor, and its adoption by such a wide diversity of interests represented at 
the United Nations owed much to his verbal dexterity. Much of the Report 
was devoted to a discussion of the international propagation of cyclical 
disturbances, and the necessity for countries to strive for balance of 
payments equilibrium to avoid trade restrictions and deflationary bias in 
the world economy. Plus ~a change plus c'est la meme chose! Such was the 
impact of the Report that Kaldor was asked by the Council of Europe to 
chair a Working Party on how the recommendations of the Report might 
apply to Europe. The outcome was a further influential document, Full 
Employment Objectives in Relation to the Problem of European Co-Oper
ation, 55 which recommended, amongst other things, a European Invest
ment Bank and import controls, if necessary, to secure simultaneous 
internal and external balance. Kaldor's contribution to the international 
campaign in pursuit of full employment impressed Hugh Gaitskell, the 
Labour Chancellor of the Exchequer (1950-1), and led in 1951 to his 
appointment to the Royal Commission on the Taxation of Profits and 
Income. This was Kaldor's entree to the role of adviser at the highest level 
in the United Kingdom and abroad. 

Kaldor had not been long in Geneva when he was approached by King's 
College, Cambridge to accept a Fellowship there. King's were short of 
economists, as Keynes and Gerald Shove had recently died, and Kahn was 
busy administering Keynes's estate. The New York Times Magazine de
scribed such an appointment as "being one of such honour and prestige for 
an economist that there are not five posts in the world more coveted by a 
man of that profession" .56 Cambridge was his natural intellectual home, 
and he accepted the offer provided he could postpone his arrival in order to 
complete his work for the ECE. He finally started teaching in Cambridge 
in January 1950, with a University Lectureship also conferred on him. 
King's, and the Cambridge Economics Faculty, remained his academic 
base for the rest of his life. He was made a Reader in Economics in 1952 
and elevated to a Chair (with Joan Robinson) in 1966. Unlike Keynes, he 
chose not to play an active role in College life, nor did he assume any 
major administrative role in the Economics Faculty. He preferred to 
devote his time exclusively to research and writing, and later to politics and 
the role of adviser in several capacities. 

4 TAX MATTERS 

Kaldor and John Hicks were the only two academic economists appointed 
to the Royal Commission on the Taxation of Profits and Income in 1951, 
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with Kaldor much more radical in his approach to tax matters. His 
immersion in issues of taxation for the next four years turned him into one 
of the world's leading tax experts. 'The Memorandum of Dissent to the 
Commission's Report', 57 which he drafted, and his book An Expenditure 
Tax (1955), became minor classics in the literature on taxation. The 
American public finance expert, Arnold Harberger, described the latter 
the book as 'one of the best books of the decade in public finance, ranking 
with the classic works of Edgeworth, Pigou, Simons and Vickrey'. 58 His 
campaign for a comprehensive definition of income, as the basis for a more 
equitable tax system, made him more and more influential in Labour Party 
circles, which culminated in his appointment in 1964 as Special Adviser on 
tax matters to the Chancellor of the Exchequer and led to a flood of 
invitations from developing countries to advise on tax matters, starting 
with India in 1956. Perhaps more than any other economist of his gener
ation, Kaldor had an abiding faith in the power of taxation to alter signifi
cantly the performance of an economy. The desire to see social justice was 
also a strong motivating factor behind all his advice. In the 1960s and 1970s 
in the United Kingdom, he was the proposer and inventor of a variety of 
ingenious new tax schemes to enhance equity and to improve the perform
ance of the British economy. 

The equity of a tax system is to be judged by whether people with the 
same taxable capacity, or ability to pay, pay the same amount of tax. By 
this criterion, Kaldor viewed the UK tax system as 'absurdly inequitable' in 
the sense that the tax burden on some people was very heavy while on 
others it was very light according to how income was. earned, whether or 
not they were property owners, and so on. Income by itself, however, is 
not an adequate measure of ability to pay because however comprehen
sively income is defined, it ignores taxable capacity that resides in property 
as such. This constituted for Kaldor an argument for measuring ability to 
pay by spending power rather than by income, but consideration of an 
expenditure tax was outside the Royal Commission's terms of reference. 
Kaldor's Memorandum of Dissent confined itself, therefore, mainly to 
existing inequities in the tax system relating to the exemption from tax of 
capital gains and to the differential treatment of the self-employed and 
others. A flat rate capital gains tax was recommended and this later 
became official Labour Party policy. Company taxation also came in for 
criticism. Kaldor wanted a single corporation tax but not an end to tax 
discrimination against distributed profits until a capital gains tax was 
introduced. Kaldor's name is identified most closely, however, with the 
advocacy of an expenditure tax. The idea of an expenditure tax was not 
new- it had been discussed in the past by Hobbes, J. S. Mill, Marshall, 
Pigou and Keynes- but no-one before Kaldor had exposed so comprehen
sively the weaknesses of income as a measure of taxable capacity. More
over, if wealth is not taxed, inequity is even more acute, and Kaldor 
wanted to see the taxation of wealth too. A wealth tax became Labour 
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Party policy, but was never implemented. An expenditure tax has never 
found favour with any political party in the United Kingdom. India and Sri 
Lanka (on Kaldor's advice) have been the only two laboratory experi
ments, and in both countries the tax was withdrawn within a few years of 
implementation. 

After finishing his work with the Royal Commission, Kaldor took a 
sabbatical year from Cambridge in 1956 and embarked on a world tour 
with his family, giving lectures wherever he went. He spent half the year in 
India and the Far East and then went to Latin America as consultant to the 
Economic Commission for Latin America (ECLA) in Santiago at the 
invitation of Raul Prebisch, visiting Mexico and Brazil at the same time. 
He delivered thirteen lectures in Chile on 'The Theory of Economic 
Development and Its Implications for Economic and Fiscal Policy' and five 
lectures at the University of Rio de Janeiro on the 'Characteristics of 
Economic Development' at the invitation of Roberto Campos. He re
turned to England via the United States where for a short time he was 
Seager Visiting Lecturer at Columbia University. 

His journeys round the world as a tax adviser started in India in 1956, 
and his classic report on Indian tax reform is by far the most 
comprehensive. 59 It contains one of the clearest statements ever made of 
the case for wealth taxation. Many of the recommendations made for India 
to tighten up the tax system to provide a basis for social justice, efficiency 
and growth, are found in his later proposals for other countries with 
suitable modification for individual country circumstances. He gave tax 
and budgetary advice to Ceylon (1958), Mexico (1960), Ghana (1961), 
British Guiana (1961), Turkey (1962), Iran (1966), and Venezuela (1976). 
The proposed reforms and advice invariably received a hostile reception 
from vested interests, but he never wavered from the conviction that 
'progressive taxation is the only alternative to complete expropriation 
through violent revolution'. The proposals for India, some of which were 
repeated for other countries, were: (a) that all income (including capital 
gains) should be aggregated and taxed progressively with a maximum 
marginal rate of 50 per cent (Kaldor did not believe in 'confiscatory' 
taxation for social justice); (b) a progressive personal expenditure tax 
imposed on rich individuals where income tax leaves off; (c) a wealth tax; 
(d) a gifts tax; (e) a corporation tax imposed at a single rate, and (f) a 
comprehensive and self-enforcing reporting system, and a more pro
fessional tax administration with highly paid officials immune from the 
temptation of bribes. The Indian Report received a generally hostile 
reception in the country itself, but was highly praised by tax experts. 
Ursula Hicks described it as "an outstanding and remarkable achieve
ment". 60 Kaldor became embroiled in political controversy almost every
where he went. In 1958 he was called to advise the Prime Minister of 
Ceylon, Mr Bandaranaike. A Report was prepared and accepted, but, 
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owing to racial and other disturbances at the time, it was not published 
until 1960 - ironically by the newly elected right-wing United National 
Party who attempted to show that Bandaranaike (and his successor) had 
failed to fully implement the desirable recommendations relating to the 
extension of the tax base and the reduction of tax rates. His mission to 
Mexico in 1960 to make a study of the 'Possibilities and Conveniences of 
Modifying the Structure and Organization of the Mexican Tax System' was 
so sensitive that to write the Report he remained incognito for a month 
locked away in the hills outside Mexico City. The Report was never 
published, 61 the government fearing opposition and trouble from vested 
interests. A year later he went to Ghana to advise President Nkrumah. The 
country was in financial crisis, arising largely from the extravagance and 
corruption of the government. There was an urgent need for tax reform 
and to increase savings. Kaldor's proposed compulsory savings scheme, 
and the taxation of multinational companies, caused a wave of political 
protest and strikes. Later in the same year he was requested by Dr Cheddi 
Jagan, the Prime Minister of British Guiana, to undertake a comprehen
sive review of the tax system there with a view to increasing revenue and 
distributing the burden more equitably. British Guiana was also in a 
financial crisis with a lack of confidence at both home and abroad, manif
esting itself in heavy capital outflows. The budget proposals designed by 
Kaldor, again including compulsory saving and anti-tax avoidance measures, 
provoked a general strike and serious anti-government riots which had to 
be quelled by British troops. 60,000 demonstrators stormed the Parliament 
building and there were five deaths. A Commonwealth Commission ap
pointed to enquire into the origins of the disturbances, however, exempted 
Kaldor's budgetary proposals from direct blame; it was, the Commission 
concluded, a case of spontaneous combustion fermented by a number of 
forces, including an opportunity to protest against Dr Jagan and his 
government. 62 His mission to Turkey in 1962 at the request of the State 
Planning Organization was to prepare a memorandum on the problems of 
fiscal reform for use by the Prime Minister, Mr Ismet Inonu. Most of the 
proposals, including a novel land tax on the productive potential of land, 
were opposed by the Cabinet representing the landed interest and nothing 
was done which led four top officials of the State Planning Organization to 
resign in protest. Despite these setbacks, Kaldor firmly believed that the 
job of the adviser is to advise to the best of his professional ability, leaving the 
politicians to decide whether to implement the recommendations or not. 

5 GROWTH AND DEVELOPMENT 

The 1950s in Cambridge was perhaps the most fruitful period in Kaldor's 
academic life. While still immersed in tax matters, he began the daunting 
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task, aided by Joan Robinson, Richard Kahn and (later) Luigi Pasinetti, of 
rethinking the whole of growth and distribution theory on non
neoclassical, Keynesian lines. He was profoundly dissatisfied with both the 
neoclassical theory of distributive shares, based on the perfectly competi
tive assumptions of constant returns to scale and marginal productivity 
factor pricing, and (later) with the neoclassical theory of long run equilib
rium growth based on an exogenously given rate of growth of the labor 
force and technical progress, with adjustment to equilibrium growth 
brought about by a smooth change in factor proportions. He was also 
unhappy with the generally pessimistic nature of the 'classical' growth 
models of Ricardo, Mill and Marx, which appeared to be at variance with 
the facts of historical experience. In a remarkable series of papers between 
1956 and 196663 Kaldor helped to lay the foundations of the neo- or 
post-Keynesian school of economics, with adherents and disciples through
out the world. This was the start64 of the famous neo-Keynesian -
neoclassical controversies between Cambridge, England and Cambridge, 
Massachusetts, USA, which captivated and preoccupied large sections of 
the economics profession throughout the 1960s. Kaldor and Joan Robinson 
became the betes noires of the American economics establishment. As 
Ford Visiting Professor at the University of California in 1959, Kaldor 
acquired the affectionate nickname of 'enfant terrible of the Bay Area'! 

One of Kaldor's earliest attacks on classical pessimism was a bold lecture 
on Marx that he delivered in Peking in 1956 (which he visited from India), 
in which he rejected the view that unemployment, cyclical fluctuations and 
growing concentrations of economic power are the inevitable features of 
capitalist evolution. The fact that money wages may rise as the reserve 
army of unemployed disappears does not imply a fall in profits because real 
wages may fall (or not rise as fast as productivity in a growing economy). 
Money wages and real wages are determined by different forces, and there 
can be no presumption of crisis based on a falling rate of profit. He went on 
to expound his own unique macro-theory of distribution (published a few 
months before in the Review of Economic Studies), which originated from 
a meeting of the 'secret seminar' at the end of 1955, and which derived its 
inspiration from the insight in Keynes's Treatise on Money, Vol. 1 (1930) 
that profits are the result of the expenditure decisions of entrepreneurs, not 
the cause, the so-called 'widow's cruse'. Kalecki had the same insight but 
used it to show why the level and fluctuations of output are particularly 
dependent on entrepreneurial behaviour, not specifically as a theory of the 
share of profits in output. 65 He relied instead on the concept of the 'degree 
of monopoly'. Kaldor's model is beautiful in its simplicity, and it will surely 
rank in the history of economic thought as one of the fundamental new 
theoretical breakthroughs of the 20th century. In words, the model states 
that given that investment is autonomous and determines saving, and given 
that the propensity to save out of profits is greater than out of wages, there 
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will be a unique equilibrium distribution of income between wages and 
profits associated with that level of investment. Full employment is as
sumed, and this was regarded by some as a weakness, but as Sen,66 

Harcourt67 and Wood68 have shown, the model can be generalized to 
non-full employment situations. Kaldor's theory of distribution spawned 
an enormous literature, including the famous Pasinetti Paradox which 
showed that even if workers save and receive profits, the theory remains 
intact with only the distribution of income between workers and capitalists 
affected, not the equilibrium share of profits in income.69 

Samuelson and Modigliani challenged Pasinetti's elegant generalization 
of Kaldor's model, and argued that if realistic parameter values are 
assumed for the model, the workers' saving propensity will exceed the 
investment ratio, and capitalists would disappear entirely.70 In this case, 
the steady state conditions would be determined by the workers' propen
sity to save out of profits. Kaldor replied with his famous neo-Pasinetti 
theorem71 which was never challenged by the Cambridge, Massachusetts 
school. The new model of distribution also provided within limits an 
alternative mechanism to that of neoclassical theory for equilibriating the 
warranted and natural growth rates. If the warranted rate lay above the 
natural rate, with planned saving in excess of planned investment, the 
share of profits would fall reducing the savings ratio, and vice versa. This 
seemed infinitely more plausible to the Cambridge, England school than 
the idea (as Joan Robinson once graphically put it) of the existing stock of 
'jelly' (capital) being spread out or squeezed up to employ all available 
labor. 

In 1957 and 1958, armed with his distribution theory, Kaldor set about to 
build a growth model to explain what he regarded to be the 'stylised facts' 
of capitalist economic history: a steady trend rate of growth of labor 
productivity, a steady increase in the capital-labor ratio, a steady rate of 
profit on capital, the relative constancy of the capital-output ratio, a 
roughly constant share of wages and profits in national income, and wide 
differences in the rate of growth of output and productivity between 
countries with similar capital-output ratios and distributive shares. Kaldor 
wanted to show how these various tendencies and 'constancies' are the 
consequence of endogenous forces operating in capitalist economies, and 
that it is not satisfactory to explain them on the basis of chance coincidence 
and unsupported assumptions such as neutral disembodied technical prog
ress, constant returns to scale, and a unitary elasticity of substitution 
between capital and labor. Apart from his distribution theory, the other 
main novel feature of Kaldor's growth models was the idea of a technical 
progress function to overcome the artificial distinction implicit in the 
production function between movements along a function (due to relative 
price changes) and shifts in the whole function (due to technical progress). 
Technical progress, for the most part, requires investment, and investment 
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normally embodies new ways of doing things. The technical progress 
function thus relates the rate of growth of output per worker to the rate of 
growth of capital per worker, with the shape of the function dependent on 
the degree to which capital accumulation embodies new techniques which 
improve labor productivity. Shifts in the function will change the relation 
between capital and output, but at the same time will set up forces, through 
a change in investment, which restores the capital-output ratio to its 
equilibrium level. Steady long run growth is determined by the parameters 
of the technical progress function incorporating both exogenous and en
dogenous forces. With the long-run equilibrium growth rate determined, 
the equilibrium investment ratio, the profit share and the profit rate can all 
be derived, providing an explanation of the 'stylised facts' of capitalist 
development. 

As Kaldor grew older (and perhaps wiser?), he lost interest in theoreti
cal growth models and turned his attention instead to the applied econ
omics of growth. Two things particularly interested him: first, the search 
for empirical regularities associated with 'interregional' (country) growth 
rate differences, and second, the limits to growth in a closed economy 
(including the world economy). The distinctive feature of all his writing in 
this field was his insistence on the importance of taking a sectoral ap
proach, distinguishing particularly between increasing returns activities on 
the one hand, largely a characteristic of manufacturing, and diminishing 
returns activities on the other (namely agriculture and many service 
activities). Kaldor's name is associated with three growth 'laws' which have 
become the subject of extensive debate. 72 The first 'law' is that manufac
turing industry is the engine of growth. The second 'law' is that manufac
turing growth induces productivity growth in manufacturing through static 
and dynamic returns to scale (also known as Verdoorn's Law). The third 
'law' states that manufacturing growth induces productivity growth outside 
manufacturing, by absorbing idle or low productivity resources in other 
sectors. The growth of manufacturing itself is determined by the growth of 
demand, which must come from agriculture in the early stages of develop
ment, and from exports in the later stages. Kaldor's original view73 was 
that Britain's growth rate was constrained by a shortage of labor but he 
soon changed his mind in favour of the dynamic Harrod trade multiplier 
hypothesis of a slow rate of growth of exports in relation to the income 
elasticity of demand for imports, the ratio of which determines a country's 
balance of payments constrained growth rate. Because fast growing 're
gions' automatically become more competitive vis-a-vis slow growing 
regions, through the operation of the second 'law,' Kaldor believed that 
growth will tend to be a cumulative disequilibrium process - or what 
Myrdal once called a 'process of circular and cumulative causation' - in 
which success breeds success and failure breeds failure. He articulated 
these ideas in several places, most notably in two lectures: his Inaugural 
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Lecture at Cambridge in 1966,74 and in the Frank Pierce Memorial Lec
tures at Cornell University in the same year. 75 Most of the debate concern
ing Kaldor's growth laws has centred on Verdoorn's Law and the existence 
of increasing returns. Kaldor drew inspiration for the theory from his early 
teacher, Allyn Young, and his neglected paper "Increasing Returns and 
Economic Progress". 76 Young, in turn, derived his inspiration from Adam 
Smith's famous dictum that productivity depends on the division of labor, 
and the division of labor depends on the size of the market. As the market 
expands, productivity increases, which in turn enlarges the size of the 
market. As Young wrote 'change becomes progressive and propagates 
itself in a cumulative way', provided demand and supply are elastic. Hence 
increasing returns is as much a macroeconomic phenomenon as a micro
phenomenon, which is related to the interaction between activities, and 
cannot be adequately discerned or measured by the observation of individ
ual industries or plants. Kaldor was convinced by theoretical considera
tions and by his own research, and that of others, that manufacturing is 
different from agriculture and most service activities in its ability to 
generate increasing returns in the Youngian sense. 

The difference in the laws of production governing the output of manu
factured goods and primary products, and the different conditions under 
which manufactured goods and primary products are priced and marketed, 
also lay at the heart of his two-sector model of economic development, in 
which the ultimate constraint on the growth of a closed economic system is 
the rate of land saving innovations in agriculture (or more generally 
land-based activities) as an offset to diminishing returns. 77 Within a 
framework of reciprocal demand, the growth of industry and agriculture 
must be in a particular relationship to each other, and it is the function of 
the terms of trade to equilibrate supply and demand in both markets for 
growth to be maximized. In practice, the industrial terms of trade may be 
'too high' or 'too low', in which case industrial growth becomes either 
demand constrained or supply constrained. Kaldor was highly critical of 
neoclassical development theory with its emphasis on allocation and substi
tution to the neglect of the complementarity between activities, with its 
prediction that long run growth is determined by an exogeneously given 
rate of growth of the labor force in efficiency units. He was equally critical 
of classical development theory with its focus on the supply side of the 
economy to the neglect of demand. Keynes undermined Say's Law at the 
aggregate level. Kaldor showed that Say's Law is equally invalid at the 
sectoral level because there is a minimum below which the industrial terms 
of trade cannot fall set by the minimum subsistence wage in industry. 

Like Keynes, Kaldor believed that the uncontrolled movement of pri
mary product prices was a major source of instability in the world eco
nomy, and that some intervention was desirable. This was the theme of his 
Presidential Address to the Royal Economic Society in 1976,78 but he had 
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addressed the issue before. He foresaw the collapse of the Bretton Woods 
system based on the US dollar as the key currency, and in 1964 he had 
prepared a Report for UNCTAD79 proposing an international commodity 
reserve currency, backed by thirty commodities, which would replace the 
dollar and anchor the price level at the same time. The Report received 
short shrift, but he never altered his view that such a scheme was desirable. 
After the introduction of Special Drawing Rights (SDRs) in 1970, he 
recommended the use of SDRs to finance buffer stocks of key commodities 
on lines similar to Keynes's International Commodity Control Agency80 

scheme proposed at the time of Bretton Woods, but never adopted. 

6 ADVISER TO LABOR GOVERNMENTS, 1964-70 AND 
1974-76 

When the Labor Party assumed office in 1964, Kaldor was the natural 
choice of adviser to the Chancellor of the Exchequer. Hugh Gaitskell, who 
died in 1963, had promised him such a position if and when Labor was 
returned to power, and James Callaghan kept the pledge, appointing him 
as Special Adviser on the Social and Economic Aspects of Taxation Policy. 
His friend, Robert Neild, replaced Alec Cairncross as Chief Economic 
Adviser to the Treasury, and his Hungarian compatriot, Thomas Balogh, 
was appointed as adviser to the Prime Minister, Harold Wilson. The 
appointment of two Hungarians to influential positions in the machinery of 
government provoked a hostile reaction in the press, as if a sinister Eastern 
European plot was about to be launched on the British people. Kaldor was 
portrayed as a tax ogre intent on squeezing the rich. The Labor govern
ment inherited a serious balance of payments deficit, and the immediate 
question was whether sterling should be devalued. Kaldor favoured some 
form of flexible exchange rate, but Wilson and other influential members 
of the Cabinet were against any form of exchange depreciation, hoping 
that a combination of controls and improved industrial efficiency would 
bring the balance of payments back into the black. As so many times in the 
past, deflation was eventually resorted to as a substitute for devaluation. 
Robert Neild was disillusioned and resigned his post. Callaghan ap
proached Kaldor to take the job as Chief Economic Adviser to the 
Treasury, but he, too, was out of sympathy with the emphasis on deflation. 
When the government had no option but to devalue in November 1967, 
Callaghan resigned, and Roy Jenkins became Chancellor. Kaldor stayed 
on as Special Adviser, but Jenkins distanced himself from him, and in 
September 1968 Kaldor decided to return to Cambridge full time, staying 
on in the Treasury as an unpaid consultant and working with research 
assistants on several research projects including the relationship between 
budget deficits and the balance of payments (the 'New Cambridge' theory), 
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and the relationship between employment, output and productivity 
growth, pursuing the ideas in his Inaugural Lecture. In November 1969 he 
returned to office as Special Adviser to Richard Crossman at the Depart
ment of Health and Social Security, where he was responsible, amongst 
other things, for persuading the government to substantially increase 
family allowances but at the same time to 'claw back' some of the increase 
through the tax system - benefitting the poor at the expense of the rich. 

As Special Adviser to the Chancellor, Kaldor exerted a considerable 
influence on tax policy. In the Inland Revenue, where he was first based, 
he enjoyed a good working relationship with the Head, Alexander John
ston, and with most of the civil servants. Sir Douglas Wass, later Perma
nent Secretary to the Treasury, has described him as "the only economic 
adviser to Government that I have worked with who studied the admin
istrative system and sought to fashion his ideas to what the system could 
bear". 81 Understanding the art of the possible, he never pressed hard for a 
wealth tax, and never mentioned the introduction of an expenditure tax. 
He was heavily involved, however, with the introduction and implementa
tion in 1965 of the new capital gains and corporation tax, and with several 
other new tax initiatives. To encourage investment, particularly in de
pressed regions, he was instrumental in the replacement of investment 
allowances by investment grants differentiated regionally, and he played a 
major part in plugging various tax loopholes to reduce avoidance and 
evasion. He will be best remembered, however, as the inventor of the 
Selective Employment Tax, to encourage the diversion of resources from 
services to manufacturing activity, coupled with the Regional Employment 
Premium to give an extra boost to manufacturing employment growth in 
depressed regions. The inspiration for the Selective Employment Tax was 
based on the theory that manufacturing output growth was constrained by 
a shortage oflabor, and that a tax on labor in services would not be passed 
on to the consumer in the form of higher prices but be paid for either out of 
profits or increased productivity. It turned out to be an ideal tax: it raised 
substantial revenue for the Exchequer at no 'cost' to the consumer, as 
predicted. It is hard to show that manufacturing output at the time was 
constrained by a shortage of labor, but productivity in services improved 
substantially. 

Even as a Special Adviser to the Chancellor, he continued to travel 
widely giving lectures and seminars, and advising foreign governments in 
an unofficial capacity. In the summer of 1967 he toured four countries, 
giving his first lecture in Russia, delivering several lectures in Japan, 
advising the Indian Planning Commission on the budgetary implications of 
the Fourth Five Year Plan, and holding talks with officials of the Central 
Bank of Israel. 

While in office, Kaldor was prevented from pronouncing publicly on 
topical matters of the day. Out of office in 1970 he took full advantage of 
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his freedom with a flood of newspaper letters and articles on a whole 
variety of subjects. He was highly critical of Conservative economic policy 
between 1970 and 1974- its monetary profligacy, and its encouragement of 
consumption to the neglect of the foreign trade sector. He also became 
heavily embroiled in the Common Market debate, and became the fore
most academic critic of Britain's entry on the proposed terms. Armed with 
statistical ammunition on the 'true' costs of entry, and with his theory of 
circular and cumulative causation, he warned that Britain could become 
'the Northern Ireland of Europe'. The Common Agricultural Policy (CAP) 
came in for particular attack, but his most devastating critique was con
tained in a New Statesman article 'The Truth about the "Dynamic Ef
fects" '82 in which he showed the balance of payments costs of entry to be 
close to one billion pounds, and argued that if deflation is necessary to pay 
for these costs, the assumed dynamic effects of entry will be negative. 
Many of Kaldor's prognostications on the costs and consequences of EEC 
entry have materialized. CAP has absorbed more and more of the Com
munity's resources, Britain's budgetary contribution has been massive, and 
the balance of payments costs have contributed to the destruction of large 
sections of manufacturing industry. The dynamic benefits of entry prom
ised by the 1970 White Paper have proved to be illusoryY 

When the Labor government was returned to power in 1974, Kaldor 
resumed the role of Special Adviser to the Chancellor, this time to Denis 
Healey. Once again, the Conservative legacy was a severe balance of 
payments crisis. Since the floating of the pound in 1972, Kaldor had 
become sceptical of the efficacy of exchange rate changes as a means of 
reconciling internal and external balance (one of the few major issues on 
which he changed his mind) and he campaigned instead for various forms 
of import controls. Without some form of action, other than exchange rate 
depreciation, he forecast an 'IMF budget', and this is exactly what tran
spired in 1976. As far as the broad thrust of economic policy is concerned, 
Kaldor's influence on Healey was minimal. Disillusioned, he resigned his 
post in the summer of 1976, and took his seat in the House of Lords. He 
was, however, responsible for two major tax initiatives: first, stock appreci
ation tax relief which saved several companies from bankruptcy and, 
second, a capital transfer tax to replace death duties (including unrealized 
capital gains on death). 

7 MONETARISM 

The 1960s witnessed the recrudescence of interest in the doctrine of the 
Quantity Theory of Money which lay at the heart of what came to be called 
'monetarism' and which spread like a plague from the United States to 
infect susceptible academic communities and eventually the conduct of 
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economic policy in several countries. Its appeal was deceptively attractive. 
Through control of the money supply it promised a reduction in inflation 
with hardly any loss of output or employment and without having to talk to 
the trade unions. Kaldor led the intellectual assault against monetarism, in 
both the UK and abroad, describing the doctrine as 'a terrible curse' ... 'a 
visitation of evil spirits'. . . 'a euphemism for deflation'. His view of 
monetarism was reminiscent of what Keynes felt about economic policy in 
the 1920s when in attacking the return to the gold standard in 1925 at the 
pre-war parity, he described monetary policy as 'simply a campaign against 
the standard of life of the working classes', operating through th~ 'delib
erate intensification of unemployment - by using the weapon of economic 
necessity against individuals and against particular industries - a policy 
which the country would never permit if it knew what was being done.'84 

Kaldor was not a monetary economist in the sense of Keynes or Robert
son. Monetary analysis did not infuse the major part of his work. He was, 
however, a powerful witness before the Radcliffe Committee on the 
Working of the Monetary System which reported in 1959, and as Harrod 
noted in a review of Kaldor's Collected Essays,85 the Committee's conclu
sions seemed to reflect Kaldor's evidence, namely that monetary policy is 
an uncertain instrument of economic policy on account of changes in the 
velocity of circulation of money and the insensitivity of expenditure to 
changes in the rate of interest. Kaldor fully concurred with the Com
mittee's attack on the mechanistic Quantity Theory of Money, although, in 
his own review of the Report, he regretted that it failed to probe more fully 
into the reasons for the behaviour of monetary velocity. 86 Like Keynes, he 
believed that prices could rise quite independently of prior increases in the 
money supply, resulting from wage (and other cost) increases. His explana
tion of the Phillips curve, however, was a profits based theory of wage 
increases, 87 which he later turned into a productivity based theory of wage 
determination arising from leading sectors in the economy. 

Kaldor's first major attack on the doctrine of monetarism was in a 
lecture at University College, London in 1970, directed at Milton Fried
man, the undisputed father of modern monetarism.88 During the 1970s and 
1980s, during which his intellectual assault became a crusade, there fol
lowed a series of other lectures, including the Radcliffe Lectures at War
wick University 1981, the Page Lecture at Cardiff University 1980,89 the 
Chintaman Deshmukh Memorial Lecture at the Reserve Bank of India 
1984,90 and culminating in his magnificent polemic The Scourge of 
Monetarism, 91 reminiscent in style, topicality and pungency of Keynes's 
Economic Consequences of the Peace. This volume contains his masterly 
'Memorandum of Evidence on Monetary Policy to the Select Committee 
on the Treasury and Civil Service 1980', brilliant for its marshalling of the 
theory and facts relating to the core propositions of monetarism. 

The key propositions of monetarism which formed the basis of the 
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application of monetarism in the UK, and which Kaldor attacked, were as 
follows. First, that the stock of money determines money income. This has 
at least two important corollaries: that the money supply is exogenously 
determined, and that the demand for money is a stable function of money 
income. Secondly, that government borrowing is a major source of in
creases in the money supply. Thirdly, that government spending crowds 
out private spending, making government stabilization policy redundant, 
and fourthly there is, in any case, a natural rate of unemployment and if 
governments try to reduce unemployment below the natural rate there will 
be ever-accelerating inflation. Kaldor found all three propositions wanting, 
either theoretically or empirically. He was adamant that there is a funda
mental difference between commodity backed money and credit money, 
and that in a credit economy, such as advanced capitalist economies, it can 
never be true to say that expenditure rises because of an increase in bank 
money held by the public, because credit money only comes into existence 
because it is demanded. Money is endogenous, not exogenous. Thus 
changes in the supply of money must be regarded as the consequence of 
changes in money income not the cause. The endogenous nature of money 
would also account for studies that find the demand for money to be a 
stable function of money income. Indeed, contrary to the monetarist 
proposition that stability is evidence of the potency of monetary policy, for 
Kaldor it was precisely the opposite that supply responds to demand and 
proves the impotence of monetary policy. Friedman's initial retort to 
Kaldor was 'if the relation between money and income is a supply 
response ... how is it that major differences among countries and periods 
in monetary institutions and other factors affecting the supply of money do 
not produce widely different relations between money and income?'92 The 
short answer is that they do, which Kaldor amply demonstrated in his 
evidence to the Treasury Select Committee of 1980. 

Whether government borrowing is a major source of monetary expan
sion is essentially an empirical question. Kaldor showed for the UK that 
between 1968 and 1979 there was no relation between the size of the Public 
Sector Borrowing Requirement (PSBR) and the growth of broad money 
(M3). Changes in the money supply were dominated by bank lending to the 
private sector which is demand determined. 

Whether government spending crowds out private spending is also an 
empirical matter. If there exist unemployed resources, there cannot be 
resource crowding out. Indeed there should be crowding in through the 
Keynes multiplier. Financial crowding out owing to higher interest rates to 
finance government deficits is a possibility, but not inevitable. Higher 
interest rates may not be necessary and, even if they are, private expendi
ture may be relatively insensitive. Kaldor found no evidence for the UK 
that a higher PSBR required ever-rising interest rates. 
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Kaldor dismissed the concept of the natural rate of unemployment, 
based as it is on the classical labor market assumptions of diminishing 
returns to labor and that workers are always on their supply curve, ruling 
out the possibility of involuntary unemployment, and was contemptuous of 
the doctrine of 'rational' expectations: 'the rational expectations theory 
goes beyond the untestable basic axioms of the theory of value, such as the 
utility-maximizing rational man whose existence can be confirmed only by 
individual introspection. The assumption of rational expectations which 
presupposes the correct understanding of the workings of the economy by 
all economic agents- the trade unionists, the ordinary employer, or even 
the ordinary housewife - to a degree which is beyond the grasp of 
professional economists is not science, nor even moral philosophy, but at 
best a branch of metaphysics'. 93 

8 THE CHALLENGE TO EQUILIBRIUM THEORY 

No account of Kaldor's life and work would be complete without more 
detailed reference to his challenge to neo-Classical value theory (or what 
he called equilibrium theory) which preoccupied him in later life and which 
will remain one of his lasting memorials. Few economists are willing or 
able to attack orthodoxy from within, but Kaldor had the courage and 
tenacity to do so in a remarkable set of lectures and papers. It was not the 
concept of equilibrium that he objected to, but the formulation of econ
omic theory within an equilibrium framework and neoclassical modes of 
thinking with their static emphasis on the allocation and substitution role of 
the price system to the neglect of the dynamic process of growth and 
change based on increasing returns. His complaint, also shared by 
Komai,94 was quite simply that the framework of competitive equilibrium, 
within which so much contemporary economic theory is cast, is barren and 
irrelevant as an apparatus of thought for an understanding of how capitalist 
industrial economies function in practice. His war of words with the 
neo-Classical school started in 1966 with his response to Samuelson and 
Modigliani95 in which he declared: 'it is high time that the brilliant minds of 
MIT were set to evolve a system of non-Euclidean economics which starts 
from a non-perfect, non-profit maximizing economy where ... (neo-Oassi
cal, general equilibrium) abstractions are initially unnecessary'. His assault 
gathered momentum in the 1970s with provocative essays on 'The Irrel
evance of Equilibrium Economics'96 and 'What is Wrong with Economic 
Theory' ,97 and culminated in his 1983 Okun Memorial Lectures on Econ
omics Without Equilibrium98 and his 1984 Mattioli Lectures on Causes of 
Growth and Stagnation in the World Economy. There were three major 
strands to his critique of equilibrium theory. The first was methodological, 



42 Nicholas Kaldor 1908-86 

the second concerned the lack of realism about the way markets function in 
practice, and the third related to the implications of the neglect of increas
ing returns. 

At the methodological level, Kaldor was strongly against the deductive 
method of building models on a priori assumptiPns without any firm 
empirical basis. For models to be useful, the assumptions must be verifi
able, not axiomatic - which makes theories tautological. Many of the 
assumptions of equilibrium theory, e.g. non-increasing returns, optimizing 
behaviour, perfect competition, etc., are either empirically false or unveri
fiable. The methodological critique paralleled the disquiet that many 
economists had been expressing for a long time concerning the use of 
mathematics in economics which, for the sake of scientific precision, 
invariably substitutes elegance for relevance. 

Kaldor's second major objection to neo-Classical equilibrium theory was 
its emphasis on the principle of substitution and on the allocative function 
of markets to the neglect of the creative function of markets and the 
complementarity between activities. Complementarity, rather than substi
tution, is much more important in the real world - between factors of 
production, such as capital and labor, and between activities such as 
agriculture and industry or industry and services. Static neo-Classical 
analysis is dominated by the idea that one thing must always be at the 
expense of something else - a 'tangential' economics as Allyn Young once 
described it, yet there are a variety of mechanisms whereby the expansion 
of activities can take place simultaneously. It is equally misleading to think 
of the market as simply a mechanism for the allocation of resources. Much 
more important is the role of markets in transmitting the impulses for 
change when tastes, technology and factor endowments are constantly 
changing. Nor are market prices the deus ex machina by which decentra
lized market economies function in the real world. Equally important are 
quantity signals. Loyalty, custom, goodwill and other intangible relations 
play an important part in market transactions, the more so where the 
product is not homogeneous and producers are price makers. In these 
markets prices are also relatively sticky, determined by costs plus a 
markup, and notions of fairness and goodwill stop prices from being 
adjusted to take advantage of (temporary) conditions of excess demand. 

Finally, there is the problem for equilibrium theory of increasing re
turns. Marshall, Sraffa, Hicks, among the great economists, all recognized 
the difficulty. Competitive equilibrium requires perfect competition which 
is impossible if long run marginal cost is below price. Hicks admitted in 
Value and Capital (1939): 'unless we can suppose that marginal costs 
generally increase with output at the point of equilibrium . . . the basis on 
which economic laws can be constructed is shorn away'. The evidence for 
increasing returns in manufacturing industry is overwhelming from empiri
cally estimated production functions, from Verdoorn's Law, from the very 
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existence of oligopolies and monopolies, and from the fact that although 
the capital-labor ratio differs between countries, the capital-output ratios 
of countries are very similar. Increasing returns, based on the division of 
labor, lay at the heart of Adam Smith's vision of economic progress as a 
self-generating process, and Kaldor used to joke that economics went 
wrong from chapter 4, Book I of the Wealth of Nations, when Smith 
dropped the assumption of increasing returns. The concept lay dormant 
until Allyn Young revived it in 1928.99 In the meantime, however, the 
damage was done; the foundations of neo-Classical value theory were laid. 
Kaldor kept harping back to Young's paper. The implications and conse
quences of increasing returns for how economic processes are viewed are 
indeed profound and far-reaching. First, what is the meaning of 'general 
equilibrium' if increasing returns causes everything in the equilibrium 
system to change- resource availabilities, technology, tastes, prices and so 
on? Secondly, once increasing returns are admitted, the concept of an 
optimum allocation of resources loses its meaning since the position of the 
production possibility curve itself depends on how resources are allocated. 
Thirdly, increasing returns undermine the notion that at any moment of 
time, output must be resource constrained. Finally, if supply and demand 
interact in the presence of increasing returns, in the manner described by 
Young, many of the treasured theorems of equilibrium economics become 
untenable. There is no reason why free trade should equalize factor prices, 
there is no reason why factor migration should equalize unemployment 
between regions, and there is no reason why growth rates between coun
tries and between regions should converge. 

Kaldor admitted that as a young man he was caught in the equilibrium 
trap, but he did eventually escape. In his own recollections as an econ
omist100 he confesses 'most of my early papers were based on the deductive 
a priori method and concentrated on unresolved inconsistencies of general 
equilibrium theory but without questioning the fundamentals . . . Such 
was the hypnotic power of Walras's system of equations that it took me a 
long time to grasp that this method of making an abstract model still more 
abstract by discovering unsuspected assumptions implied by the results is 
an unscientific procedure that leads nowhere . . . It was a long journey.' 

9 CONCLUSION 

Kaldor was one of the most original, inspiring and controversial econom
ists of his day, a unique figure in 20th century economics. His many 
contributions to economic theory and applied analysis will ensure his place 
in the history of economic thought. It is perhaps a matter for regret that he 
never wrote a grand Treatise in the tradition of Smith, Mill, Ricardo, Marx 
or Marshall. The reason he did not do so was not because he lacked the 
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vtston, intellect or ability to write, but because he succumbed to the 
temptation to become involved in too many projects at the same time, and 
never found the time to sit down for long concentrated periods which such 
a magnum opus requires. His nine volumes of Collected Essays are some 
substitute, however, which give a coherence to his work, and provide a 
lasting monument to his energy, creativity and endeavour. At his Mem
orial Service in King's College Chapel on 17 January 1987, there were over 
400 people in attendance from all walks of life including one Prime 
Minister, Ambassadors, civil servants, politicians and economists from all 
over the world. This is some measure of the affection and esteem in which 
he was held. 
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2 Nicholas Kaldor 
Remembered* 
J. K. Galbraith 

My friendship with Nicholas Kaldor, close and unfailing, lasted over a full 
fifty years. We first met in the autumn of 1937 when he was a junior 
presence at the London School of Economics, I a post-doctoral fellow 
pursuing Keynes and Keynesian economics at Cambridge University. I was 
frequently in London, came to know both the Kaldors and joined Nicky at 
the seminars of Hayek and Robbins. 

The first was attended, it came to seem, by all of the economists of my 
generation- Nicky, Thomas Balogh, L. K. Jah, Paul Rosenstein-Rodan, 
the list could be indefinitely extended. The urge to participate (and correct 
Hayek) was ruthlessly competitive; sometimes Hayek did not get a chance 
to speak at all. On one memorable night he came in, seated himself, and 
announced that he would, in that session, talk of the rate of interest. Nicky 
immediately took exception to that proposal; he assailed as ridiculous the 
notion that there was a rate of interest. It is my recollection that on that 
evening Hayek did not again get a chance to intervene. 

In the war years the British government made a poor use of the brilliant 
Eastern European talent then lodged in the British Isles. We happily were 
under no such constraint. Arriving in Britain in the spring of 1945, I 
immediately recruited Nicky, who had been working on the Beveridge 
proposals, for our reconstruction of the German war economy, and our 
estimates of the economic and military effects of the strategic bombings. 
He was wonderfully effective; he was indeed the first to identify the 
German blitzkrieg. (The German blitzkrieg design for economic mobiliza
tion: a build-up of ordinance to serve the next big attack, then a reduction 
of output and no sustained mobilization until very late in the war years.) 
Nicky was also, along with Paul Baran, another immediate deputy of mine, 
one of the two most unregenerate individualists ever made participants in a 
military command, if our relaxed operation can be so described. Eisen
hower would have been helpless. Or for that matter Patton. I still recall 
with horror and total frustration my efforts to maintain a minimum of 

* The following remarks by Professor Galbraith, one longstanding friend provide a sense of 
the affection and esteem in which Kaldor was held. Professor Galbraith was not able to attend 
the conference, but he sent these remarks to be read to the participants and invited guests. 
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control over Nicky's independent operations. He told me often in later 
years that his recollection of my efforts was equally adverse. 

In these later years he was often our visitor in Cambridge, Massachu
setts, I his in Cambridge, England. I wrote part of the Affluent Society in 
his library while occupying the Kaldor house in the summer of 1956. 
Earlier that year, we were together for several weeks at the Indian 
Statistical Institute in India. 

At that time Nicky was busy selling the expenditure tax. And not 
without success. I one day asked C. D. Desmuk, then the Indian Finance 
Minister, how Nicky's effort was going. It was going very well. 'The trouble 
with Dr Kaldor', Desmuk replied, 'is that he will not take yes for an 
answer.' 

In those days, Nicky was an enthusiastic photographer. He had endowed 
himself with some, for the time, exceptional equipment. We toured in the 
Himalayas together; one could not help noticing that Nicky's art was more 
than a little impaired by not being able to remember to remove the lens cap 
before focusing in on some particularly compelling scene. 

In Calcutta one night, we had a fine farewell dinner for Nicky and 
Clarisse; they were leaving at midnight for China. This was a rare privilege 
in those days and one we greatly envied. Sometime after midnight, they 
were back from the airport. Nicky had forgotten the passports and possibly 
also the tickets. 

Others at this meeting will have told of the Kaldor contribution to 
economics and, over the years, to British political life. There was the 
constant flow of highly competent, highly imaginative and utterly indepen
dent papers, monographs, and, in later years, reprints from Hansard. I 
cannot believe that anyone in the British Parliament ever sustained a 
higher standard of informed economic comment than Lord Kaldor, as with 
richly deserved recognition he became. In those speeches, one relished 
particularly the obligatory compliment to some retarded Tory orator and 
then the unsparing demolition. But also, always, the clearheaded responsi
ble comments on the policy that should be pursued. 

I was last week for a couple of days in London. Never had I been there in 
Nicky's time without seeing him or talking with him. It was sad to realize 
that this I would never do again. I was very sad, indeed. 

I send this evening my affectionate greetings to Clarisse and Catherine, 
who I have just learned will be with you. Only the physical aftermath of an 
especially severe week, including a long day in Washington, keep me from 
being with you. For that too, I am truly sad. 
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3 Kaldor Between Hayek and 
Keynes, or: Did Nicky Kill 
Capital Theory? 
M. Desai 

1 INTRODUCTION AND SUMMARY OF THE ARGUMENT 

Kaldor is famous as a leading member of that great generation of Cam
bridge economists - Joan Robinson, Piero Sraffa, Richard Kahn and 
himself - who together attempted the construction of an alternative para
digm to the neo-ClassicaVneo-Keynesian synthesis. For Joan Robinson and 
Richard Kahn, the engagement with Keynes' economics was a continuous 
one and indeed part of the permanent revolution in economic thinking 
going on in Cambridge in the 1920s. Piero Sraffa started one phase of that 
revolution- the one in value theory- but his commitment to the Keynesian 
revolution was very slight. Indeed one could say that the two Cambridge 
revolutions, one started by Sraffa in 1926 and the other by Keynes in 1936 
(although known earlier in Cambridge), were in contradiction with each 
other by the 1960s. The second Sraffa revolution begun in 1960 was a 
fulfilment of the one previously launched in 1926 but it had a value and 
capital theory that sat uncomfortably with the Keynesian revolution. 
Despite his intimate acquaintance with and encouragement of Sraffa's 
work, Keynes in his General Theory took in his value theory a pre-Sraffa 
Marshallian line as far as he took any. Joan Robinson who with her 
exceptional rigour had worked out the consequences of the first two 
revolutions, Sraffa 1926 and Keynes 1936, bore the brunt of reconciling the 
second Sraffa revolution with the Keynesian revolution (See essays in 
Eatwell and Milgate, 1983). 

Kaldor was different. For one thing he came to Cambridge from the 
outside and he had a well-established reputation by the time he arrived 
there in the late 1940s. He was not part of the 'circus' and got his Keynes 
from the published version. By 1936 he had already written innovatively 
but strictly within the orthodox theory. He was a star pupil of Hayek and 
Robbins, a co-translator of Hayek's first book, a detached but sympathetic 
critic of the Cambridge attempts to overhaul Marshallian value theory (see 
Kaldor, 1960). He was an early authority on capital theory, especially its 
Austrian variety. Indeed, his 1937 survey of capital theory controversy 
in Econometrica is a brilliant attempt at providing sound analytical 
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foundations for the Austrian capital theory's central theorem about the 
degree of roundaboutness (Kaldor, 1937, 1960). 

Kaldor publicly broke with Hayek in 1938, in his article 'Capital Inten
sity and the Trade Cycle' (CITC). By the time he wrote his 1942 review 
article of Hayek's Profits, Interest and Investment (PII), 'Professor Hayek 
and the Concertina Effect' (CE), the rupture was complete. Between 1938 
and 1942, Kaldor repudiated not only Hayek but the entire apparatus of 
Austrian Capital Theory. 

This is a well-known episode, most recently told by Tony Thirlwall in his 
biography of Kaldor (Thirlwall, 1987). In this paper I wish to offer a 
revisionist account of this episode. My argument can be summarized as 
follows: 

(a) Hayek was engaged between 1925-42 on a very ambitious research 
programme to integrate money and capital into Walrasian General 
Equilibrium Theory, using the Austrian approach. He wanted nothing less 
than an equilibrium theory of the business cycle in a monetary economy 
with heterogenous capital. By 1942 Hayek, on his account, abandoned this 
attempt ('Introduction', in Hayek, 1984). 

(b) Keynes over-took Hayek in the race to integrate money into economic 
theory by writing the General Theory. But he never took Walrasian theory 
or indeed any value theory seriously. What is more he de-emphasized 
capital theory and in the version of his theory which passed into popularity, 
flow equilibrium became all important; stocks especially capital stocks, 
were de-emphasized. 

(c) The effect of the Keynesian Revolution was to kill capital theory, 
especially as regards the problems caused by heterogeneity of capital. The 
J. B. Clark theory of the aggregate production function with malleable 
capital won the day over the Bohm-Bawerk/Wicksell theory of capital as 
produced means of production. It was paradoxically this battle that Cam
bridge (UK) fought with the other Cambridge in the 1950s and 1960s. The 
battle brought back the issues that had engaged Hayek in the 1930s, albeit 
in the context of growth rather than cycles. 

(d) Nicky Kaldor was the only economist in the 1930s who had the talent 
to bridge the gap between Hayek and Keynes. He understood Austrian 
capital theory and provided the most accessible account of it to date in his 
1937 paper. He was also an innovative economist as his many papers in this 
period show, not least his 1940 Model of the Trade Cycle. He may have 
been able to bridge the gap between the Keynesian analysis of short-run 
output determination (with money and flexible prices) with a given level of 
capital stock and the medium and longer-run theory of growth and cycles 
with technical progress, heterogenous capital and money that Hayek was 
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striving for. As it was, he dropped all capital theoretic issues from his 
subsequent contributions to growth and distribution. He adopted one good 
model with flow equilibrium. 

(e) The Cambridge-Cambridge controversy was fought around the issues 
of capital heterogeneity, capital labor substitutability and the relationship 
between the interest rate (profit rate) and capital. Subsequent develop
ments have led some Sraffians to re-examine Keynesian theory for its lack 
of a long-term framework (Garegnani, in Eatwell and Milgate, 1983). 
Many of the questions raised in this debate were discussed in the 1930s and 
especially in Hayek's Pure Theory of Capital (PTC). Kaldor never took any 
part in the capital theoretic debate. The only time he entered it was in the 
Pasinetti-Antipasinetti debate, but even here capital heterogeneity was 
not at stake (for a bibliography and a summary, see Desai, 1987). 

(f) The challenge of integrating money and heterogenous capital in a 
dynamic cyclical growth model still remains. Kaldor was one of the few if 
not the only modern economist who knew all the pieces of the jigsaw 
puzzle. He shaped several of them but he never put them together. Indeed 
he deliberately discarded half the puzzle he had put together in the 1930s 
and worked only on the other half. Even when his contemporaries debated 
the earlier half of the puzzle, Kaldor remained silent. Having once killed 
capital theory he was not going to revive it. 

This is admittedly an arguable thesis that I have put forward. It is also a 
fairly complex one. We need to go through Hayek's contribution to money 
and capital theory in the 1930s. In doing this, I contend that Kaldor 
misinterpreted Hayek in his 1942 critique CE. Hayek had not changed his 
mind about the cause of capital intensity through the cycle as Kaldor 
alleged. Indeed Hayek has never changed his mind about anything. A 
careful reading of all of Hayek's writing, but especially Prices and Produc
tion (PP), Profit, Interest and Investment, PII and PTC, will show that there 
is a complicated but consistent theory in these writings. But Kaldor's attack 
was crucial in the abandonment of Hayek and capital theory after the 
1930s, but in my view this was to cost the economics profession dearly. This 
is not to say that Hayek was right, but he was certainly not inconsistent. 
The empirical question as to whether Kaldor was correct (in his CITC) or 
Hayek was about the cyclical behavior of capital intensity remains to be 
resolved. It is only by developing a more general framework, a synthesis of 
the Hayekian and the Keynesian Kaldors, that one can address this issue. 
This remains to be done. In what follows, I first reconstruct briefly Hayek's 
work during the 1930s. This is done in some detail, since it is not very 
widely known and also because I wish to argue a novel thesis. Then I take 
up Kaldor's part of the stor)'. The conclusion then follows, I hope, 
logically. 
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2 THE HAYEK STORY 

Hayek started thinking about problems of economic stabilization and the 
trade cycle during his visit to the USA in 1924-25 (Hayek, 1984). He came 
across two ideas to which he has been implacably opposed ever since. First 
is the idea that it is the task of economic policy, especially monetary policy, 
to stabilize the price level as a way of smoothing out the business cycle. 
This was first put forward by Irving Fisher among others in the early 1920s. 
Paradoxically the instrument for such control was to be money supply. 
Despite his subsequent reputation as a monetarist guru, Hayek was totally 
hostile to this naive lesson derived from the Quantity Theory and doubted 
the usefulness of money supply as a policy tool. Hayek proceeded to argue 
that the general price level had no salience in economic theory since only 
relative prices mattered. If money was to have any influence on economic 
activity, this had to come via microeconomic variables. He was full aware 
that Walrasian theory excluded money as it also ruled out disequilibria. 
Thus one task was to integrate money into Walrasian General Equilibrium 
Theory in order to provide a theory of the (equilibrium) business cycle. 
Second was the idea that one could measure business cycles as an aid to 
controlling them. Hayek explicitly said as early as 1929 in his Geldtheorie 
und Konjunkturforschung (translated by Kaldor and Honor Croome as 
Monetary Theory and the Trade Cycle (MTIC) in 1933) that statistical 
measurement of business cycles, as advocated by Mitchell and the NBER, 
could not be carried out since we lacked a prior theory of what caused 
cycles. Walrasian theory had shown that a competitive equilibrium existed 
and if disturbed automatic price adjustments would restore it. Hayek also 
asserted that such adjustment back to equilibrium was virtually instan
taneous, though this is not necessarily a result of Walrasian theory. Thus 
'no measurement without theory' was his methodological standpoint. Since 
Walrasian theory ruled out cycles (and by cycles Hayek meant endogen
ously generated cycles rather than those generated by exogenous shocks as 
in the recent new classical theory of real business cycles), he sought an 
explanation for the cycles in an element missing in Walrasian theory, 
namely money. 

In seeking an explanation of cycles, Hayek also knew what he did not 
think was the case. Cycles or indeed crises were not caused by oversaving. 
This had been argued in the popular American journals by Messrs Foster 
and Catchings. In another article written in 1929 (also co-translated by 
Kaldor with Tugendhat in 1931 into English as 'the Paradox of Savings' 
(PS), Hayek advanced his theory of how the structure of production 
changes during the cycle. This was the first exposition of the Austrian 
theory of capital in relation to business cycles. Hayek spelt out the many 
intermediate stages of production from early operation with simple labor 
and land to a final stage of consumer goods produced with raw materials 
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Table 3.1 Hayek's production structure 

Initial With voluntary With credit of £100 to 
£ savings of £1000 consumers compensating 

for £100 savings 

Consumption 
Goods Demand 1 1,000 900 1,000 
Intermediate 
Stages Demand 2 1,000 900 1,000 

3 1,000 900 1,000 
4 1,000 900 1,000 
5 1,000 900 1,000 
6 1,000 900 1,000 
7 1,000 900 1,000 
8 1,000 900 1,000 
9 1,000 900 1,000 

10 0 900 100 

Intensity = Ilntermediate 
Consumption 

8:1 9:1 8.1:1 

Source: Examples taken from Hayek (1929/1939), 229 231, 257. 

and instruments produced in previous stages along with labor and land. 
Hayek used this device to show that a rise in savings, as long as it was 
voluntary, was absorbed as investment by an appropriate fall in the rate of 
interest. The result was a lengthening of the production period. 

In Table 3.1, I reproduce the numerical example Hayek gave in PS. The 
initial equilibrium is £1000 demand for consumption goods and (for sim
plicity) £1000 each for eight previous intermediate stages (column A). 

Thus the ratio of intermediate produces to final product is 8:1. If 
consumers voluntarily saved £100 more, reducing consumption demand to 
£900, an additional earlier stage could be made viable as a result of the 
lower interest rate. Thus there could be nine previous stages with a value of 
£900 each (column B), the ratio of intermediate to final goods being now 
9:1. Thus with the same total demand, £9000, the higher the savings the 
more capital intensive/longer could the production structure be. It was 
profitable to do so not only because the interest rate was lower but the 
productivity of the process was higher. Thus it would be entirely likely that 
the volume of consumption goods was higher in the £900 demand with a 9:1 
intensity compared to the £1000 with 8:1. Of course, the new structure will 
take longer to deliver final goods. Hayek fully expected prices to go down 
over time in a progressive, i.e. a steadily growing, economy. This was 
another reason why he was against a stable price level. 

If now monetary authorities were to reftate the economy by issuing £100 
as credit to consumers when the enlarged product of the 9:1 technology 
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comes on the market, then the production structure would suddenly shorten, 
since £1000 of consumers' demand would need £1000 in each previous 
stage (column C). The earliest stage started as a result of the lower interest 
rate would be drained down to £100. The capital intensity will be 8.1 to 1. 
In terms of Table 3.1, going from column A to column B, there is a 
lengthening of the structure with total demand unchanged in nominal 
terms. From B to C, there is a sudden shortening of structure and a loss of 
capital value in the highest stage of £900. (Now the terms roundaboutness 
and more or less capitalistic were used to describe this process in the 
English version PS of the 1929 paper. The German for it was Kapitalinten
sitiit und Kapitalintensiv. Why Kaldor did not choose the expression capital 
intensity at this stage as a translator of Hayek's work but for his own 
definitions in his 1938 CITC was to puzzle Hayek (PII, 17, fn 1). 

It was his LSE lectures in 1931 published as PP that allowed Hayek to 
spell this out. Here again there is a contrast between a barter economy and 
a monetary economy. The former is growing in an equilibrium fashion as 
savings grow; they lengthen the period of production and bring prices 
down as productivity improves. In the latter, there is a possibility of credit 
being issued by banks. Suppose, Hayek said, that for some reason or 
another the natural rate had gone above the actual rate of interest. This 
acts like a fall in the rate of interest with a given rate of profit (natural 
rate). Producers with techniques of longer gestation lags gained more from 
a fall in the interest rate than those with a shorter lag. 

With a rate of interest of Q per cent per annum, a producer with a length 
of gestation lag T would have to recover TQ on his turnover. Thus a 
ten-year process at 48 per cent is a different proposition than at 3 per cent; 
the required profit rate goes down from 40 to 30 per cent. If the mark-up 
over costs is say 32 per cent for all producers then at 4 per cent only an 
eight-year process if feasible, but if the interest rate falls to 3 per cent even 
a ten-year process will make excess profits. Of course, in equilibrium the 
rate of interest will rise to 3.2 per cent. This is because of excess demand 
for credit by ten-year length producers. 

This is the Hayek story about how lower interest rates will cause length
ening. The problem with credit was that it caused this lengthening to be 
sudden. In PP, Hayek assumes flexible prices and an initial position of 
equilibrium. This equilibrium connotes full employment of labor which is 
nonspecific to any stage of production and an optimal length of the 
production process (capital intensity). The boom is started by higher credit 
and a fall in the rate of interest. This allows producers of longer techniques 
to bid for this credit and start off a longer process. They do this by bidding 
labor away from other stages. In PP, Hayek did not treat the question of 
money wages explicitly but concluded that initially consumption goods 
prices rose and implicitly real wages fell. This was the forced saving that 
financed the early stages of the boom. 
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Since the longer new process had not yet fructified and the old shorter 
processes were deprived of labor, the fall in consumption goods output and 
rise in prices continues. The output of durable goods (measured as work in 
progress on the old process and the new process) rises relatively to that of 
consumer goods. The new process producers cannot repay their loans until 
their product has arrived on the market. But before this can happen, banks 
have to stop their credit. This may be due to (a) consumers' attempt to 
restore purchasing power ostensibly, though Hayek was not explicit, by 
restoring the real wage, or (b) because banks suffered loss of reserves (of 
gold). Either way the credit to longer process producers stops before they 
bring products to the market. At the higher interest rate only short 
processes are viable. But these processes have been starved of labor and 
raw material (work in progress from previous stages). Thus output of 
consumer goods cannot be immediately expanded due to shortage of work 
in progress. This is capital scarcity. But in the aborted new processes, there 
is idle capacity and unemployed labor. Inflation in the meanwhile con
tinues. 

Hayek's PP model has thus idle capital and unemployed labor in the now 
aborted, previously launched longer process. But labor cannot be absorbed 
in the shorter processes because these need unfinished raw materials to 
work with, which are not there since the stages from which they emanate 
have been undermanned in the recent past. Thus there is capital shortage 
and excess demand for labor in these processes. Inflation of consumer 
goods prices may continue. We have stagflation. 

Even this highly condensed version of the PP model will convey to the 
reader its complexity and the reasons why contemporaries were 'be
witched, bothered and bewildered' by it. 

(a) Thus we start with full employment. From the initial fall in interest rate 
until just before its rise (i.e. the crisis), the production of capital goods 
defined as finished inputs and work in progress rises relative to the 
production of consumer goods. During this period, capital intensity has 
jumped up initially and could be rising or at least not falling until the crisis. 
When the crisis occurs, the interest rate goes up;, the long process is 
abandoned unfructified and the money wage rises in an attempt to restore 
the real wage. The output of consumption goods cannot rise immediately 
(shortage of inventories) but it is high relative to the diminished output of 
intermediate/capital goods. There is unemployment. Capital intensity has 
fallen. But the price of consumption goods could still be going up and 
hence the real wage may not be back at its earlier level. This maladjust
ment of the production process can run its full length and absorb all labor. 
This may take a long time. 

(b) Another bewildering aspect is the use of the word capital. For Hayek 
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capital is not a malleable lump (see PTC, chapter 1, for a most eloquent 
attack on the malleability assumption). All the intermediate stages of 
production involve inputs (apart from labor) and outputs which are called 
capital. The model in PP is almost all in terms of circulating capital but one 
could include fixed capital. But the product at each stage is not substitut
able for that of a previous or a subsequent stage. While labor is not 
specific, capital is very specific and heterogeneous. Each process involves a 
multistage ensemble with fixed coefficients as between the capital goods of 
different stages. 

(c) There is by contrast implicitly only a single consumption good. As 
Kaldor was to show in his 1937 Capital Theory article, for this case we can 
define capital intensity given certain other restrictions. Thus the longer 
process will produce the same good but more cheaply. In equilibrium 
growth, the value of the output of this good relative to the value of the 
unfinished, intermediate goods will steadily fall, i.e. the production period 
will rise. In disequilibrium, the output of finished goods shrinks as inputs 
are directed to the longer process and the value of capital goods is a sum of 
the work in progress on the old and the new (longer) process. This is a 
sharp and disproportionate rise in capital goods relative to final goods. If 
the longer process were to fructify, a new proportion would be restored. 
But that is at the end of the traverse. 

(d) Thus the most difficult aspect was that Hayek's cycle takes place in the 
traverse between two steady state equilibria. We start with the stationary 
state, potentially a steadily growing economy, corresponding to an equilib
rium rate of interest, which will come down if savings increase voluntarily. 
A lower rate suddenly comes about due to credit creation. Given time, the 
economy can converge to the steady state path corresponding to this lower 
interest rate. But since there is not that time, the traverse away from the 
old equilibrium ends in a sudden rise in the interest rate - a crisis. Then the 
economy, if left to its own devices, would return eventually to the old 
equilibrium assuming that the interest rate has gone back up to its old 
level. Of course, if the original economy was potentially a steadily growing 
one, an additional layer of complication has to be added to this traverse. 

(e) This was difficult enough but Hayek also wished to point out that even 
while consumption demand rose, investment declined. This was the most 
counterintuitive assertion. In a world of malleable capital, this cannot 
happen. Hayek wrote several papers following PP to explain this (see 
especially Hayek, 1937/1939). This required Hayek to 'redo' capital 
theory. The problem was that the demand for additional capital in Hayek's 
sense depended not merely on the increase in consumption demand but on 
the process chosen and especially on the capital wasted in switching from 
one process to another. A fall in consumption (rise in savings) led to a rise 
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in investment since a longer process could be embarked upom. A rise in 
consumption signalling the end of the boom could lead to disinvestment. 

When he wrote PP, Hayek generated much debate not least among some 
of the brightest young economists of the day - Shackle, Sweezy, Hicks, 
Rosenstein-Rodan and Kaldor. But there was also a sharp exchange with 
Sraffa not on his capital theory but on his value theory. In modem 
terminology, Sraffa's contention was that in a world of flexible prices, 
money has no role to play and can have no influence on relative prices. 
Thus Hayek must have departed from his Walrasian model to make money 
have an impact. He had done this, Sraffa said, by having bankers arbi
trarily allocate credit to durable goods producers rather than final con
sumption goods producers. He had then slipped in a sticky money wage to 
bring about forced savings. Thus it was the sticky money wage which was 
doing all the work. Hayek in his reply recognized that he may have had a 
money wage lag behind prices but protested that he wished to integrate 
money into production and not treat it as epiphenomenal (Desai, 1982). 

In the subsequent explanation, therefore, Hayek changed his tack 
completely. In the meantime he had growth sceptical of the value of 
Walrasian theory anyway (Hayek, 1937/1949). Also the General Theory 
had appeared in 1936 bringing into vogue terms such as liquidity prefer
ence, consumption function, etc. So in PII, Hayek started with a modified 
fixed price model. The interest rate is constant but now the rate of profit 
(previously the natural rate) can move about. Wages are sticky but prices 
can move. Labor has limited mobility and we start not with full employ
ment but with unemployment. Hayek also eschewed the use of 'the special 
terminology' of the Austrian theory of capital. 

Hayek thus starts the analysis in PII at the point where he left it in PP. In 
PP, a sudden rise in the interest rate brings about a crisis, aborting longer 
processes, but there can be no sudden increase in output/employment of 
the shorter processes. Now suppose we are at this point. There is unem
ployment in capital goods industries but none in consumer goods indus
tries. Recall that in PP, the money wage rose at this point but prices of 
consumer goods could have again raced past the latest increase in money 
wages. In this world, fix the money wage and the nominal interest but let 
prices of consumer goods rise sharply. There will then be a rush to augment 
consumer goods output as quickly as you can. Thus very short-length 
processes will be immensely profitable, since they have a quick turnover. 
By the same token, enterprises will be unwilling to start longer processes 
which will eventually result in higher output. 

Let the initial rate of profit be Jt0 = Q0 the rate of interest, we now have 
Jt0 + liP = Jt~> lip being the rate of inflation of consumer goods prices. 
Now processes taking a length Tj < T'j will be more lucrative, since the 
higher 1j the lower the turnover. Thus for different processes producing the 
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same good, the smart producer will choose the lower Tj. But this will 
involve investment not in machinery or machine-making but anything that 
quickly generates the nearly finished raw material that can be quickly 
turned into the final good. An analogy would be that if the demand for 
hamburgers went up, there will be many more fastfood outlets started than 
cattle ranches to raise beef cattle. But if fastfood outlets cost less to 
produce than cattle ranches, total investment will go down. But Hayek's 
error was not to clarify that it would not go down absolutely but relative to 
what it would have done if, on the other hand, hamburger demand was 
slumped and a search began for a cheaper, better hamburgers which could 
only be provided by better cattle. Thus Hayek now had real wage decline, 
rise in profit rate but a decline in capital intensity and in investment. But 
since in PP he also had a decline in real wage (and the nominal rate of 
interest) which led to an increase in capital intensity, this seemed like a flat 
contradiction. He also made the mistake of conveying that he was discuss
ing the process of the boom in both cases, which he was not. In the latter 
case of PII, although prices rise, we are in a post crisis situation past the 
upper turning point of the cycle. In PP, a fall in the actual rate of interest 
makes investments with the lower profitability and long gestation lag 
worthwhile. Since Hayek had started with full employment and rigid 
money wage this also led to a fall in the real wage. But this could be 
dropped. If we assume unemployed resources, the upswing in PP could 
start by long processes coming on to being profitable with a fall in interest 
rates. Later on the interest rate rises and puts a stop on this upswing. At 
this stage there is unemployment in capital goods industries but not in 
consumption goods. The PII cycle takes over. If now for some reason, say 
fiscal expansion, there is an upsurge in consumer demand, producers in 
consumer goods industries will not be able to expand output suddenly. In a 
closed economy this will mean a rise in consumer goods prices. This will 
mean quick expansion in consumer goods output (or in consumer goods 
imports if it is an open economy). Here again in parallel with PP, one may 
choose not to invoke a real wage decline but a rise in expected profitability 
uneroded by wages catching up continuously. In any case real wages could 
rise in consumer goods industries but not everywhere else since employ
ment expansion in consumer goods industries is limited. In such a case 
despite investment rise in consumer goods, the overall series on capital 
formation could show a decline. 

This is what I believe was Hayek's intention in expositing his theory from 
a totally different angle in PII as compared to PP. Despite the many 
switches of assumptions (flexprice to fix price, full employment to under
employment) and of perspective (equilibrium to post crisis), it was the 
same model. I believe a careful reading of PP, the articles subsequent to PP 
which are reprinted in PII and the long reading essay in ·pn itself will 
vindicate my point. I use the word 'careful reading' deliberately and not 
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merely for effect. Much confusion could have been avoided by such a 
reading. 

Perhaps a schematic diagram will help. In Figure 3.1, the vertical axis 
measures some basic cyclical variable - proportion of capital goods to 
consumer goods or capital intensity. We start with equilibrium capital 
intensity, at point A. Now the interest rate drops from Q0 to Q1 • This is 
where PP begins. There is a rise in capital intensity as longer processes 
viable only at lower Q (lower profitability) come in. This boom ends sharply 
at B when Q1 goes up to Q0 , its initial position. (This is not strictly necessary; 
it could overshoot.) This is the crisis point in PP. The boom collapses 
causing unemployment and excess capacity in the capital goods industry 
but full capacity in consumer goods. Then sometime after the crisis is the 
starting point of PII. I have placed it immediately after at C. Now of course 
we assume Q0 to be fixed at 'Q. But there is now inflation and the profit rate 
goes up to 'Q + ll.p = :rr. But capital intensity is declining because of the 
switch to shorter processes. 

None of this was accepted in the period following the publication of PII. 
By now the General Theory had completely changed perspectives, even 
the meanings of words. Thus price rises could not happen during down
turns with unemployment. Labor was mobile between sectors and capital 
was, if not malleable, quickly augmentable. The problem was not the time 
taken in construction of machinery or the input-output lag, but the lon
gevity of machinery once installed. This is why investors' long-term 
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expectations mattered. A rise in profitability, current and expected, es
pecially assured by a price rise and fall in real wage would shift the 
marginal efficiency schedules out and investment would go up immedi
ately. There was no dis proportionality problem because we were in a one 
good economy, not in Hayek's world of one consumption good and many 
capital goods. This seachange in perspectives is clearly seen in Kaldor's 
shift of vision between 1937 and 1942. This is the story in the next section. 

3 THE KALDOR STORY 

Kaldor's disengagement from Hayek takes place in three stages. In the 
early 1930s he was obviously a star student of Robbins and Hayek. He 
co-translated Hayek's Paradox of Savings and Monetary Theory and Trade 
Cycle. His 1934 paper on the determinateness of equilibrium is an exercise 
in rigorous thinking within the Walrasian paradigm. Questions on the 
existence, uniqueness and stability of equilibrium are posed clearly and 
then tackled with thoroughness. By a determinate equilibrium, Kaldor 
means an equilibrium which can be shown to exist to which the system will 
converge if disturbed from it and which the system will stay on if it is at the 
equilibrium already. The Austrians were much more interested in the 
process of arriving at equilibrium, especially the way in which people revise 
their expectations and actions in the light of experience. As he put it, 'The 
aim of the ('causal genetic' approach of the Austrian school) is to exhibit 
not so much the conditions of equilibrium under a given situation (the task 
assumed by 'functional' theories), but to show how, in a given situation, a 
position of equilibrium is reached - the problem of how prices come into 
being rather than what system of prices will secure equilibrium'. From his 
subsequent contrast of the functional (Walrasian) and causal-genetic (Aus
trian) approaches, one could even say that this article may have set 
Hayek's mind to the decisive break he made with Walrasian equilibrium in 
his 1937 Economics and Knowledge article (Hayek, 1937/1949). Kaldor's 
sophistication as a neo-Classical economist of a high order is beyond doubt 
(Kaldor, 1934/1960). 

It must have been this reputation that got him the invitation to write the 
survey article on capital theory in Econometrica while still in his twenties. 
The article, a formidable achievement in itself, is the first stage of rupture 
between Hayek and Kaldor. It is not so much that Kaldor is against Hayek 
but he certainly conveys the tension between a young theorist clarifying 
what his elders had taught him and these elders themselves. Ostensibly the 
paper defends the Austrian theory against attacks by Frank Knight but 
Kaldor does not endorse the lines that Hayek and Machlup had taken in 
defence of the Austrian theory but pursues a much more detached and 
rigorous search for the analytical foundations of the Austrian theory (all 
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the reference are in Kaldor, 193711960, and hence unnecessary to repeat 
here). 

The basic problem was the central theorem of the Austrian school that 
more roundabout methods - those with a longer period of production -
were more productive, and as savings grew and interest rates fell in a 
growing economy, more roundabout methods will come into use. Kaldor's 
paper is concerned with making this notion precise. Since the lengthening 
and shortening of the period of production was an important variable in 
PP, Kaldor's analysis was of obvious relevance to Hayek's theory. There 
are many other aspects to the debate which are not of immediate interest to 
us here. 

Kaldor provides the minimal conditions under which one can unambi
guously define the period of production. Kaldor explores various alterna
tive definitions of this concept: 

(a) Value of output stream to value of input stream each appropriately 
discounted: if these streams are constant and so is the rate of interest, one 
can unambiguously define the ratio as production (or investment) period. 

(b) Equivalently one could say that the rate of initial construction costs of 
a machine to its annual maintenance cost will also be a measure. This 
measure of roundaboutness can be used to check if there is a tradeoff 
between the two - can one by increasing initial cost save on maintenance 
cost? 

IF C is the construction cost, b the constant output stream, a the constant 
input stream, t 'the period of production', and Q the real rate of interest, 
then we have alternatively: 

a(1+QY + b 
C = (b-a)IQ 

(1a) 
(1b) 

Now (Cia) is the measure of roundaboutness according to Kaldor but it is 
an ordinal measure since Cia = t only if Q = 0, where tis the period of 
production. In a footnote added in the 1950s, Kaldor adds that it is difficult 
to relate the investment (production) period t to the construction period or 
the length of life of the equipment. He gives the Champernowne-Blyth 
formula relating (Cia) to T, the length of life of the equipment: 

Cia = Tl2 + QT2112 (2) 

Having shown that the production period and durability are different, 
Kaldor refines the issues further by pointing out that for a machinery 
producing a consumption good, the output stream can be defined either 
as a stream of machine services or as a stream of consumption goods 
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produced with the cooperation of labor. Obviously now wages enter into 
the calculation not only at the construction stage but through the working 
life of the machinery, i.e. one cannot measure input stream in (1a) unless 
one is also clear about the output stream. The pure machine output stream 
relates to durability of capital equipment but the second definition will be 
correlated with accumulation of capital as such. Now the degree of round
aboutness will go up with accumulation in both the senses only if there is a 
fixed proportion between labor employed in construction and labor em
ployed in production. Otherwise, accumulation may change the round
aboutnesS'in one way (i.e. up) but diminish the durability. We have to take 
into account the real product wage and interest rate. 

It is in this context that Kaldor casts himself as a defender of Wicksell's 
version of the capital theory but distances himself from Hayek. The crunch 
comes in the reply to Knight: 

The average construction period plus the average durability of capital 
goods merely indicates the average investment period involved in pro
ducing the services o,f these instruments and not (or not necessarily) the 
average investment period of consumption services. It is quite possible 
that the former should be reduced, when the latter is lengthened; when, 
e.g., capital accumulation implies the introduction of more 'automatic' 
machines, which reduce the amount of 'cooperating labor' per unit of 
output . . . It is only more recent writers, Professors Machlup and 
Hayek who asserted that the accumulation of capital necessarily involves 
greater 'average durability'. This is, of course, wrong: so far as I am 
aware, neither Bawerk nor Wicksell meant to assert it; nor does its 
denial constitute any sort of disproof of the Austrian theory. (Kaldor, 
1938/1960, pp. 194-5) 

Kaldor is yet the champion of the Austrian theory though not above 
criticizing Hayek. He is interested in defending Austrian theory, in clarify
ing it and in improving it. He is willing to concede that the period of 
production can only be defined for a single consumption good and may be 
undefinable at the aggregate level. It will be clear to anyone who reads this 
paper that some of the problems in the reswitching debate of the 1960s are 
all here, and despite the extra mathematics of the later generation, one 
cannot say that there was much greater clarity in the 1960s than in the 
1930s. Capital theory is a rather messy subject. 

The next stage is a much more decisive break. This is CITC written in 
1938. By this time, Kaldor was definitely a Keynesian. The generation gap 
that was merely an irritant in the earlier phase is now a dividing line 
between Kaldor and his erstwhile mentors. This paper is also much more 
sharply directed against PP. It challenges Hayek's PP assertion that the 
capital intensity (roundaboutness) goes up in the upswing and down in the 
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downswing. Kaldor asserts that capital intensity is counter-cyclical, not 
pro-cyclical. 

Kaldor starts by reviewing the attack on the Austrian hypothesis about 
capital intensity over the cycle. The investment (or production) period, 
where it can be defined 'provides no more than a measure of the ratio of 
capital to labor in production, ... and the objections which invalidate the 
investment period concept by no means impair the validity of this ratio'. It 
will be better, therefore, to drop the expressions 'investment period', 
'period of production', or the 'the amount of waiting', altogether and 
substitute some less ambitious term, such as the 'degree of roundaboutness 
of production' or the 'degree of capital intensity'. But given that 'capital -
real capital- consists of heterogenous, not of homogenous, objects, which 
themselves embody labor and which periodically have to be renewed or 
replaced' the capital labor ratio is not an unambiguous concept. But as in 
the 1937 paper, Kaldor offers 'the ratio between "initial cost" and "annual 
cost" involved in the production of a constant stream of output' as an 
adequate index of capital intensity (pp. 122-3). 

The next step is to distinguish between this index of investments in situ -
old capital and new investment. Since capacity utilization can change for an 
old, already installed capital due to wages and raw material prices, etc., it 
is the normal capacity on new investments on which Kaldor concentrates. 
Notice that Hayek's propositions were about the overall capital intensity 
averaged over old and new processes but Kaldor's are only about new 
investments. Even this is measurable only at the level of the firm. 'It is 
more questionable whether we can measure the capital intensity of produc
tion for society as a whole . . . Changes in the capital intensity of produc
tion in general are the outcome of changes in the methods of production 
employed by individual firms.' Thus aggregation will be difficult but 
undaunted Kaldor employs the representative firm subterfuge to evade this 
problem. ' ... (A)ny generalization made about the behaviour of the 
"typical" or "representative" firm will be applicable, mutatis mutandis, to 
the system as a whole. It will be quite sufficient therefore to concentrate 
our attention on the behaviour of the representativer firm' (p. 124). 

Having got this far Kaldor makes two assertions which I believe involve 
the abandonment of capital heterogeneity. He asserts that higher capital 
intensity can either be achieved by using labor initially in construction to 
save on it during production or by building more durable equipment which 
can save on amortization. Lower amortization represents lower current 
cost of initially expended labor. It is really however the former method -
more automatic equipment - that is the real possibility. Kaldor then goes 
on to connect labor productivity with the capital output ratio. 'Greater 
economy of labor, per unit of output, can only be achieved, of course 
(given technical knowledge), by a greater expenditure of capital per unit of 
output. Hence the higher the degree of capital intensity adopted, the 
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smaller is the actual productive capacity created by a given amount of 
output.' 

This is the crucial step. In the two quoted sentences the casuality goes 
either way. A higher capital output ratio is necessary for higher labor 
productivity and the higher the capital labor ratio the lower the output per 
unit of capital. Such a reasoning is possible only if we take capital as fixed 
by initial construction, labor as the only flow input and treat the production 
functioin as neo-Classical. In Austrian theory this was not the case because 
capital in the form of unfinished work in progress of previous stages was 
vital to final consumable output and there were fixed coefficients within 
each array of a technical process. The labor saved can only be current labor 
not labor involved in construction. All inputs are current except for the 
constructed capital. Kaldor's assertions can be expressed succinctly as: 

QIL = f(Ka/L) and QIK = g(K0 /L) withf'>O, g'<O. 

These come from a function 

Q = F(Ko, L). 

Ka is the real value of initial capital and Q is real output, L current labor 
input. 

After this background, Kaldor uses Keynes' mec schedules to solve the 
problem of choice of capital intensity given different methods of pro
duction. Each method is described by a mec schedule. This is something of 
a jump since a mec schedule can be an index of capital intensity only under 
the assumption of a constant net revenue stream. As before let a, b 
represent the value of inputs and output streams and C0 the cost of the 
machine to be constructed. Then mec is given as: 

(4a) 

The largest real E; that solves this polynomial is the mec of the ith 
technique. Now if bit = b; and ait = a; we get 

(4b) 

If pis the price of output and w the wage of the only current input, (4b) 
becomes 

C 0 /wa;) = [(plw)(Q/ L)-1] ~(1 + E;tt 
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This simplification gives Kaldor the implicit investment equation by setting 
E; = Q 

Thus the interest rate and real wages determine capital intensity and hence 
investment expenditure ( C; 0 ). 

Now in Kaldor's terminology more capital intensive methods do not 
involve a longer lag in input coming on the scene but less output per unit of 
capital. Thus for a given Q, higher wages will make the representative firm 
choose a higher capital intensity technique. This is however an ex ante 
substitutability on new investment and does not tell us about ex post 
measured capital intensity for the economy as a whole which involves 
changing weights of different activities over the cycle. This leads to the 
result that if in a boom real wages fall, firms will choose lower capital 
intensity, i.e. more labor to capital. This will also give them higher output 
per unit of investment for which there are ready markets. Then given the 
representative firm argument, the entire economy is said to have switched 
to a lower capital intensity. Thus the conclusion is directly opposite to 
Hayek's. 

What I believe Kaldor does here is to start with an Austrian concept and 
end up with a neo-Classical conclusion. Thus heterogeneity of capital 
becomes merely different ratios of capital to labor, a situation perfectly 
fitting within a neo-Classical isoquant. He also begs the question of 
aggregation over firms by treating the conclusion at the firm level as true 
economy wide. Thus from a neo-Classical function for a firm, we move to 
the economy level. It is this switch that gives us the positive correlation 
between capital intensity and real wage, i.e. the lower real wage the lower 
the capital intensity. The stages of production, the fixed coefficients as 
between stages and the dated nature of inputs are all smoothed out. Time 
and heterogeneity vanish. The Keynesian mec schedule becomes a capital 
intensity curve. 

The final stage of the rupture was the Concertina Effect paper of 1942. 
By now Kaldor was speaking a different language from Hayek. The 1938 
paper had already substituted a malleable model for a heterogenous capital 
one. But now Kaldor also saw Hayek's definition of capital intensity as 
being the same as his own. Hayek's periodization of the cycle was indeed 
his definition of the cycle and was different from that of the Keynesians. 
Thus for the later, unemployment and inflation could not co-exist. Thus 
Kaldor took Hayek's starting point of an inflation in consumer prices in PII 
as the same as his own definition of upswing. If real wages fall there must 
be capital labor substitution and hence intensity must fall. But for Hayek, 
real wages were falling by virtue of scarcity of capacity in the consumer 



70 Kaldor between Hayek and Keynes 

goods industry. This meant investment in short processes by definition of 
low capital intensity but it was not a boom that had caused real wages to 
fall but a post crisis through with reflationary expenditure driving up 
consumer goods prices when capacity in consumer goods industries is fully 
utilized. Their differences were about the cause of real wage movement 
over the cycle. Indeed even the definition of real wage is different. For 
Hayek it is the product wage and for Kaldor (as for Keynes) it is the real 
wage in terms of wage goods. 

But Kaldor's attack has panache. He also sides with Wicksell and 
excoriates Hayek. The review article was effective in demolishing Hayek. 
But then the irony of history is that two things happened later to change 
our view. In the late 1950s and 1960s the Hayek questions came back via 
Hayek's arch-critic Sraffa. While not Austrian, Sraffa's theory brought 
back heterogenous capital goods - commodities produced by commodities 
- and the notion of capital as a lump and capital intensity as monotonic in 
real wages became dubious. Hayek tried in PTC to convey the complexity 
of the capital intensity real wage relation once you abandoned hom
ogenous capital. Kaldor knew this well, as of 1937. But after 1938 he set 
aside capital theory. The second thing was the appearance of stagflation in 
the 1970s. Real wages fell in face of high unemployment, contradicting the 
old predictions that real wages were countercyclical. But the fall in real 
wages did not cure unemployment. Deindustrialization, i.e. the shift to 
shorter processes, became rampant in OECD countries as the 1970s 
progressed while unemployment stayed high and real wages low. Econ
omies in the 1980s have growing industries and decaying ones simul
taneously coexisting. There are similar regional differences. Heterogeneity 
is back. 

I believe Nicholas Kaldor could have given us the theory to cope with 
this. His brilliant grasp of the old capital theory and the new income 
theory, his work on growth and cycles, on Britain's backwardness and on 
regional imbalances, all these fragments could have been synthesized into a 
complete model. But he in his own way went from one to the other, never 
looking back. It is our task to see if we can fill the gap, not individually but 
collectively. 
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4 A Sweeping New 
Non-substitution Theorem: 
Kaldor's Discovery of the 
von Neumann 
Input-Output Model 
P. A. Samuelson* 

Nicholas Kaldor is rightly famous for his many theoretical and empirical 
researches in the fields of microeconomics and macroeconomics. Among 
many other accomplishments, he independently discovered the von Neu
mann time-phased system, in which there are no primary (non-producible) 
factors of production and in which goods as outputs are produced out of 
themselves as inputs. This remarkable 1937 contribution is little known, 1 

much less known for example than Kaldor's 1940 intuitive derivation of a 
unique limit cycle of determinate amplitude and period, that is asymptoti
cally approached from any perturbed initial business-cycle position. 

Here I shall describe what Kaldor did in 1937 and relate it to von 
Neumann's growth model. Aside from explicating his rediscoveries and 
advances, I shall touch on his gaps in analysis. Most important I shall 
enunciate a universal non-substitution theorem which lay just beyond 
Kaldor's vision waiting to be discovered, and which is stronger than the 
post-1949 non-substitution theorem for Sraffa-Leontief systems involving 
exactly one primary factor of production. 

Finally, I shall report some detective work that pretty much clears up to 
my satisfaction the mystery of how Kaldor could have written down in 1937 
certain unmotivated heuristics if he at that time had no knowledge what
soever of von Neumann's conclusion that the maximum rate of balanced 
growth of a consumptionless input-output system is numerically equal to 
its uniform own-rate of interest. Communication bearing on this matter, 
from John von Neumann to Nicholas Kaldor, probably did take place in 
Budapest during 1931-32- even though Kaldor never did have the interest 
or capacity to tackle the mathematics of von Neumann. On my reading of 

* I owe thanks for partial support to my Gordon Y Billard postdoctoral fellowship at the MIT 
Sloan School of Management, and for editorial and translation assistance to Eva Hakala, 
Aase Huggins, and Ruth Pelizzon. 
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the full evidence, the valid core of Kaldor's 1937 model was essentially 
original with him. 

1 FRANK KNIGHT'S CAPITAL EXPLOSIONS OF THE 1930s 

Frank Knight was a great neo-Classical economist as well as being a 
charismatic teacher and philosopher. In the 1930s, while at the height of his 
powers, Knight became obsessed with what he regarded as the errors of 
received capital theory, particularly in its Bohm-Bawerkian Austrian 
version. His articles on the topic were many and somewhat repetitive. 
Never a transparently clear writer, Knight reached a record depth of 
obscurity and petulance in his various polemics on capital theory. 
Although today it is almost as if Knight had never spent ink on that topic, 
in the 1930s he crossed swords with Hayek, Machlup, Lange, Kaldor, and 
many other economists dead and alive. 

Knight did have one good point to make. Capital is a hard factor of 
production to measure. Labor and land, L and T, have their ambiguities 
but in general the attempts by Bohm-Bawerk, Jevons, and Wicksell were 
oversimple to try to correlate an increase in capital with a lengthening of 
the (average) time period for which the primary factors are invested, 
written here as e. Like Bohm before him, Hayek (1931) was trying to work 
with an idealized aggregate production function with properties like 

Qr+er = /[ L, Tr; er] (1) 

Here an increase in er by itself is conceived to add to output, but in 
obedience to a law of diminishing returns. Just as L gets its wage as a 
marginal product oQ I oL, so it is hoped can the interest rate be associated 
with a marginal-product oQ/09 or [oQ!Q]!oe. 

There are simple models that do work like this. But real world tech
nology is much more complicated. So argued writers before Knight and 
after him as well. Knight made good points but buried them in congeries of 
non-optimal formulations. His texts bristled with humpty-dumptyisms that 
I can only caricature in crude paraphrases like the following: 

The period of production is either zero or infinity. Henry George was 
naive to try to separate (Ricardian) land from other factors: the peasants 
of Europe were made out of the (com of) land and the land itself is made 
out of the peasants' blood. There is no beginning and no end to the ... 
chicken-egg-chicken . . . process. The demand for capital is virtually 
infinitely elastic: annual increments to it are so small as to imperceptibly 
bring down the interest rate. It is a logical absurdity to think of the 
interest rate as being bid down to zero or even near to that, zero being a 
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limit that infinitely recedes before us. And besides, so long as goods are 
not so superabundant as to be free, redundant capitals are inconceiv
able. Etc., etc. 

We face a medley of tautologies, empirical assertions, syllogistic infer
ences, and non sequiturs. With hindsight we see that the von Neumann 
technology (inclusive of joint products) can cover all the time-phased 
technologies that could arise, sparing Knight the need for philosophical 
semantics while at the same time conveying his objections to over-special 
cases. In particular the literature might have been spared the tragic-comic 
spectacle in which all the sillinesses that J. B. Clark had used against Bohm 
at the century's turn- concerning the impossibility (actual? methodologi
cal?) of disinvesting capital- are recapitulated in Knight's 1930s debates 
with Hayek and Machlup. It is a curiosity of history that Kaldor, soon after 
1937 and by 1955 strongly, gave up most of the positions he had been 
arguing against Knight; after Sraffa (1960) all serious scholars understood 
that a monotone decrease in the interest rate could not be associated with 
an unambiguous increase in the roundaboutness of capital or in the 
Bohmian average period of investment. Fortunately, Kaldor's 1937 model 
of von Neumann type did not have its validity depend on the validity of the 
untenable Austrian position that motivated him then. 

For the present purpose, I can focus on Knight's wish to keep the 
interest rate resistant to decline from accumulation. Knight seemed at 
times to be denying the operation of any law of diminishing returns 
(although, at other times, he seemed content to argue that such a law 
operated in a barely perceptible degree). More than a century earlier, 
Ricardo had stressed that, if thrifty accumulation caused capitals to grow 
while at the same time new supplies of labor were forthcoming in balance 
at an unchanged subsistence wage, then there would not have to be any 
decline in the rate of interest so long as there could be tacked alongside of 
England new islands of land in commensurate scale. By debunking the 
solidity of the concept of limited land, Knight was tacitly emasculating the 
applicability of any diminishing returns concept. 

Knight's opponents, such as Lange (1937) and Kaldor (1937, 1938), 
frustrated by his extremism, were wont to quote his own treatment of the 
law of diminishing returns in Risk, Uncertainty and Profit (1921)- evoking 
from Knight the grumble that he was sick and tired of having his PhD thesis 
quoted against himself. 

This account of Knight's activity dissolves any mystery concerning how 
Kaldor was motivated to analyze in 1937 how goods produce themselves in 
an environment unconstrained by primary-factor limitations. This so-called 
von Neumann model is similarly constantly presenting itself to people's 
notice: 
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1. Malthus himself, in describing how a virgin America gets settled before 
land is scarce, already discovered von Neumann's model of exponential 
growth. 

2. Ricardo, in pinpointing how land limitation is the ultimate source of 
interest rate decline in a classical model, stumbled onto the same 
concept. 

3. Knight, in exaggerating the producibility of Ricardian land, in effect 
employs the open-growth model. 

4. Naturally enough, therefore, Kaldor's debate with Knight motivated 
him to study such a model explicitly: slaves and machines produce 
slaves and machines. 

5. In between (2) and (3) above, John von Neumann, fresh from perfect
ing fixed-point and saddlepoint methods in his 1928 game theory, 
understandably looked around for new fields of application. 

6. For completeness, let me also add the reference Samuelson (1949), 
where at RAND I wrote down essentially Kaldor's 1937 neo-Classical 
model in its open-ended and closed von Neumann form and conjectured 
the Turnpike Theorem that remained unproved until Radner (1961). 
(See McKenzie on Turnpike Theory in the New Palgrave, volume 4, pp. 
712-20.) I knew von Neumann (1937, 1945) and perhaps Kaldor (1937); 
also I had heard von Neumann lecture at Harvard in the early war 
period (and had crossed swords with him over his strong assertion that 
minimizing theory played no role in such models); going beyond von 
Neumann and Kaldor, I was motivated to consider the non-stationary 
paths that von Neumann never contemplated. See also Malinvaud 
(1953) and Dorfman-Samuelson-Solow (1958). 

2 KALDOR'S TOUR DE FORCE 

To pinpoint for Knight that diminishing returns applies to a capital model 
only if some primary factor of production cannot be augmented while 
accumulation is increasing (the vector of) capital goods, Kaldor proposes 
for analysis a model in which machines and slaves as outputs are produced 
by machines and slaves as inputs in accordance with constant-returns-to
scale, convex, smooth neo-Classical technology. 2 

Here are the basic quotations concerning Kaldor's competitive model: 

entrepreneurs will individually combine the two factors in such pro
portions as to maximize the output of a given outlay; and they will tend 
to produce the factors themselves in such proportions as would maximize 
the rate of return on a given investment (all in terms of 'bread') ... 
Given the cost function[s] of machines, slaves, and bread, there will be 
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only one proportion between [total?] machines and slaves which will 
maximize the yield of capital: the proportion at which the value of both 
machines and slaves (calculated by discounting at the same rate their 
expected net income) is equal to their respective costs of reproduction. It 
is this yield which in turn will determine the rate of interest. (All this can 
also be expressed by saying that the yield on capital will be maximized 
when the real rates of return, on machine investments and slave invest
ments, are equalised.) This rate will represent at the same time the 
system's 'maximum rate of growth': the rate at which the stock of 
resources would increase per unit of time, if consumption were reduced 
to zero and the services of all productive services were devoted exclus
ively to their own production [net consumption of bread, beyond its use 
as fodder to produce slaves]. 

Thus . . . investment[ s] will tend to get distributed in such proportions 
as would equalise the rate of return on all lines of investment. Once this 
proportion is achieved, ... no amount of capital accumulation could 
change this [real, steady-state interest] rate. [By contrast, if there were a 
third non-augmentable factor like land, or if slaves were free people who 
own themselves and do not procreate to achieve wealth, Kaldor shows 
that growth of capital and/or labor relative to fixed land, could lower the 
intermediate-run wage rate and interest rate toward the (Ricardo, 
Schumpeter) long-run asymptote of (subsistence real wage, zero interest 
rate). Where all factors are augmentable, if some positive net saving 
occurs at Kaldor's invariant interest rate, society would resemble an 
'expanding universe' at a rate lower than his interest rate.] (pp. 18~7) 

Despite some ambiguities in Kaldor's expositions and intentions, these 
passages show an impressive insight. Kaldor's results go beyond anything 
von Neumann (1932, 1937, 1945) ever addressed - since von Neumann 
never contemplated equilibrium states involving positive net consumptions 
being withdrawn from the system. Whether Kaldor's intuitive reasons for 
his results are optimal or complete, the important case where there are no 
joint products does display Kaldor's qualitative and quantitative con
clusions. 

The next section shows how crucial has to be the role of Kaldor's tacit 
assumption of no joint products. 3 

3 DISCRETE-ACTIVITY COUNTEREXAMPLE TO KALDOR 

Once Kaldor open-ends his system to have one of the goods consumed -
bread or, what is the same thing for our version of him, final services of his 
second good (slaves) - his equilibrium own rate of interest will in the 
general case exceed the system's maximum potential growth rate. Here is a 
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three-process open-ended von Neumann technology, with joint products, 
that refutes Kaldor's claim for equality of his competitive rate with the 
system's maximum growth rate: 

[ 
bn b12 b13 +2.2 +0.8 +1.2 
b2l b22 b23 +2.2 +2.1 +1.9 (1) 
-all -a12 -a13 -1 -1 -1 
-azl -azz -az3 -1 -0.5 -0.5 

The a's are input coefficients of the respective columnar activities, and the 
b's are their output coefficients. 

If all is saved and no output is devoted to final consumption, the closed 
system can grow in all its parts like (2.2)1 or (1 + r*Y. This von Neumann 
growth mode is achieved when activity 1 is alone used, and symmetry of 
outputs and of inputs is maintained in this contrived example. (While a 
symmetric price ratio, p2 1p1 = PsiPm = 1, is an admissible perfect
competition equilibrium, using but one activity to produce two goods gives 
us the usual infinity of price-cost allocations familiar for joint products. In 
the closed case p 2 1 p 1 can be 5/7 or anything above.) 

What about Kaldor's open-ended case? Here equilibrium gross outputs 
work out to involve twice as much slaves-plus-bread as machines. All of 
machine output is used as inputs for activities 2 and 3 in equal halves; but 
now only one-fourth of slave output is used as inputs, equally divided, for 
the activities 2 and 3; the other three-fourths is consumed as final bread. 
Since activity 1, which yields von Neumann's maximum growth rate of 
(2.2)1 is now non-viable, that growth rate (and its equal interest rate) is 
irrelevant in Kaldor's stationary state. The interest rate that competitively 
obtains is greater than the growth rate when unbalanced positive net 
consumptions are involved. 

1 + r = 2.5 > 2.2 = 1 + r* (2) 

How is 1 + r determined? It is the unique interest rate that permits both 
activity 2 and activity 3 to coexist at the competition break-even level; and, 
it is no accident that it exceeds von Neumann's growth rate of 1 + r* = 2.2, 
thereby rendering activity 1 competitively non-viable. (Since the competi
tive equilibrium involves 2 goods and 2 linearly-independent viable activi
ties, the equilibrium price ratio is uniquely determinate, being at unity in 
my contrived example.) 

What Kaldor thought he discovered independently of von Neumann is 
thus in general not even true. 

What we may claim in his defense is that he may have glimpsed the 
following truths: (1) a von Neumann system without joint products and 
primary factors does possess a unique competitive steady-state interest 
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rate; and since the open-end von Neumann mode is (2) one such steady
state mode with that unique interest rate, and (3) with its growth rate equal 
to its interest rate, then ( 4) every steady state involves Kaldor's 1 + r equal 
to von Neumann's 1 + r* and 1 +gin the absence of joint products. 

Since Kaldor is long on heuristics and short on proofs, no court can be 
sure whether counsel for Kaldor has successfully made out his defense. I 
prefer to give him the benefit of the doubt since he did state what is a truth 
under suitably delimited conditions. (Kaldor's afterthoughts of 1938, 1962, 
and 1984 advance the matter not an inch. His incompletenesses appear to 
be generic not accidental.) 

This whole discussion dramatizes how wrong it is to regard the von 
Neumann and Sraffa paradigms as refutations of neo-Classical smooth
nesses. That is to short change them. As demonstrated in my Palgrave 
piece on Sraffian Economics, Samuelson (1987), what von Neumann and 
Sraffa illuminate are the complexities of vectoral neo-Classicism with 
well-defined marginal products. Whatever can obtain in a discrete
technologies model can also obtain in general neo-Classical models with an 
uncountable infinity of smooth activities. 

4 A CORRECT DERIVATION 

In a steady state of competitive equilibrium, there will be essentially two 
pecuniary variables confronting each entrepreneur and owner of physical 
machines and slaves. One will be the real interest rate, which by competi
tive arbitrage must be the same own rate of interest in terms of machines as 
in terms of slaves. Also, the stationary price ratio between machines and 
slaves will confront any entrepreneur or property owner: P machine/ Pslave., or 
P m/ Ps, will be the same as P machine/ Pbread in my scenario where bread and 
slaves are producible interchangeably; we might as well use as numeraire a 
unitary price of bread or slave, facing as our two unknowns, r the rate of 
interest and Pm the price of machines. 

Since machines are produced out of slave inputs and machine inputs, the 
minimal unit cost of production of machines will be the par toward which 
the equilibrium Pm must gravitate. For each choice of input proportions in 
the machine sector, there will be a resulting unit cost of production -
calculated as the needed outlay on the inputs accumulated forward inclus
ive of interest: 

Pm = (pmamm + Psasm)(1 + r) 

= (pmamm + [1 ]asm)(1 + r) (3) 

where (amm• asm) are feasible input requirements to produce 1 machine of, 
respectively, machines and slaves. 
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Likewise, for the minimal unit production cost of slaves 

Ps = 1 = (pmams + ass)(1 + r) (4) 

where (ams, ass) are feasible coefficients of production in slave production. 
('Feasibility' is not yet 'optimality'.) 

For any feasible choice of the four positive as, there will be defined a 
unique interest rate 

(1 + r) = Pmf (pmamm + asm) 
= ll(pmams + ass) > 0 
= 1/(f[amm, asm; ams, ass] ams +ass) (5) 

where f( ) is defined as the positive Pm root of the following quadratic 
equation for Pm achieved when r is eliminated from (3). 

(6) 

(7) 

If, and only if, 

(8) 

will the corresponding r be positive. 
Out of all the technically possible feasible choices for the as, competition 

will force a choice such that 1 + r is maximal. (Why? Because any 
non-maximal interest return can be bettered by competitors who will force 
the Darwinian laggards into bankruptcy.) 

Therefore, as Kaldor must have intuitively perceived, there is an optimal 
choice of the four as, call it a*, that will determine a unique positive 
equilibrium interest rate: 

1 + r* = 1/(p!. a!.s + a:,), QED 

(9a) 

(9b) 

Under Kaldor's strong 1937 neo-Classicism, where his isoquants are all 
strictly convex, the four a*s will actually be uniquely determined under 
competition. (Von Neumann and Sraffa could have ties in their discrete 
activities.) 

Note that, in the absence of jointness of production of slaves and 
machines, any change in tastes toward less or more bread consumed, at the 
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expense of lowering the system's growth rate, can have no effect on 
competition's maximal 1 + r* !4 

Note also that my present mode of proof works equally well to handle a 
von Neumann discrete-activities technology sans joint products. 

Kaldor emphasizes that his steady-state growth rate cum-consuming has 
no need to equal his unique interest rate. Growth can be zero if enough 
bread is consumed and saving is zero. As he knew, each reduction in net 
consumption speeds up the growth rate in a Kaldor system where both 
inputs are needed for both outputs. 

Finally, when net consumptions all drop to zero, the growth rate reaches 
its highest feasible level. Kaldor never tells us how and why he knows that 
this highest feasible rate of balanced growth does equal his equilibrium 
interest rate. I have to conjecture that in the summer of 1931 in Budapest, 
when (as he told his interviewer, Marcuzzo (1986)) Kaldor had extensive 
discussions about economics with von Neumann, he may well have got 
wind of this general result of von Neumann (which does hold true even in 
joint-production technologies). 5 

5 CONCLUSION 

This sums up Kaldor's 1937 breakthrough. Interested readers will find in 
the Mathematical Appendix enunciation and proof of the sweeping Non
Substitution Theorem that is at the heart of the Kaldorian intuitions. It 
deserves the adjective sweeping because (in contrast to the 1949 Non
Substitution theorem for a labor technology, which does admit of manda
tory substitutions when the profit rate takes on its infinity of different 
values) whatever as are ever optimal in the technology lacking non
producible factors do remain optimal anywhere. 

Notes 

1. Kaldor's admiring biographer, A. P. Thirlwall (1987), out of a 360-page book, 
devotes only a 1-sentence footnote to Kaldor's 1937 discovery, (p. 43, n. 11; 
p. 73): 'It was in this paper that Kaldor anticipated von Neumann's famous 
result that the rate of interest represents the highest potential rate of growth 
which would obtain if nothing were withdrawn from the system.' The sentence 
itself is misleading if it is read to suggest that Kaldor did first what von Neumann 
did later. Since von Neumann gave his 1937-45 paper at Princeton in 1932, at 
most we are warranted to claim that Kaldor independently discovered around 
1937 what von Neumann had already discovered mathematically some time 
between 1928 and 1932. (More on this puzzle later.) I may add that Kaldor went 
beyond the von Neumann model in some respects: thus Kaldor does contem-
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plate open-ending the model to allow net consumption withdrawals from it, and 
Kaldor does contemplate a neo-Classical uncountable infinity of alternative 
activities rather than von Neumann's finite number of activities; on the other 
hand, von Neumann treats joint production cases and proves various of the 
things that Kaldor only asserts, and also von Neumann does not assert as true 
any of the false propositions of Kaldor. 

In the New Palgrave biography of Kaldor, Adrian Wood (1987, Vol. 3, pp. 
3--8) makes no mention of his 1937 discovery. A valuable 1984 interview with 
Kaldor has a section where he discusses von Neumann, for which see the Italian 
reference M. C. Marcuzzo (1986). After writing this paper, I have learned of the 
relevant discussion in Lionello Punzo (1984). 

2. Actually, Kaldor refers to a slaves-machines-bread model, where the outputs 
are producible out of themselves as inputs. I can keep my description two
dimensional and still do justice to Kaldor's intuitions if I assume that what 
produces slaves can also interchangeably produce equivalent amount of bread; 
and, for simplicity, I can assume on Kaldor's behalf that bread is the only final 
consumption good, withdrawable from the system rather than plowed back as 
input for further growth. 

As will be seen, Kaldor seems never to have envisaged the complications that 
joint products can occasion - and this even though he talks explicitly of the 
durability of machines (which is a kind of joint production). I shall explicitly 
distinguish the no-joint-products case from von Neumann's more general case. 

When I quote from Kaldor's two 1937 and 1938 articles on the subject, my 
paging references will be to their 1962 reproduced version in Kaldor's Essays on 
Value and Distribution, Chapter 10. Readers can translate these page refer
ences, p, into their 1937 equivalent Econometrica pages, E, by the following 
formula: 

(E-201)/(233-201) = (p-153)/(191-153), 153 ~ p ~ 191. 
The similiar conversion formula for the pages in Kaldor's 1938 Econometrica 
rejoinder to the Reply in Knight [1938] is given by the formula: 
(E'-234)/(245-234) = (p-192)/(205-192). 

3. The well-chosen neo-Classical counterexample in section 3 of my Mathematical 
Appendix, like next section's discrete counterexample, will show that Kaldor's 
qualitative conclusions would not correctly characterize a von Neumann general 
technology that has been opened up to some net consumption - this failure 
being traceable to joint-production complexities. Also, we'll see that even in the 
subcases where Kaldor's unique and invariant interest rate is validly deducible, 
there will generally not be the unique proportions of (total machine input)/ 
(total slaves input) that Kaldor asserts: each difference in fraction of steady
state incomes saved at the expense of bread consumption will generally alter 
that ratio of totals; but, still, Kaldor's intuition is realized in the sense that, 
within each of the sectors producing machines or slaves, the respective (ma
chines input) I (slaves input) ratios will be invariant under alterations in the 
composition of final demands. 

Two other caveats are in order. In Kaldor's valid case, his attempt (pp. 187-8) 
to define for Knight alternative Austrian investment periods does not lead to 
useful insights. See Kaldor's editorial afterthought, Kaldor (1960, p. 8, n. 1) in 
which he repudiates his attempts in the 1930s to defend the Austrian concepts of 
capital. 

Secondly, Kaldor's initial claim that the no-primary-factor case is the natural 
initial approach for 'a proper understanding of the nature of capital and 
interest', is not only dubious on its face but is also never cogently addressed. 
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Posterity is blessed that this momentary belief motivated Kaldor to break new 
ground with his von-Neumann-like model. 

4. In Kaldor (1938, p. 200) he sums up for Knight as follows: 'where all resources 
are augmentable, the rate of interest is uniquely determined from the pro
duction function, and it is independent of the extent of accumulation and is equal 
to the maximum rate of expansion of the system'. Kaldor's 1960 foreword sums 
up his 1937 results in the single sentence '[In] a slave state ... the rate ofretum 
on capital is 'the system's maximum rate of growth ... [achievable] if consump
tion were reduced to zero and the services of all production resources were 
devoted exclusively to their own production'.' After half a century one values, 
more than this duplication of von Neumann, Kaldor's intuitive demonstration of 
the invariance of the interest rate under changes in the composition of final 
demands. Noteable is the absence of the needed ruling out of joint products in 
these statements and in the 1984 summing up. Apparently Kaldor took the 
absence of joint products so much for granted that he never noticed his own tacit 
assumption. 

5. Very good intuition could have led to this result in a non-joint-product model 
with known invariant a*s. But Kaldor never explores such approaches. Instead, 
this is one of his several teleologies drawn from the thin air (several of which are 
not even true in general). Before I learned that Kaldor had ever been influenced 
by von Neumann, I therefore suspected the connection that has been reported 
in the 1984 interview of Marcuzzo (1986). 

The reader will notice that a shift from zero consumption to consumption of 
enough bread to reduce saving to zero will definitely alter the ratio, total 
machines/total slaves, except in the singular case where the two sectors happen 
to have identical organic compositions of capital. This effect Kaldor seems not 
to have ever noticed, either in 1937 or 1984. 

Mathematical Appendix 

1. Kaldor's neo-Classical Case 
The machines and slaves outputs are each produced in separate sectors by smooth 
neo-Classical production functions that involve each sector's respective inputs of 
machines and slaves: 

fm[) > 0 > f~[ ), fs[) > 0 > f~ [] (1.1) 

We may generalize ton producible inputs, producible out of themselves without 
jointness of production: 

n 
~ ...r+l + c~+l _ p1[ r r 1 t.. 'ljv j - q1j, ... , qnj 

v = 1 

[q~j] > 0, i, j = 1, ... , n (1.2) 
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With Kaldor we may assume all Fi[ 1 are first-degree-homogeneous with contours 
that are strictly convex; and that output rises from zero to positive if and only if the 
inputs are all positive. F'[ 1 being smoothly differentiable, neo-Classical marginal 
products are everywhere well defined. These regularity conditions imply that 

qi = pi[qli• · · ., qni1 = %Fi[ql/qi, · • '' qn/qi1 
= qiFi[a1i, ... , ani], j=1, ... , n 

Fi[qli• ... , qni1 > 0 iff [qli• · · · , qni1 > 0 

iJq/(Jqii = F{[qli• • • · , qnj] > 0 

= F{[ali• . .. , ani1 = F{[1, qz/qli• · · , qn/qli1 

(1.3) 

(1.4) 

Competitive efficiency in the steady state requires that unit costs of production 
are minimized and present-discounted-values are maximized. Long before 1937, it 
was known that this implied Taussig-Wicksell discounted-marginal-productivity 
pricing relations 

(1.5) 

2. Steady-state Properties 

In the competitive steady state, we can omit all time subscripts from prices, the 
interest rate, and proportions of inputs and outputs, writing (1.5) as 

Pi F{[1, q2/q 1i, ... , qn/q!j] = P; (1 + r), (i, j = 1, ... , n) (2.1) 

From (2.1) we verify that own rates of interest are then equal in terms of all goods 

1 + r = F:[1, q21 1qu. ... , qnllqu1 = .. · 

= F,:'[1, qznf qlm · · · ' qnn/ qln1 (2.2) 

To deduce the teleological accomplishments of this competitive equilibrium, we 
can eliminate from (2.1) the [P1, ••• , Pn; 1 + r1 pecuniary variables and arrive at 
Lerner's marginal-productivity-proportionality rule for productive efficiency: for i, 
j = 2, ... , n, 

Ff[1, qz/qli• · · ., qn/qli1 
F{[1, qz/qli• · · ., qn/qli1 

FJ [1, qzlfqw . .. , qnllqu1 
F{[1, qzllqw .. . , qnllqu1 

(2.3) 

Together (2.2) and (2.3) are n +(n - 1)2 equations involving the following 
n(n- 1)+ 1 unknowns, [%/q 1i; 1 + r1. With 

n +(n - 1f = n2 - n + 1 = n(n - 1)+ 1, (2.4) 

under Kaldor's strong neo-Classical regularity conditions (2.2)-(2.3) do have a 
unique solution for their unknowns. With all the proportions %/ q1i uniquely 
determined, the price ratios (P2 / P1 , ••• , Pnl P 1), as well as the [aij1 matrix, are all 
uniquely determined. These optimal factor proportions are seen to be the same 
independently of whether (a) net saving is zero for every output or (b) net 
consumptions are all zero (von Neumann's case), or (c) any steady equilibrium 
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state obtains involving saving of whatever fraction of income and any ratios of final 
consumption goods. 

Since Kaldor's unique 1 + r* does obtain in von Neumann's no-consuming 
model, and since von Neumann proves his own 1 + r does equal the system's 
maximum rate of balanced growth, Kaldor can prove the equality of the competi
tive rate of interest and the potential-growth rate in his no-joint-products model. 
So to speak, this is a serendipitous feature of the model and not its invisible hand's 
desideratum. 

3. The Revealing Counterexample 

Consider the following neo-Classical joint-production version of the Kaldor
Neumann system: 

(3.1) 

where 

(3.2) 

By symmetry, we perceive that the system's most rapid rate of von Neumann 
growth is proportional to (\ISY, which is approximately (2.236 .. y, and it is 
achieved when both goods' outputs are equal. The von Neumann interest rate in 
that mode is of course also 

1 + r* = 1 + g = \IS= 1 + 1.236 (3.3) 

Now let Kaldor open up the von Neumann system. If instead of consuming the 
fraction zero of their incomes, people were to consume the fraction 1-s of their 
incomes, s < 1, consuming equal amounts and values of the two goods, Kaldor's 
observed competitive interest rate would remain at 1 + r* while his observed 
growth rate would drop to 1 + sg < 1 +g. No need yet to modify his sweeping 
conjectures. 

However, honoring his own use of bread as the only good consumed, let us 
consider his stationary state with no growth. In it 

(3.4) 

Whether Kaldor knew how to calculate our new stationary competitive equilib
rium, we can do it for him. 

Fi~t, the !_wo own rates of interest must be equal. And second, the equilibrium 
(q1, Q1 ; q2 , Q2) must balance all competitive supplies and demands at the stipulated 
no-saving level with bread being the only consumed good. 

Setting q1 = Q1 = 1 for normalization, we can write down our equilibrium 
conditions as 

-!- + -!-(Qz)2 = 5qz 

1 + r = CJQt/iJqt = CJQziOqz 

= 5q2/1 = 5(1)/ Qz 

(3.5a) 

(3.5b) 
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From (3.5b) we deduce Q2 = llq2 , and substitute that into (3.5a) to learn that 

5(q2) 3 - t(q2Y - t = 0 (3.6a) 

The relevant positive root of this cubic equation is 

q2 = 1/2, Q2 = 2, 

1 + r = 5(1/2)/1 = 5(1)/2 = 2.5 from (3.5b) 

From (3.6c) we have our needed contradiction. 

1 + r = 1 + 1.5 > v'5 = 1 + 1.236 ... = 1 + r* 

(3.6b) 

(3.6c) 

This demonstrates the untruth of any sweeping Kaldorian dictum that a no
primary-factor model must have a unique competitive interest rate equal to its von 
Neumann growth rate even when it is doing positive consumings in ratios different 
from those of the von Neumann growth mode. What was seen to be true in 
no-joint-product models is now seen to be quite untrue in general joint-production 
models of the von Neumann type. (For such models, it would seem that the interest 
rate if anything exceeds the system's potential growth rate.) 

4. How Non-substitution depends on the Number of Primary Factors 
Samuelson (1951) derived the Non-Substitution theorem for a one-primary-factor 
system by calculus derivatives applied to smooth neo-Classical technologies. At 
that time I deduced but did not publish the 2-primary-factor and m-primary-factor 
generalization of the 1939 theorem. Here I have been similarly deriving the 
0-primary-factor version of it. Although these derivations are neo-Classical, essen
tially the same results hold in discrete-activities technologies of the von Neumann 
type (it being understood that in every case we are ruling out intrinsic jointness of 
productions). 

Now we rewrite (1.2) to include m primary-factor inputs in each sector, 
(Lti• ... , Lmi): 

n 

Qj = qj + cj = l:qjk + cj, j = 1' ... ' n 
k=l 

= pi[qti• ... , qni; Lti• ... , Lmi], Lii > 0 

= QiFi[a1i, ... , ani; 'i.li, ... , 'i.mi] 

(4.1a) 

(4.1b) 

Here ('i.ii) is a mxn matrix of direct primary-factor input coefficients. They are 
non-negative and, under Kaldor's regularity conditions, can be supposed to be 
positive. Now the F functions are to have the previous regularity conditions 
operative in the full (n + m)-dimensional space of inputs. 

Corresponding to (2.2) and (2.3), we now have 

(4.2a) 
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Table 4.1 Substitution-Theorem Considerations 

Number of primary 
Factors 

0 
1 
2 

m 

F{[1, q2j/qlj• .. . ; · · ., Lm/q!j] 
F{[1, qzjlqlj• ... ; ... , Lmj/qlj] 

Degrees of freedom 

0 
1 (r is specifiable) 
2 (rand w/w1 

specifiable) 

m (rand [w2/w1 , ••• , w,..w1] 

specifiable) 

FJ[1, q21 1qw .. . ; ... , Lmllqu] 
- F11 [1, q21 1qw .. . ; .. . ,-·Lmllqu] 

j = 2, ... , n; i = 2, ... , n + m (4.2b) 

These are only n +(n + m - 1)(n - 1) independent relations holding on 
1 +(n + m- 1)n unknowns: namely on [1 + r; qi/q1i, L.ilq1j]· Table 4.1. shows 
the resulting degrees of freedom (that need to come from composition-of-demand 
and other extensive equilibrium conditions). 

Where positive degrees of freedom occur in the table 4.1 that does not mean that 
the final economic equilibrium is incomplete. There may well be such an equilib
rium and even a unique one. The point is that the other equilibrium conditions 
(tastes, etc.) then impinge on the cost and price relations. 
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5 Equilibrium and Stability in 
Classical Theory* 
D. J. Harris** 

1 INTRODUCTION 

Kaldor begins his paper of 1972 with a resounding blast against what he 
calls 'equilibrium economics'. The opening paragraph is worth quoting in 
full for its candid irreverence: 

The purpose of my lecture today is to explain why, in my view, the 
prevailing theory of value- what I called, in a shorthand way, 'equilib
rium economics' -is barren and irrelevant as an apparatus of thought to 
deal with the manner of operation of economic forces, or as an instru
ment for non-trivial predictions concerning the effects of economic 
changes, whether induced by political action or by other causes. I should 
go further and say that the powerful attraction of the habits of thought 
engendered by 'equilibrium economics' has become a major obstacle to 
the development of economics as a science - meaning by the term 
"science" a body of theorems based on assumptions that are empirically 
derived (from observations) and which embody hypotheses that are 
capable of verification both in regard to the assumptions and the predic
tions. (Kaldor, 1972, p. 1237) 

Kaldor recognizes, of course, that there are different concepts and uses of 
the idea of equilibrium in economic analysis. Accordingly, he goes on 
immediately to clarify what he means by 'equilibrium economics': 

the notion of equilibrium to which I refer is that of the general economic 
equilibrium originally formulated by Walras, and developed, with ever
increasing elegance, exactness, and logical precision by the mathemat
ical economists of our own generation (p. 1237) 

This clarification would appear to restrict sharply the application of his 
criticism to what is now commonly referred to as neo-Classical general 
equilibrium theory in its specific version of Arrow and Debreu. However, 

* The argument of this paper is drawn from a larger project of the author, reported in Harris 
(1988). 
**Professor of Economics, Stanford University, Stanford, California 94305. 
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as the argument proceeds, it becomes clear that he means to bring into the 
same domain of 'equilibrium economics' a much wider range of economic 
theory. For, only a few pages later, in seeking 'to pinpoint the critical area 
where economic theory went astray' he asserts: 

To locate the source of error with more precision, I would put it in the 
middle of the fourth chapter of Vol. I of the Wealth of Nations ... 
[where] Smith suddenly gets fascinated by the distinction between 
money price, real price and exchange value, and from then on, hey 
presto, his interest gets bogged down in the question of how values and 
prices for products and factors are determined. One can trace a more or 
less continuous development of price theory from the subsequent chap
ters of Smith through Ricardo, Walras, Marshall, right up to Debreu. 
(pp. 1240--41) 

It is evident from this assertion, and from the subsequent discussion, that 
he means to subject to the same line of criticism both the neo-Classical 
theory and the theory of the Classical Economists (chiefly Smith and 
Ricardo) for what he sees as common elements in the basic structure of 
both sets of theory at the level of their respective theory of value. 

Kaldor is returning in this paper to a theme that he had broached many 
years before, as far back as in 1934 (see Kaldor, 1934a, 1934b). Indeed, the 
1972 paper could be considered an extension and updating of the 1934 
papers, in the light of certain principles emergent from Keynesian econ
omics, to deal more explicitly with the implications of the problem of 
increasing returns for 'equilibrium economics'. The issues are further 
considered in his Okun Memorial Lectures (Kaldor, 1985). 

These papers, taken together, address fundamental questions regarding 
the logic and explanatory significance of equilibrium analysis as Kaldor 
sees it. In this connection, the earliest paper (1934a) distinguishes between 
two sets of issues, though the distinction between them is rather blurred 
and remains so even in present-day practices of economic theorists. One is 
the issue of stability of equilibrium. The other is what Kaldor calls 'deter
minateness of equilibrium'. In some respects, this latter may be interpreted 
to conform to what is nowadays commonly discussed as the existence and 
uniqueness of equilibrium. On both of these issues, Kaldor's arguments 
reveal a great deal of scepticism concerning the explanatory significance of 
an economic analysis constructed in terms of the notion of equilibrium for 
understanding empirical and historical phenomena. 1 

Of course, so far as Kaldor's work as a whole is concerned, it is worth 
noting that he himself was not always consistent as regards the practice of 
'equilibrium economics'. For instance, he sought to construct a theory of 
growth of capitalist economies which presumed the existence, uniqueness, 
and stability of steady-state growth with full employment. After many 
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efforts in this direction, he was not able to show how this growth process 
could operate under plausible conditions of capitalist markets and invest
ment behaviour. Given his expressed view of equilibrium analysis, one 
may find in this work a striking paradox. 

Nevertheless, the arguments presented in these papers are still very fresh 
today. They are certainly worth considering in the context of more recent 
developments on which they have a direct bearing. This is what I propose 
to do here. In particular, I wish to consider, in the light of the specific 
cricitisms of equilibrium analysis presented by Kaldor, what advances have 
been made in developing the structure of Classical theory. For this pur
pose, I focus on the analytical structure of Classical theory that has 
emerged from modern efforts (beginning with Sraffa, 1960) to revive and 
develop that theory, as it relates to the formation of competitive value. In 
this context, the appropriate and relevant equilibrium concept to consider 
is that of 'long period equilibrium'. It is characterised by the existence of 
'prices of production' at a uniform rate of profit on the supply price of 
capital, those prices being said to constitute a center of gravitation for 
'market prices.' 

The arguments of Garegnani (1976) serve forcefully to remind us that 
this particular notion of equilibrium constitutes a method of analysis that is 
common to both the neo-Classical and Classical traditions of theory, 
whatever may be the differences between them as regards their respective 
theory of value. Of course, if this is granted, there are important questions 
begged as to how one is to separate the theory from the method and what is 
the real distinction that would then remain between Classical and neo
Classical theory. Kaldor, on his part, evidently takes for granted that there 
is 'a more or less continuous development' between the two sets of theories 
(1972, p. 1241). Others may find this position objectionable. I do not 
directly address these questions in this paper. 

2 THE PROBLEM OF STABILITY 

For a long time, detailed analytic treatment of the problem of stability of 
equilibrium took place mostly within the framework of the static Walrasian 
theory of general equilibrium, focussing on the idea of price adjustment 
through tatonnement. This idea is now generally recognized to be an 
extremely artificial construction of the process of price formation in real
world markets (Hahn, 1982). More recent efforts to advance alternative 
conceptions of the adjustment process in a variety of settings within the 
framework of neo-Classical theory have shown that, under general con
ditions, the adjustment process may give rise to complex forms of motion 
that are unstable and equilibrium itself may be indeterminate ( cf. Benha
bib and Nishimura, 1985; Boldrin and Montrucchio, 1986; Cass and Shell, 
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1983; Grandmont, 1985). These results leave in doubt, even in the judge
ment of some of the practitioners, the explanatory significance of the 
specific neo-Classical constructions of an equilibrium system. 

On the other hand, analytic treatment of the stability problem in the 
context of the Classical theory has lagged far behind this work. Recently, 
however, some strides have been made in the direction of a more struc
tured treatment of this problem. It has turned out that a strong instability 
result can also be found within a range of parameter values for adjustment 
processes that are thought to be representative of the Classical conception. 
This is so for even the simplest analytic construction of a Ricardian process 
of convergence to the stationary state in a highly aggregative setting (see 
Bhaduri and Harris, 1987). It is so, moreover, in more complex and 
disaggregated settings (see, for instance, Semmler, 1986). 

What, then, is one to conclude from these instability results about the 
explanatory significance of the specific Classical concept of gravitation to a 
stationary state or long period equilibrium with prices of production? 

Certainly, as a matter of the logic of the concept of long-period equilib
rium as a stationary position, the demonstration of stability is a necessary 
step in the argument if this concept is to be at all logically sustainable. 
Therefore, these results, on instability of the Classical competitive process, 
have to be squarely faced. At the same time, it must be recognized how 
limited and primitive these constructions are. Generally, what this analysis 
has achieved so far, in my judgement, is to induce initial efforts to put 
forward an explicit conception of the behavioural and structural properties 
that are thought to characterize the workings of real economies in motion. 
In this respect, these efforts constitute, at best, only tentative steps towards 
constructing a dynamic conception of the economic process. 

Insofar as they are based on simulation results, the generality of the 
results is questionable. Where analytic solutions have been derived, the 
parameter values demarcating stable and unstable regions are, in many 
cases, not susceptible to any economically meaningful interpretation. Most 
importantly, the specification of economic behaviour and institutional 
structure is seriously lacking in the very elements that are relevant to 
evaluating the dynamic behaviour of real-world economies. These missing 
links relate, for example, to labor market interactions, production changes 
associated with both technology and organization, active (as distinct from 
passive) price-quantity interventions by firms, the role of financial vari
ables and, last but not least, the formation of expectations. This list 
represents a tall order of items which, to be all included, would no doubt 
make the analysis unwieldy and unmanageable. Therefore, perhaps a 
step-by-step procedure is warranted. But without a specific treatment of 
these complicating factors, it would seem premature to make a final 
judgement of stability or instability as a general rule. 

One complication, which has attracted some attention, is worth men-
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tioning here because of the deeper issues underlying it. The problem (first 
pointed out by Steedman, 1984) is this. When market prices differ from 
production prices, the direction of the price deviation need not be the same 
as the direction of the profit deviation. They could very well differ. This is 
for a reason essentially related to the interdependent structure of the 
economy: if there is a deviation in one industry this sends ripples across the 
whole structure of prices of other industries which necessarily feed back 
into the costs and profits of that same industry, so that profits may move in 
a direction opposite to the price deviation. If there are deviations in other 
industries as well, the problem is compounded, making it impossible to say 
a priori what is the relation of profit deviations to price deviations. 

It is well to see this lack of correspondence between price and profit 
deviations as a logical possibility. But the important question is: why is this 
necessarily troubling for the theory? Here, a deeper inquiry is needed into 
the rules which are supposed to guide economic behaviour in the theory. 
This result is troubling for the theory if it is assumed that firms are guided 
in their investment and output decisions by a specific norm that serves as a 
benchmark from which to judge the existing market situation. This is the 
norm of prices of production and the profit rate associated with those 
prices, assuming it is unique. This norm runs into difficulties because it 
cannot be guaranteed to provide the correct signals to profit seeking firms 
in their investment and output decisions that would cause the set of all 
firms to act so as to bring into existence those very same prices of 
production and corresponding profit rate. 

It may be noted here that this norm is a very special one. It follows from 
the more general principle that firms are guided by the goal of increasing 
profits. But it is not the only norm that would follow from this principle -
there are conceivably many others. This particular norm has the special 
significance that it is chosen so as to be fully consistent with the presump
tion that there does exist a unique set of prices of production and corre
sponding profit rate. The problem then is not simply whether there exists 
some other norm that is admissible on some arbitrary criterion ( cf. Steed
man, 1984, p. 135, n. 20). 

The problem is, first, that this particular norm, even though it so closely 
fits the criterion of consistency with prices of production, will clearly not do 
as a generally acceptable one. The fact is that this norm, when combined 
with a similar norm for output decisions on the quantity side, can be shown 
logically not to lead generally to the establishment of prices of production. 
Under certain conditions, such price-quantity interactions can definitely 
lead to instability. This is the damaging result that has come out of work 
done to date on stability analysis of the gravitation process, in which these 
norms are taken as the guiding principle in the adjustment process (see 
Semmler, 1986, and other works cited there). 

Secondly, the problem is whether there exists any economically mean-
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ingful behavioural rule at all, no matter how simple or complex, consistent 
with the goal of increasing profits, that would cause market prices to 
converge to production prices, when this particular norm that is so con
genial to production prices will not do as a rule that is generally capable of 
achieving that result. What is at issue, therefore, is whether the idea of a 
convergence of market prices to production prices is sustainable under any 
economically meaningful description of capitalist behaviour as regards 
decisions on prices, output, and investment. It remains to be shown that it 
is so and what that description is. At this point, that must be considered to 
be an open question. 

All of the above-mentioned results are interesting and useful. They also 
address matters that are central to the internal logic of the Classical theory. 
However, there is a deeper issue which goes beyond anything that is 
touched by the results discussed so far but which, when it is fully grasped, 
also allows us to put those results into proper perspective. So far as I can 
tell, this issue was first clearly and sharply posed by Kaldor in the following 
terms that are worth quoting in full: 

It is not possible, therefore, to determine the position of equilibrium 
from a given system of data, since every successive step taken in order to 
reach equilibrium will alter the conditions of equilibrium (the set of 
prices capable of bringing it about) and thus change the final position
unless the conditions are such that either (1) an equilibrium system of 
prices will be established immediately, or (2) the set of prices actually 
established leaves the conditions of equilibrium unaffected (in which 
case the final position will be independent of the route followed). 
(Kaldor, 1960, p. 16) 

What Kaldor proposes here, and elsewhere (for instance in 1960, p. 45, 
and in 1972) is that there is a general problem of path dependence affecting 
dynamic economic processes, attributable to the effects of learning from 
experience (among other causal factors). This problem has not been widely 
recognized until recently (see, for example, Arthur, 1988; Arthur, et al., 
1987). Once it is recognized, however, then the question of convergence to 
a predetermined equilibrium position necessarily becomes problematical, 
unless resort is had to "very rigid assumptions" satisfying the conditions 
indicated in the quoted passage (such as in the Edgeworth-Walras theory 
of competition where the assumption of 'recontracting' is crucial, as Kaldor 
shows). 

The issue then is this. The norm of behaviour that is specifically oriented 
to knowing in advance the vector of equilibrium prices is one which 
satisfies Kaldor's first condition, insofar as it conforms to the idea of "full 
experience", and it also satisfies his second condition. Yet, despite this 
happy coincidence, that norm is clearly not sufficient to guide the economy 
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to the equilibrium position associated with it. This indicates that Kaldor's 
conditions while necessary are not sufficient. The problem still remains, 
then, whether there is any behavioural rule that will do, in the sense of 
being both necessary and sufficient. But, in addition, what we can now see, 
and this is the deeper point, is the following. Any such rule that is based on 
a norm related to the equilibrium position must necessarily rule out 
features of actual economic behaviour in so far as such behaviour entails 
path dependence. 

This point provides general grounds for objecting to the conception of a 
determinate equilibrium of production prices in Classical theory quite 
apart from any finding of stability or instability in the gravitation process. 
In other words, this is a case where, to quote Kaldor again, 

the postulate of the existence of such 'laws' [here, the presumption of 
'economic equilibrium') is refuted if they can be logically shown to be 
valid only under assumptions that are contrary to observed phenomena. 
(1972, p. 1245) 

3 RELATIVE SPEEDS OF ADJUSTMENT 

There are many other considerations, essentially of an empirical nature, 
that may be introduced to question the efficacy of the mechanism of 
adjustment to the Classical long-period equilibrium of production prices. 
These relate, for instance, to various forms of 'barriers to entry' and, 
hence, to the question of the degree of mobility of both capital and labor. 
Such 'barriers' are known to occur in practice and, more significantly, can 
be shown to derive from intrinsic features of production, the innovation 
process, financial markets, labor markets, and the formation of demand 
(the literature on this is discussed in Scherer, 1980). Some would infer from 
these considerations that the case for presuming convergence to a uniform 
profit rate rests on very weak empirical foundations. 

Against this line of criticism, it could be argued that existence of such 
barriers is only a cause of slowing down or inhibiting the speed of the 
adjustment mechanism and not a cause of permanently obstructing or 
negating its effectivity. The process of convergence to a uniform profit rate 
may still be presumed to occur, if only as a tendency which is never actually 
realized, as long as there are reasonable grounds for assuming that some of 
the crucial requirements for its operation are present. 

However, there can be no cause for comfort in this latter position. This is 
because of another and potentially damaging complication. This is another 
point at which Kaldor's conditions for equilibrium turn out to have much 
relevance and meaning for the classical theory. I refer here to his condition 
concerning the 'velocities of adjustment' (1960, pp. 31-3). It is a matter of 
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the relative speeds of adjustment. Specifically, in the context of the classical 
theory, it is a matter of whether the speed of adjustment to the supposed 
centre of gravity is fast enough relative to that of the changes brought 
about by forces which determine that centre of gravity so that, for instance, 
any set of production conditions can be said to be 'dominant' in a meaning
ful sense (for instance, in terms of the proportion of total output it 
produces). In particular, what if the speed of adjustment to long period 
equilibrium is so slow relative to ongoing changes of a permanent nature in 
the structure and technology of production that those changes continually 
regenerate divergences in profit rates before any gravitational effect can 
occur? Under these circumstances, the very idea of a long period equilib
rium position would become quite meaningless or irrelevant. To sustain 
the relevance of this position, therefore, it must be assumed that the pace 
of technological change is itself very slow or, viewed the other way round, 
that the rate of diffusion of new techniques is very fast relative to the rate 
of introduction of new techniques. 

For this purpose, it could be assumed that technological change comes in 
discrete spurts that are widely separated in time so that, in the interim, the 
economy is sufficiently able to adjust to and absorb the existing 'dominant 
technique'. This is often supposed to be the form of technological change 
in the case of so-called 'major' innovations. Indeed, this is the case on 
which part of the Schumpeterian analysis of capitalist dynamics rested 
(Schumpeter, 1954). But available research on the actual historical charac
ter of technological innovations does not support this view (see, for 
instance, Jewkes, Sawers, and Stillerman, 1968; Kamien and Schwartz, 
1982; Sahal, 1981; Schmookler, 1966; Stoneman, 1983). 

Available research suggests that the rate of diffusion of new technologies 
is actually quite slow on average. Furthermore, innovations appear 'major' 
only ex post, that is, from the standpoint of looking back at their cumulat
ive effects (this does not deny the existence of technological discontinuities 
or so-called 'radical innovations'). In actuality, they emerge as continual 
'minor' improvements that may eventually displace previously existing 
practices (regardless of whether they are viewed as product or process 
innovations, a distinction which is in any case difficult to sustain in prac
tice). They achieve apparent stability and 'dominance' only after a long
drawn out process of such incremental improvements, in the course of 
which improvements in processes and products on the input side originat
ing in other industries are continually disturbing the apparent tendency to a 
fixed shape and form of the product or process in a given industry. 

Going deeper into the process of technical change, it is evident from 
what we now know about the actual character of this process, that the 
classical construction of a long period position is seriously at risk (see, for 
instance, Arthur, 1988; Dosi, 1984; Dosi, et al., 1987; Nelson and Winter, 
1982; Sahal, 1981). What is significant for present purposes is, first of all, 
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that there are costly 'search' procedures involved in the process, such 
procedures being themselves an integral part of the investment decision so 
that they cannot meaningfully be separated off as an independent and 
autonomous factor. Secondly, the process is known to entail powerful 
learning effects from experience in both 'doing' and 'using', so that the 
economic advantages accruing therefrom are dependent on previously 
accumulated experience. Thirdly, there is a "lock-in" effect along any 
trajectory of development of technology such as not only to entail signifi
cant advantages for those producers that are ahead (whether they be firms, 
sectors, regions, or national economies) but also, and at the same time, 
make it costly to change over to other trajectories. 

All of this adds up to the recognition that technological change is a 
path-dependent process in which current economic performance is at every 
moment crucially dependent on past performance. To this extent, the 
outcomes of the process, in terms of the set of techniques observed, cannot 
be meaningfully conceived to be independent of the path pursued. This 
result calls into question the basic idea involved in the Classical analysis of 
convergence to a predetermined equilibrium position defined by a known 
technique. 

The idea of 'increasing returns' is a common and familiar reference point 
for discussion of these effects (as, for instance, in Kaldor, 1972), but the 
point to be emphasized here is that there is a pervasive and general process 
underlying this idea. 

4 WHITHER, THEN, GOES CLASSICAL THEORY? 

So far as study of the problem of stability is concerned, one of the more 
constructive and potentially fruitful lines of development, in my judge
ment, is that introduced by Goodwin and his followers (see Goodwin, 
1982, and accompanying papers; Goodwin and Punzo, 1987). It has the 
distinct advantage that it identifies from the outset a general principle, 
namely, that a possible source of instability lies in the existence of non
linearities associated with cumulative feedback effects in the economic 
process. One such non-linearity analyzed by Goodwin is the interplay 
between the 'reserve army' of unemployed labor and the investment 
behaviour of capitalists, an idea which in his own words led him back to 
Marx's formulation of capitalist dynamics (Goodwin, 1982). There may be 
other such non-linearities, and these are worth exploring. Surely, the 
buildup of such analysis can provide a more solid analytical basis for 
understanding the workings of real economies and for organising study of 
concrete historical processes. 

The high level of aggregation of the analysis that has been done so far 
along this line is in some respects a serious limitation, but there is a 
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possibly wider significance that might be conjectured, coming from that 
very aggregative feature. In particular, if there are real macroeconomic 
balancing conditions and boundaries that the economy must satisfy (isn't 
the structure of class relations one of these?), then aggregative models can 
still tell us something about the sources of instability no matter what the 
level of disaggregation to which the analysis is subsequently taken. Fur
thermore, even if the Classical convergence to prices of production held at 
the microeconomic level, problems of instability might still arise at the 
macroeconomic level. To this extent, aggregative models may be said to be 
intrinsically of interest in the study of stability of the competitive process. 

Another potentially fruitful line of approach is that of evolutionary 
models (Iwai, 1984a, 1984b; Nelson and Winter, 1982). They bring into full 
play a biological analogy (as does the Goodwin model) in contrast with the 
typical mechanical analogy that has all along been at the heart of economic 
method. Their emphasis on selection mechanisms and the reproduction of 
diversity has the potential of generating useful insights into the economic 
processes by which differentiation of performance, and hence of profit 
rates, is reproduced. Within this line of analysis, one might conjecture 
another possible advantage that is the opposite of that stated above for 
aggregative models, arising in this case from the intrinsically microecon
omic level of analysis of evolutionary models. In particular, might it not be 
the case that some elements of system stability are generated from pro
cesses of selection, adaptation, and reproduction of diversity at the micro
economic level? 

By combining, in some way not yet clear, the insights obtained from 
these two lines of analysis it may yet be possible to provide a deeper and 
more far-reaching answer to the question of stability/instability of the 
competitive process in capitalist economies. 

A larger, more difficult, analytically intractable, and yet more interesting 
question, concerns the conditions under which one might be able to 
conceive of a process which builds up through cumulative movements in 
one direction, as distinct from maintained oscillations, to a point of 
structural break or discontinuity. This problem, which might be called a 
'regime change', takes us far beyond what has been done so far or what can 
be handled analytically with methods now being used. However, the 
formal demonstration of the general possibility of chaotic dynamic paths 
may well be pointing to the need for grappling with this problem. And is 
this not, after all, the 'grand theme' that really concerned classical thought, 
especially that of Marx, regarding the process of internal change within 
capitalism? 

A potential danger comes from seeking to collapse history into the 
Classical model of prices of production. Robinson insistently warned of this 
danger in her recurrent complaint that the long-period equilibrium method 
is a way of turning history on its head (hence the title of her essay 'History 
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Versus Equilibrium', 1974; see also 1980, passim). Her point, as I interpret 
it, is simply this. If all past history had been one of equilibrium, then one 
may infer that any perturbation which occurs here and now would set into 
operation forces that cause the perturbation to cancel itself out and bring 
about a return to equilibrium. The economic system would then be 
self-correcting, at least for small perturbations. It is quite another thing, 
however, if history has never been anywhere near equilibrium. It would be 
illegitimate then to claim that, starting from today, there will come into 
play a process of getting to equilibrium. The system could, and would 
likely, wander off into the unknown without ever achieving equilibrium. 

A mathematician would correctly reply that, from the standpoint of an 
abstract analysis of stability, these two cases are not qualitatively different. 
But, for the social theorist and historian, there is a world of difference 
between them. Specifically, the difference is that, in the one case, the 
properties of equilibrium have already been learned in history and can 
confidently be expected to persist. In the other case, there can be no 
necessary presumption that a real process of learning, which is in general a 
path dependent process, will lead to an equilibrium, if any exists and 
whether it is unique or not. The difference may be represented formally in 
terms of the following two dynamic processes: 

Case 1: x = Fx/X), Xe = equilibrium point 

Case 2: x = Fx0(x), X0 = initial condition 

Case 1 is an 'equilibrium process' in which the function governing the 
adjustment process is uniquely defined in terms of the equilibrium solution 
xe that is known 'in advance' and invariant to the starting point. Case 2 is a 
'path dependent process' in which the function governing movement along 
any path is uniquely dependent on the initial condition or state variable x0 

and (for full generality) may be considered to shift as experience builds up 
along a given path. As long as one recognizes the intrinsic and general 
characteristic of the social process as one of learning on the basis of 
accumulated experience, as in Case 2, then the presumption of an adjust
ment to a predetermined equilibrium, whether unique or not, cannot 
generally be sustained. 
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Notes 

1. At the opposite pole to Kaldor stands Samuelson who unabashedly claims to be 
an 'equilibrium theorist' following in what he sees as the tradition of the classical 
economists and Harriet Martineau: 'Remember that the classical economists 
were fatalists (a synonym for "believers in equilibrium"!). Harriet Martineau, 
who made fairy tales out of economics (unlike modem economists who make 
economics out of fairy tales), believed that if the state redivided income each 
morning, by night the rich would again be sleeping in their comfortable beds and 
the poor under the bridges (I think she thought this a cogent argument against 
egalitarian taxes). Now, Paul Samuelson, aged 20 a hundred years later, was not 
Harriet Martineau or even David Ricardo; as an equilibrium theorist he natu
rally tended to think of models in which things settle down to a unique position 
independently of initial conditions' (Samuelson, 1968, p. 12). 
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6 On the Resolution of 
Conflicts by Compensation* 
U. Krause 

1 INTRODUCTION 

The purpose of the present paper is to embed the compensation principle 
due to N. Kaldor into some more general framework so as to discuss 
conflict resolving by compensation for social as well as individual decision 
making. Kaldor's intention in (1939) was to show that the classical argu
ment for free trade does not require interpersonal comparison of utilities. 
In section 2 Kaldor's compensation principle is presented in detail together 
with some of its criticism. In contrast to the criticism the formulation of 
Kaldor's principle as given in this section does not involve utilities. This 
formulation then leads to a general concept of compensation presented in 
section 3. Compensation thereby is described by an equivalence relation on 
the set of alternatives. A conflict among alternatives occurs when there are 
(at least two) preferences that point in different directions. The conflict 
resolution hoped for is portrayed by the factor relation obtained by taking 
the conjunction of the preferences modulo the equivalence relation. 

This then provides a framework to discuss multicriteria decision making 
in section 4. The branch of multicriteria decision making developed in 
recent years bears relationships to various fields, among others to vector 
optimization (cf. Jahn and Krabs, 1987; Stadler, 1987; Yu, 1985). One 
fundamental question is how to aggregate a given set of preferences 
obtained by evaluating alternatives according to multiple 'criteria' into one 
single overall evaluation. This is reminiscent of social choice theory, where 
however the welfare function because of a given fixed preference profile is 
not of the Arrovian but of the Bergson-Samuelson type. (The impossibility 
results which are found for the latter type (cf. Fishburn, 1987), are relevant 
also for multicriteria decision making.) Emphasizing the intrinsic difficulty 
of getting an overall evaluation in face of conflicts, the multicriteria 
decision maker has been called also a Faustian decision taker (cf. Steed
man and Krause, 1986). The problem of interpersonal comparisons in 
Kaldor's principle and in social choice in general appears as intrapersonal 
comparison to the Faustian decision taker. Once the black box of the 

*The author would like to thank T. Scitovsky and A. P. Thirlwall for valuable comments. 
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'rational individual' has been opened in this way the neo-Classical postu
late of rationality becomes questionable. (Cf. also the empirical evidence 
reported in Hogarth and Reder, 1987, about deviations from neo-Classical 
rationality.) Section 5 is concerned with a certain instability of compen
sation principles and factor relations. Namely, there is the general result on 
multicriteria decision making that stable preferences must necessarily be 
lexicographic in some broader sense (cf. Krause, 1987). But lexicography is 
the opposite of compensation. 

2 KALDOR'S COMPENSATION PRINCIPLE AND 
ITS CRITICISM 

In defending the classical argument for free trade against Robbins's criti
cism, Kaldor argues as follows (1939a, p. 550): 

The effects of the repeal of the Corn Laws could be summarised as 
follows: (i) it results in a reduction in the price of corn, so that the same 
money income will now represent a higher real income; (ii) it leads to a 
shift in the distribution of income, so that some people's (i.e. the 
landlord's) incomes (at any rate in money terms) will be lower than 
before, and other people's incomes (presumably those of other pro
ducers) will be higher. Since aggregate money income can be assumed to 
be unchanged, if the landlord's income is reduced, the income of other 
people must be correspondingly increased. It is only as a result of this 
consequential change in the distribution of income that there can be any 
loss of satisfactions to certain individuals, and hence any need to com
pare the gains of some with the loss of others. But it is always possible 
for the Government to ensure that the previous income-distribution 
should be maintained intact: by compensating the 'landlords' for any loss 
of income and by providing the funds for such compensation by an extra 
tax on those whose incomes have been augmented. 

Kaldor's point can be depicted graphically in Figure 6.1. 
In Figure 6.1a y is the original state and x is the state after the repeal of 

the corn laws. First, x represents a state of higher (total) real income. The 
45° lines show real income distributions of constant total real income. 
Secondly, in state x the landlord's income is lower and other people's 
income is higher than in y. That is, x lies northwest from y. Obviously, 
there is a conflict between landlords and other people about which of the 
states x and y is the better one. Hence some interpersonal comparison of 
utility seems inevitable. It is however Kaldor's point that this need not be 
the case. For, it is possible by compensation, i.e. simply by redistribution, 
to move from x to state x' in which both parties are better off. That is, x 
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Figure 6.1 The Kaldor relation 

should be considered to be better than state y. The following Kaldor 
relation (or Kaldor criterion) comprises what is essential. For two states x, 
y E IR~ ( = positive orthant of the plane) x is better than y in the sense of 
Kaldor, in symbols xKy, whenever there exists some state x' with the same 
aggregate real income as x and such that x' is Pareto superior to y. The 
latter means that x' Py but not yPx', uPv being the Pareto relation defined 
by u; ~ V; for all i, where u = (ul> ~), v = (vl> v2) E IR~. It is obvious 
from Figure 6.1b that K is transitive, i.e. xKy and yKz implies xKz, and 
also that K is asymmetric, i.e. not both xKy and yKx. (See section 3 for a 
general proof). Thus Kaldor's compensation principle is a nice device to 
decide the conflict concerning the repeal of the corn laws. (Of course, the 
Kaldor relation does not discriminate between states of equal aggregate 
real income for which indifference holds.) 

Kaldor's compensation principle however runs into difficulties if more 
than one commodity is involved. The crucial question then is how a notion 
of a real income is defined. (Cf. also Samuelson, 1950.) Historically, the 
criticism of Kaldor's compensation principle has taken place in a somewhat 
different framework, where Kaldor's discussion in real terms was recasted 
in terms of individual utilities. (I am indebted to A. P. Thirlwall for 
showing me an unpublished letter to Kaldor by M. Dobb, dated from 
20.11.40, where Dobb expresses some doubts about Kaldor's principle. 
Although the point Dobb makes is not completely clear, it seems that his 
criticism is in real terms only and does not embark on individual utilities. 
Anyway, in section 3 it will be shown that even in the one commodity case 
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Figure 6.2 The Scitovsky relation 

intransitiVities for the Kaldor relation arise if the set of alternatives is 
constrained to some proper subset of IR!.) If the number of commodities 
is n, a state is given by a point x e IR.;" specifying for each party (i.e. 
'landlords' and 'other people') the quantities of commodities. For state x 
u(x) = (u1(x), U:z(x)) denotes the utilities of the two parties when being in 
state x. The utility frontier U(x) passing through xis defined as the locus of 
all utility vectors u(x') where state x' can be reached from x by compen
sation. The Kaldor relation in terms of utilities then reads as follows. For 
two states xis considered to be better than y, in symbols xKy, whenever 
there exists some state x' such that u(x') e U(x) and u(x')Pu(y) but not 
u(y)Pu(x'). T. Scitovsky (1941) observed however the paradox that xKy 
and yKx may coexist as it is depicted, e.g. in the above picture (Figure 
6.2a.) 

By combining Kaldor's principle with a dual principle due to J. Hicks 
(1940), Scitovsky proposed the following double-test, also called the 
Scitovsky relation. For two states x is better than y, in symbols xScy, 
whenever xky but not ykx. (e.g. zScy in Figure 6.2a). Obviously, the 
Scitovsky relation is not complete. Moreover, it may happen that the 
Scitovsky relation is not transitive, as e.g. in Figure 6.2b where xScy and 
yScz and zScw but wScx. (This was first observed by W. M. Gorman, 1955. 
An explicit numerical example showing intransitivity for the Scitovsky 
relation's indifference was given by K. Arrow, 1963.) The intransitivity of 
the Scitovsky relation disappears in the following variation of Kaldor's 
principle due toP. A. Samuelson (1950). By the Samuelson relation xis 
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better than y, in symbols xSay, iff xKy' for any y' such that u(y') e U(y). 
The Samuelson relation is not complete and it is not implied by the Pareto 
relation. (Concerning the various compensation principles and its history 
the reader is referred to the detailed survey given by A. Takayama, 1972. 
Cf. also the corresponding chapters in Arrow, 1963 and Sen, 1970.) The 
drawbacks of the above utility based principles of compensation are rooted 
in the fact that different utility frontiers may intersect. No such phenom
enon can occur in Kaldor's simple real income model where the sets of 
states which are connected by compensation are straight lines. In the next 
section it will be shown how this particular feature of Kaldor's model may 
serve to formulate a rather general principle of compensation. 

3 A GENERAL CONCEPT OF COMPENSATION 

Kaldor's point in resolving a conflict may be seen more abstractly in that he 
treats given states 'modulo' distribution. That is, not the states themselves 
are at stake but classes of states, whereby a class (straight line) is formed by 
all the states which can be transformed into each other by compensation. 
Consider, in more detail, some fixed original states y which divides the set 
of states into four different regions I to IV, as shown in Figure 6.3. 

Regions I and III are easy to handle since states in I are Pareto superior 
and states in III are Pareto inferior to y. However II and IV represent 
regions of conflict in the sense that a state x therein is preferred toy by one 
of the parties (1 or 2) but y is preferred to x by the other party. 'Compen
sation' defines now an equivalence relation - on IR~. The equivalence 

2 

Figure 6.3 Different kinds of compensation 
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classes containing x or y are represented by the straight lines [x] and [y] 
respectively. The conflict between x andy is solved a Ia Kaldor in favor of x 
since [x] meets the region I of Pareto superior states. One could also say 
that by Kaldor's compensation principle a preference on the equivalence 
classes [ z] for z e IR~ is established by which [x] is preferred to [y] because 
the former lies above the latter. Thus what is essential is an equivalence 
relation - on IR~ given by compensation and the preference induced on 
the equivalence classes by the factor relation Pl-. (P the Pareto relation.) 
This setting makes it explicit that conflict resolution by the Kaldor principle 
depends on the equivalence relation -, that is on the kind of compensation 
assumed. In Figure 6.3 the case of a different equivalence relation -' is 
shown with classes [x]' and [y]' for x andy respectively. Here too a clear 
decision between x and y is obtained. However, adopting -' as compen
sation rule, y is considered to be better than x, whereas - yields x to be 
better than y. Thus the kind of compensation adopted does matter. (In the 
corn law-example the different equivalence relations correspond to differ
ent kinds of measuring aggregate real income. Measurement as indicated 
in Figure 6.1a by the 45° line is just one possibility.) This dependence on 
the compensation rule corresponds to the problem of interpersonal com
parison of utilities. It should be noted however that the setting presented 
does not involve any utility notion. 

Being aware of the above mentioned dependence, a general formulation 
of compensation will be given which then in the next section is employed to 
also deal with individual decision making. 

Consider an arbitrary (non-empty) set X of alternatives on which an 
equivalence relation - together with a quasi-ordering R is given. (For the 
basic concepts concerning relations the reader is referred to Sen, 1970.) 
Quasi-ordering means a (binary) relation which is reflexive and transitive. 
Denote by XI- the set of equivalence classes [x], x eX. The relation Ron 
X induces as follows a factor relation Rl- on XI-: 

[x]RI-[y] if and only if there exist x' e [x] andy' e [y] such that 
x'Ry'. 

The factor relation may be pulled back to the original set of alternatives X 
by 

xRy if and only if [x]RI-[y]. 

Kaldor's compensation principle fits in with X= IR~, x- y for states lying 
on a 45° line, R = Pareto relation. XI- becomes R~l- which is isomorphic 
to IR+ and corresponds to levels of aggregate real income. (One might say 
that production comes into play by taking states modulo distribution.) 
Finally, xKy (as defined in section 2) if and only if [x] is strictly preferred to 
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[y] in the sense of Rl-. Or, equivalently, xK y if and only if x is strictly 
preferred to y in the sense of R. (By the isomorphism above K corresponds 
to the common ordering of real numbers.) 

Although R and - are transitive relations one cannot expect Rl- or, 
equivalently, R to be transitive too. To check for transitivity the following 
proposition is sometimes useful. Thereby two relations R and S on a set X 
commute if R · S = S · R, the product being the common product of 
relations, i.e. x(R · S)y iff xRz and zSy for some z. 

Proposition: If R and - commute, then Rl- is transitive. 
Proof: Assume [x]RI-[y] and [y]RI-[z], i.e. there exist x' E [x], y', y" E 

[y], z' E [z] such that x' Ry' and y"Rz'. From x' Ry' andy' - y" it follows 
that x' (R· -)y" and by assumption x'(- ·R)y". Hence there exists some 
we X with x' -wand wRy". By transitivity of R wRy" and y"Rz' imply 
wRz'. Thus x- w, because of x' E [x], x' - w, and wRz', z' - z. That is 
xRI- z, and Rl- is transitive. 

In the approach presented a priori different equivalence classes never 
cross. This parallels with Kaldor's example and contrasts with the utility 
method discussed in section 2. Also, the approach is flexible in that the 
data need not be given in terms of real numbers. The above proposition 
applies also in Kaldor's example. It is easily seen that 'to be Pareto 
superior' commutes with 'lying on a 45° line'. However, a small modifi
cation of Kaldor's example may change the picture completely as shown in 
Figure 6.4 overleaf. 

R = P and the compensation rule - being as in Kaldor's example 
(Figure 6.1a) the only modification is that the set X of alternatives is not 
the whole of IR: but consists only of those states for which a certain 
averaged real income ranges from some minimum level to some maximum 
level (what indeed may be more realistic). Figure 6.4 shows that xKy and 
yKz but that notxKz. Hence, other than in Figure 6.1b, Kis not transitive. 
Moreover, even [x]PI-[z] does not hold. Therefore the factor relation PI
is not transitive too. (The finding about K may be expressed also by saying 
that PI- is not even quasi-transitive in the sense of Sen, 1970.) Since 
neither [x]PI-[z] nor [z]PI-[x] the factor relation is not complete. In 
agreement with the proposition obtained P and - do not commute, e.g. 
y(-·P)z but not y(P·-)z. 

Compared with the paradoxes discussed in section 2 within the utility 
framework, no pendant to Scitovsky's paradox appears if the strict 
relation for Rl- is defined in the usual way. Compared with the intransi
tivity as pointed out by Gorman, the intransitivity obtained above is 
without reference to utilities and occurs even in the case of one commodity 
only. 
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Figure 6.4 Modified Kaldor relation 

4 MULTICRITERIA DECISION MAKING 

[z] 

The conflicts considered hitherto have been interpersonal conflicts, i.e. 
conflicts between different persons (or parties). Of course, of great import
ance are also intrapersonal conflicts, i.e. conflicts a single person is con
fronted with when taking decisions. In real life situations both types of 
conflicts will be relevant at the same time. In the following a model will be 
sketched briefly which has been developed in Krause (1987) and Steedman 
and Krause (1986) to picture an individual decision maker who takes the 
various aspects of the alternative options into account. (See also Yu, 1985 
and the collections Jahn and Krabs, 1987, therein particularly Stadler, 
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1987, and Elster, 1986.) In assessing the alternatives from a set X the 
decision taker applies several criteria (points of view, aspects, ... ). Let N 
= {1, 2 ... , n} be the set of criteria. Evaluating the alternatives only with 
respect to the single criterion i e N yields some quasi-ordering R; on X. 
(The latter is assumed only to avoid unnecessary complications.) This 
leaves the decision taker with some fixed profile or vector (Rt> . . . , Rn) of 
quasi-orderings on X. To come out finally with decisions, the individual has 
to aggregate the different quasi-orderings R;, i e N, to get some single 
overall evaluation R, R being a relation on X. In case the individual 
manages this non-trivial task in such a way that R too is a quasi-ordering 
(or even an ordering) one may speak of a rational agent. The (quasi-) 
ordering R then allows the individual to choose alternatives so as to 
maximize according to R. Empirical evidence suggests that, to say the 
least, individuals cannot simply be postulated to be rational agents (cf. the 
contributions in Hogarth and Reder, 1987). Goethe's Faust felt two souls 
in his breast and it is all but obvious what Faust's overall evaluation could 
be. To stress the intrinsic difficulty in getting an overall evaluation in face 
of conflicts, the multicriteria decision maker is also called a Faustian 
decision taker. (Cf. Steedman and Krause, 1986. The difficulty to aggregate 
diverse aspects is related to what is discussed as 'multiple self, cf. Elster, 
1986, in particular Ainslie, 1986.) Technically the above multicriteria 
decision problem is related to vector optimization (cf. Jahn and Krabs, 
1987; Stadler, 1987) and also to social choice. (Cf. Arrow, 1963; Sen, 1970. 
For a discussion along with Arrow's famous Possibility Theorem see 
Steedman and Krause, 1986.) However, in contrast to most work in social 
choice theory, in the multicriteria decision problem as stated above, the 
preference profile is not variable but fixed. (For fixed profiles within the 
field of social choice see Fishburn, 1987.) 

The logic of conflict in multicriteria decision making is very similar to 
what has been discussed in the previous sections. There appears a conflict 
with respect to alternatives x and y if two criteria point into different 
directions, i.e. if x is strictly preferred toy for some R; andy is strictly 
preferred to x for some Ri. The most simple conflict occurs for elementary 
preferences (also called 'bare preference', 'marginal preference', 'basic 
judgement', cf. Sen, 1970). Thereby an elementary preference E is defined 
as follows (Krause, 1973): There exists a certain property such that xEy if 
and only if the property applies to x or the property does not apply to y. It 
is easy to see that an elementary preference is a complete quasi-ordering. 
A property of the elements from X may be described extensional by the set 
A ~ X of all elements to which the property applies. Hence elementary 
preferences E on X correspond to the subsets A ~ X via xEy if and only if 
x e A or y ~ A. The simplest form of conflict would be an elementary 
conflict where, applied to alternatives x and y, two elementary preferences 
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X z 

(a) (b) 

Figure 6.5 Merging alternatives 

E and F point into different directions. Such an elementary conflict is 
shown - for illustrative reasons only - in Figure 6.5a where B ~ X is the 
subset corresponding to F. 

Let R denote the relation on X which holds among alternatives if and 
only if both E and F hold. R is a quasi-ordering that is not necessarily 
complete and yields no decision between x and y. Because of the conflict 
one might introduce according to the discussion in section 3 an equivalence 
relation - on X. In Figure 6.5a two alternatives are considered to be 
equivalent if they lie both on a horizontal line. For the factor relation R/
it holds that [x]RI- [y] because of xRy'. (Of course, xRy does not hold.) 
But [y]RI- [x] does not hold because neither does [y] meet A nor does [x] 
meet the complement of A. Thus, although R does not lead to a decision 
betweenx andy, the factor relatiolil Rl- favors strictly the class [x] over the 
class [y]. Or, equivalently, xis strictly preferred toy with respect toR. It 
turns out that Rl- is a quasi-ordering. In examples like the above it may 
become difficult to check transitivity for Rl-. In the above case it is simple 
because one easily verifies that R coincides with E. This process to force an 
issue may be considered as one of merging alternatives. The merging of 
alternatives into equivalence classes may make conflicting details vanish. 
The same happens in the example shown in Figure 6.5b. In that case X= {x, 
y, z}, E is given by the set A= {y} of sunny cities, Fis given by the set 
B = {x} of cheap cities. There is obviously an elementary conflict in 
choosing between x and y. Merging alternatives by considering cities from 
the same country to be equivalent yields that [x] is strictly favored over [y] 
in terms of the factor relation Rl-. (R as before the conjunction of E and 
F.) Namely, xRz but notyRx nor zRx. One might say the decision is taken 
between the 'merged alternatives', viz. the two countries, from which 
'England' is chosen over 'West Germany'. This is very much the same as in 
Kaldor's example where higher aggregate real income is chosen over lower 
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aggregate real income. After that choice is made the particular 
distribution/city can be chosen from the preferred equivalence class. 

One might ask whether elementary preferences are too simple to look 
at. However, it is not difficult to see that any complete quasi-ordering on a 
finite set is in a unique manner the conjunction of finitely many elementary 
preferences ( cf. Krause, 1973). In this sense elementary preferences can be 
considered to be the building blocks for preferences. In Figure 6.5 the 
process of merging alternatives lead to a transitive factor relation. From 
the general discussion in section 3, however, it is clear that this need not be 
the case. Indeed, even for elementary preferences the factor relation is 
very often not transitive. Thus, the process of merging alternatives may on 
the one hand resolve a particular conflict, but it may on the other hand 
create intransitivities. Being forced to resolve conflicts, individuals may 
apply some kind of compensation and in doing so create intransitivity. 
Possibly this is one of the reasons for the intransitivities that have been 
found (cf. Hogarth and Reder, 1987.) This corresponds to what has been 
said in section 2 about compensation. It will result from what follows that 
compensation principles and factor relations exhibit a certain instability. 
As will be pointed out in the next section an aggregation procedure for 
being stable in some sense needs to be lexicographic or, more generally, 
hierarchical. 

5 HIERARCHICAL STRUCTURES IN CONFLICT RESOLUTION 

It is part of the idea of compensation that different states may possibly be 
considered to be indifferent. In Kaldor's example all states on the same 45° 
line are considered to be indifferent because they all represent the same 
aggregate real income. It was this idea of compensation as change among 
indifferent states that led in section 3 to some general concept of compen
sation. Thereby indifference, as it belongs to compensation, was modelled 
as an equivalence relation given from the outside. As it turns out, 'big 
indifference classes' caused by compensation make compensation prin
ciples and factor relations unstable in a specific sense. To illustrate this, 
consider again Kaldor's example as discussed in section 2. In that particular 
case the indifference or equivalence relation - is induced by a numerical 
function f, namely f(x) = X 1 + X2 gives the aggregate real income in state x 
=(xu x2) em:. Also /{_for the Pareto ruleR is induced by f, i.e. xRy if 
and only if f(x) -:5: f(y). R is unstable in the sense that a rescaling of states 
may reverse preference. E.g., for x = (2,2lz.y = (1,4)/(x) <f(y) and hence 
y is strictly preferred to x with respect toR. The rescaling r(z) = (3zu z2) 

on m:, by which actually only the unit for measurement of one of the 
parties real income is changed, changes x andy into r(x) = (6,2) and r(y) = 
(3,4) respectively. But now r(x) is strictly preferred to r(y) with respect to 
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R. (It is easily verified that the above reversal occurs already if only 
arbitrary small rescalings are admitted. It is because of this that the word 
'unstable' is used.) Of course, this phenomenon is related to the depen
dence of conflict resolution on the compensation principle employed and to 
the problem of inter (or intra) personal comparison discussed in section 3. 
Some calculation shows that the above phenomenon is not restricted to the 
particular functionfunder consideration. The same applies to any ordering 
induced on IR':- by a numerical function which is not trivial in the sense 
that it is a constant function or does depend on just one coordinate. 
Moreover, the instability also arises for the general concept of compen
sation where no numerical function is at hand (cf. Krause, 1987). Consider 
the general problem discussed in the previous section where an individual 
decision taker wants to aggregate a fixed set of quasi-orderings R;, i = 
1, ... , n, into one single relation R, possibly a quasi-ordering too. In what 
follows, different sets of alternatives X; for different R; will be allowed but 
R will be assumed to be defined on the Cartesian product X of the X;. 
Elements from X will be denoted by x = (xl> ... , xn), X; E X;. Call the 
quasi-ordering R stable (with respect to the fixed profile (RH ... , Rn)) 
whenever for any four alternatives x, y, u, v from X the equivalence of 
x;R;)'; and u;R;v; for all i entrains the equivalence of xRy and uRv; the same 
is required also when the R;s and R are replaced by the corresponding strict 
preferences. (For quasi-orderings defined by numerical functions this 
notion of stability coincides with the previous one of invariance against 
rescaling operations provided changes of units and origins are admitted in 
all coordinates.) The following result can be proved (cf. Krause, 1987). 

If each R; possesses at least three indifference classes and if R is stable 
but not trivial (i.e. not all elements are indifferent), then R must be 
hierarchical. Thereby 'hierarchical' means some kind of generalized lexico
graphy. To illustrate the result consider the following particular case 
related to the setting of Kaldor's example. Let (X;, R;) = (IR+, ~) for 
i = 1,2 (~denoting the usual ordering of real numbers), and hence X= 
IR~. Suppose R is a nontrivial stable quasi-ordering on IR~ which in 
addition has the Pareto property in the sense that X;~ Y; fori= 1, 2 and x 
=I= y implies that x is strictly preferred to y. Then by the above result, R 
must be one of the two possible lexicographic orderings on IR~. Compared 
with the quasi-ordering as defined by compensation in Kaldor's example 
(i.e. R for the Pareto rule R) the only difference between the two is the 
stability property. The lack of stability does not mean that compensation 
principles are useless. On the contrary, being pressed to resolve conflicts, 
individuals, groups, societies, etc. have to also apply compensation princi
ples that may range from some intuitive 'quid pro quo' to certain factor 
relations. The lack of stability, however, makes it clear that compensation 
can work only when sticking to some fixed scale. Any change in that may 
lead to inconsistencies, in particular to intransitivity. 
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7 The Impact of the Division 
of Labor on 
Market Relations 
T. Scitovsky 

Lord Kaldor, or Nicky as most of us called him, was my teacher at the 
London School of Economics and later became a good friend. My debt to 
his teaching is evident from several of my early writings, which were based 
on ideas I first encountered in his published work and which I criticized or 
developed a little further. More fundamentally, I also learned from him to 
always focus on the facts (or as he called them 'stylized facts') of the real 
world and guard against being seduced by elegant theories into mistaking 
their simplifying assumptions for reality. Remember how he chafed against 
the assumption of linear homogeneous production functions underlying 
most economic theories, and how he tried to incorporate increasing returns 
to scale into growth theory. 

The present paper follows in Kaldor's footsteps in so far that it rejects 
the assumption of perfect knowledge, which underlies general equilibrium 
theory, and explores the implications of specialization and the division of 
labor for the market behavior of buyer and seller and the market relations 
between them. 

Division of labor and specialization lead to the fragmentation of knowl
edge, because they cause everybody to know more than others about their 
own specialty and less about other people's specialties than they know 
about them. Moreover, the difference between the specialist's knowledge 
and the non-specialist's ignorance of each economic activity increases with 
increased specialization, which also increases the disparity in number 
between the expert specialists and the inexpert non-specialists in each 
speciality. 

Most economic activities, of course, are pursued only or mainly by the 
specialized experts in the field. An important exception, however, is 
market exchange, because the division of labor compels all of us to obtain 
everything we don't produce ourselves through market transactions. These 
therefore constitute one, perhaps the only economic activity in which 
specialists and non-specialists alike must participate. 

The typical specialists in market exchange are merchants; their specialist 
expertise consists in knowing a little more than their customers about the 
nature and quality of the products they sell, and a lot more than they about 
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the prices, availabilities, warranties, features, etc., of all the different 
brands and models of the products in their branch of business. Much of 
that superior knowledge they acquire simply by concluding a lot more 
market transactions in their own field than their customers on the other 
side of the market. That is why the typical market exchange is a two-person 
game between unequal partners, with a specialist and a non-specialist 
pitted one against the other. 

Specialization and the division of labor therefore almost always rule out 
that essential prerequisite of perfect competition: all the participants' 
perfect and equal knowledge of market-relevant information. As just 
argued, specialization causes the two sides of almost all markets to have 
unequal knowledge of relevant market information; it is natural for those 
with the better knowledge, the specialists, to use their advantage for 
driving a better bargain. Moreover, in markets where specialization and 
economies of scale also create a great disparity in numbers between buyers 
and sellers, the specialists can best exploit their bargaining advantage by 
becoming price makers, setting the price and other conditions of their offer 
unilaterally, on a take-it-or-leave-it basis .. 

Competition among price makers in such markets is known as monopol
istic competition. That is an unfortunate term, because it is semantically 
loaded and suggests a deliberate restriction of numbers and restraint of 
competition for the sake of monopoly profits; I believe it and part of 
monopoly profits to be the natural and inevitable outcome of the division 
of labor and economies of scale in private enterprise economies. 

Moreover, monopolistic competition is also considered bad in a welfare 
sense, presumably because it detracts from Pareto optimality and optimal 
resource utilization and usually creates or enhances inequalities. Such a 
judgment, however, is one-sided at best, because it overlooks the many 
important benefits that only monopolistic competition can generate in 
market economies; those benefits may well offset or even more than offset 
the modest loss of efficiency in resource allocation and utilization that 
less-than-perfect competition implies. In addition, since many of those 
benefits accrue to the price takers who pay the price makers' monopoly 
profits, they also mitigate the inequities that monopoly profits create. 

The benefits of monopolistic competition and limited monopoly have 
been described in the literature but have received scant attention, and 
certainly much less than they deserve. That is why in what follows I list 
some of them and discuss their sources and nature. 

The demand curve facing the price-making seller is rendered less-than
perfectly elastic by the buyers' insufficient knowledge of market-relevant 
information, which enables him to set his most profitable price by adding a 
monopoly markup to marginal cost. Competition among price makers 
limits the size of that markup but cannot eliminate it completely as long as 
the sellers retain their superior knowledge of the market. 
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When he sets his price by adding the optimum markup to marginal cost, 
the price maker finds himself in a position in which he could further 
increase his profits (or diminish his losses) by increasing sales, provided he 
does not stimulate sales by reducing price. That situation gives him two 
profitable options not available under perfect competition. One is to 
prepare himself to cater instantly to all spontaneous increases in demand 
due to changes in tastes or market conditions; the other is to stimulate sales 
through means other than a price reduction. The first option calls for 
holding adequate inventories of everything he sells. The second calls for 
engaging in any one or any combination of the innumerable ways of 
attracting, pleasing and helping buyers that go under the name of nonprice 
competition. 

I have in mind the information that advertising and window displays 
provide, the comfort of polite service and conveniently located, clean, 
pleasant, well-heated, air-conditioned stores, easy terms of payment and 
credit, warranties, home delivery, refunds for or exchange of returned 
merchandise with a smile, etc. etc. The cost to the seller of providing all 
those amenities must be less, of course, than the additional profit he hopes 
to earn with their aid, but that is not incompatible with their value to 
customers exceeding what they pay for them when they buy goods at prices 
that include a monopoly markup over marginal cost. 

There are two reasons for believing that those amenities are not only 
profitable to provide but are beneficial to receive as well. First of all, the 
existence of discount houses, which sell many commodities for less than 
other retailers but without the above amenities, enable the public to 
choose between buying and not buying them along with the goods they 
buy. The discount houses failure to significantly encroach on the regular 
retailers' markets shows that most of the public is willing to buy and pay for 
those convenient amenities rather than go without them. 

Secondly, the social cost of those among such services and amenities that 
consumers could just as well buy separately for themselves is usually lower 
when provided by the seller, who benefits from economies of scale. 
Consumer credit, for example, and the home delivery of bulky items is 
cheaper for the seller to provide than for each individual consumer to 
arrange for. Similarly, adequate inventories held by the seller are almost 
certainly smaller than the sum total of all the inventories each of his 
customers would have to hold if they could not count on getting from him 
all they want at a moment's notice. 

Those are the benefits of nonprice competition among retailers. They 
are collectively known as a buyers' market and seem to have been first 
discussed in the professional literature by Janos KornaU He, however, 
looked upon them as symptoms of an excess of supply over demand in a 
perfectly competitive system out of equilibrium, although in market econ
omies, they come about because sellers' monopolistic markups render it 
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profitable for them to increase sales by any means other than price 
reductions. 

We can now look at the corresponding benefits that result from pro
ducers exploiting their superior knowledge by assuming the price-maker's 
role in the markets where they sell their products. These are no less 
important than the benefits consumers enjoy in a buyers' market, because 
they comprise important inducements and facilities for technical progress 
and economic growth. 

To begin with, producers, just like merchants, also find it profitable to 
stand ready instantly to cater to all surges in demand and for that purpose 
to invest in inventories and even some excess capacity. Not only does that 
enhance the economy's flexibility and resilience by speeding up adjustment 
to change, it also provides producers with information valuable for their 
investment policy. For price signals in a competitive market can indicate 
the need for additional capacity but provide no quantitative information on 
how much investment in added capacity would be profitable. But when 
price makers keep prices fixed in the short run and so cause sales and 
inventories to respond to changing demand, then price signals are turned 
into quantity signals, which are much more informative since they show not 
only that demand has risen but also by how much it has risen and how great 
is the individual producer's share in that rise. That is a point Kaldor has 
often stressed, especially in his Yale lectures. 

As to nonprice competition among producers, it is responsible first of all 
for product innovation: the never ending search for novelty, the redesign 
of products to make them better or just different, for the proliferation of 
models, sizes, colors, and for the development and introduction of new 
products, thereby to cater to differences in taste and to anticipate the 
changing of fashions and the public's desire for novelty and variety. 
Secondly, nonprice competition is also responsible for process innovation: 
development of cheaper methods of production and the sale of cheaper 
models with undiminished profit margins. That not only raises society's 
real income, it also diminishes inequalities by making more generally 
affordable those products that previously were accessible only to the rich. 

Those are the benefits of nonprice competition that favor the price 
takers on the other side of the market. The price maker himself also 
benefits, of course, and not only from the rise in the volume of his sales and 
profits. For nonprice competition is an important means of acquiring 
goodwill, strengthening customer loyalty, differentiating one's product 
from competing products, thereby assuring the continued flow of mon
opoly profits, which, as Schumpeter pointed out, is necessary to finance 
investment and innovation. In short, nonprice competition is the price
maker's weapon for strengthening his monopoly position and protecting it 
from being eroded by his competitors' actions and the entry of newcomers. 

In that respect, nonprice competition has the opposite effects from price 
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competition, which whittles down profit margins and weakens monopoly 
positions. Another difference between the two is that price reductions are 
both easily matched and hard not to match, involving the danger of a 
general reduction of prices and profit margins, whereas the subtler nature 
of nonprice competition and the many forms it can take render it much 
harder to imitate and retaliate against. 

For both those reasons, price makers have a strong preference for 
nonprice over price competition. I mentioned earlier that the profit
maximizing price forms the borderline below which price reductions are 
unprofitable and nonprice competition becomes the only profitable com
petitive weapon. Above that price, both kinds of competition are profit
able; but nonprice competition is often preferred owing to its long-run 
effect of strengthening monopoly positions, even when a price reduction 
would be more profitable in the short run. Oligopolistic pricing and 
competition is the prime example of that preference. 

Another very important difference between the two types of competition 
is that between their respective welfare effects. When price competition 
diminishes the size of profit margins, it brings market prices closer to, and 
so better indicators of, marginal costs and marginal value products, 
thereby improving the markets' efficiency in allocating and utilizing re
sources and their products. 

Nonprice competition has very different effects. It is likely to worsen 
resource allocation and utilization if it leads, as it well might, to higher 
profit margins. On the other hand, all the benefits of monopolistic compe
tition just outlined - the amenities and services consumers enjoy in the 
buyers' market and the information, inducement and favorable conditions 
producers need for investment, innovation and growth - hinge crucially on 
the existence and persistence of monopolistic profit margins, and the scope 
for them is the greater the larger those profit margins. 

It appears therefore that there is a tradeoff between the benefits of 
perfect competition and those of monopolistic competition. The more we 
have of one kind, the more restricted becomes the scope for generating the 
other kind. The two kinds of benefits are so dissimilar that one cannot very 
well weigh a little more of the one against a little less of the other; neither is 
there much need for it. We have to accept the shortcomings of our 
assymmetrical markets along with their virtues; the best we can do is to try 
and mitigate the shortcomings and make sure that the virtues are realized. 

That has a number of policy implications. To begin with, the realization 
that not deliberate restraints on trade but the division of labor and the 
resulting difference between buyers' and sellers' knowledge is the main 
cause of the imperfection and asymmetry of markets greatly weakens the 
argument for deregulation. Secondly, the fact that monopoly is not all bad 
but has uses as well calls for policies designed both to secure its advantages 
(e.g. by patent laws) and to mitigate the inequalities it gives rise to. 
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Thirdly, the recognition that the welfare effects of price and non price 
competition, while different in nature, are equally beneficial, strengthens 
the argument for competition and against all outright and collusive re
straints on competition. Finally, some public regulation is necessary to 
assure that nonprice competition will have only favorable effects on 
welfare. 

Let me elaborate on the last two points, starting with the latter. Price 
makers provide information to customers by advertising, and it is clearly 
cheaper for those who have the information to advertise than for everyone 
who needs that information to ferret it out separately for him- or herself. In 
other words, advertising provides a social benefit. Advertisers, however, 
are more interested in the sales-effectiveness of the information they 
impart than in its truthfulness, which is why legislation for 'truth in lending' 
and 'truth in selling' is essential to keep them on the straight path. 

As to the argument in favor of keeping competition unrestrained, either 
by collusive agreement or the driving or buying out of competitors, that 
must now be seen as a means not only to keep monopoly profits in check 
and prices reasonably close to costs but also to keep motivating nonprice 
competition and with it the creation of the benefits it generates. For the 
securing and prolonging of monopoly positions is a powerful motive for 
non price competition but only as long as they are in danger of being eroded 
and encroached upon. 

The above, though a very short and incomplete summary of a large 
subject, should nevertheless give some idea of its nature and importance. I 
had no time even to touch upon the features and problems of the opposite 
type of asymmetrical markets, in which the buyers have the upper hand 
and they become the price makers. One would expect that type of asym
metry to have parallel effects to those just discussed and to lead to the 
creation of sellers' markets, in which the buyers provide important social 
benefits in favor of the sellers facing them. That, alas, has not happened in 
the most important example of such markets, the labor market, for reasons 
discussed elsewhere. I have also omitted any discussion of the question of 
whether any or all of the many valuable services and functions here 
discussed and attributed to nonprice competition among price-maker 
sellers also come about in perfect and imperfect symmetrical markets, 
where nonprice competition is missing. 2 

Notes 

1. Cf. J. Kornai (1976), Anti-Equilibrium: On Economic Systems Theory and the 
Tasks of Research (Amsterdam: North-Holland). 

2. The questions raised in this paragraph will be discussed in a forthcoming, much 
more detailed and complete paper on the subject. 
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8 Profit Squeeze and 
Keynesian Theory 
S. A. Marglin and A. Bhaduri* 

This paper explores one aspect of the relationship between the system of 
production and the macroeconomic structure, namely the role of profit
ability in determining investment demand and the level of economic 
activity. Within the system of production, wages are a cost: the lower are 
profits per unit of production, the lower the stimulus to investment. In a 
Keynesian view of the macroeconomic structure, however, wages are a 
source of demand, hence a stimulus to profits and investment. In this view, 
aggregate demand provides the way out of the dilemma that high wages 
pose for the system of production. If demand is high enough, the level of 
capacity utilization will in turn be high enough to provide for the needs of 
both workers and capitalists. The rate of profit can be high even if the profit 
margin and the share of profit in output are low and the wage rate 
correspondingly high. 

1 INTRODUCTION: THE UNCOMFORTABLE FACTS OF 
PROFIT SQUEEZE 

Profit squeeze presents a problem for this Keynesian solution. How do we 
reconcile the argument that profit squeeze was a major cause of the decline 
in growth rates that took place in the 1970s with Keynesian doctrine on the 
role of aggregate demand in reconciling the requirements of the system of 
production and those of the macroeconomic structure? That is the task of 
this paper. 

Our profit-squeeze story goes like this. First, profit squeeze is itself 
explained by a combination of downward pressure on productivity growth 
and an upward pressure on wages. As a result of a long period of high 
employment, productivity growth began to lag behind wage growth in the 
late 1960s, and this put pressure on profits. Pressure on profits in turn put a 
two-sided pressure on the growth rate of the capital stock. On the one 
hand, profits were an important source of saving, so the reduction on 

• This paper is a revised and extended version of Chapter 4 of Marglin and Schor (1990). The 
authors thank the participants in the WIDER project on macroeconomic policy, particularly 
Tariq Banuri, for comments. Jong-11 You assisted with the regressions in Section 3. 
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profits made less income available for accumulation. On the other hand, 
the reduction in realized profits led business to anticipate lower profits in 
the future, and the fall in expected profits led to a reduction in the demand 
for investment. In short, high employment encouraged the growth of 
wages and inhibited the growth of productivity; this put pressure on profits, 
and the resulting pressure on profits led to a crisis of accumulation. 

Basically, the Keynesian objection to this view of profit squeeze is that a 
higher wage should increase aggregate demand, at least under the assump
tion that the propensity to save out of wages is less than the propensity to 
save out of profits. Although higher wages may diminish profit per unit of 
output, business will make up the difference by an increased volume of 
production and sales. If investment demand increases with the rate of 
capacity utilization, there will be even greater aggregate demand, and both 
aggregate profits and the profit rate will be higher even as the profit share is 
lower. In this view there is no trade-off between growth and distribution. 
High-wage policies promote income equality, output, and growth. Policies 
which increase the workers' share of the pie also increase the size of the 
pie. 1 

This argument was a cornerstone of the 'cooperative capitalism' incor
porated to a greater or lesser extent in post-World War II regimes of all the 
industrialized countries, and articulated in left and centre-left politics and 
economics until the demise of the 'golden age' in the 1970s. It is rightly 
thought of as Keynesian in nature since aggregate demand, or more 
precisely deficiencies of aggregate demand, are central ingredients of the 
story. But a co-operative vision of capitalism based upon stagnationist or 
under-consumptionist ideas long antedated Keynes, as a resolution of the 
Leicester framework knitters, put forward in 1817, indicates: 

That in proportion as the Reduction of Wages makes the great Body of 
the People poor and wretched, in the same proportion must the con
sumption of our manufactures be lessened. 
That if liberal Wages were given to the Mechanics in general throughout 
the Country, the Home Consumption of our Manufacturers would be 
immediately more than doubled, and consequently every hand would 
soon find full employment. 
That to Reduce the Wage of the Mechanic of this Country so low that he 
cannot live by his labor, in order to undersell Foreign Manufacturers in a 
Foreign Market, is to gain one customer abroad, and lose two at home. 
(Home Office Papers 42.160 quoted in Thompson, 1963, p. 206) 

At the turn of the century J. A. Hobson attempted to systematize the 
under-consumptionist view, as did various others in the late nineteenth and 
early twentieth centuries. But it took the combination of Depression and 
the talent of Keynes to make the stagnationist view politically and intellec-
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tually respectable. The central point of this chapter, however, is to draw a 
distinction between a theory of a capitalist economy in which aggregate 
demand plays a central role, and models built on particular assumptions 
about the components of aggregate demand. It is our position that while 
both the general theory and specific models may hold at certain times, the 
models are much more bound by time and place than is a theory based on 
the centrality of aggregate demand. In particular, we view the Keynesian 
insistence on aggregate demand as an important ingredient to understand
ing how modern capitalism works quite generally, but the stagnationist 
model as very much bound to particular places and times. 

2 A SIMPLE MODEL 

We can present the basic ideas of this essay in terms of a reformulated 
aggregate demand-aggregate supply model. The reformulation consists 
primarily of giving a central place to income distribution in the modelling 
of aggregate demand. Income distribution is reflected in the sensitivity of 
both the demand for investment and the supply of saving to the profit 
share. In a second modification of the usual model, we also introduce the 
rate of capacity utilization z as an additional state variable. The variables rt 
and z replace the variables P and Y in the standard model. One advantage 
of the present model is that it is normalized in terms that permit it to be 
applied to the determination of equilibrium over a longer period than the 
conventional macro-model defined in terms of levels of prices and outputs. 
Here is the model in summary form: 

Accounting Identity: r = (RIK) = (R/Y)(YIY)(YIK) = rrza- 1 • 

Aggregate Demand (Investment and Saving) 

Saving Function: rt = (S/K) = sr = s:rtza- 1 

Investment Function: rl =(IlK) = i(r"(:rt, z)). 
Equilibrium Condition: rt = g; 

Aggregate Supply (Producers' Equilibrium) 

Flexible Mark-up rt = rt0 + b(z). 

(1) 

(2) 
(3) 
(4) 

(5) 

In these equations, S, I, Y and K have their usual meanings, R is total 
profits per annum, Y is potential output, r is the actual rate of profit on the 
aggregate capital stock, r is the rate of profit anticipated on new invest
ment, rt is the share of profits in income, z is the rate of capacity utilization 
( = YIY), a is the capitaVoutput ratio at full capacity output, and rt and g; 
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are the growth rates of the capital stock desired by savers and investors 
respectively. 

A few remarks are in order. As has been mentioned, the distinguishing 
feature of our model is the centrality of income distribution in the determi
nation of aggregate demand. The saving function reflects the Classical (or 
Income Shares) Hypothesis, which assumes that all profit income is saved 
and all wage income is consumed. 

The investment function introduced here is somewhat unorthodox, and 
will be discussed and defended in some detail below. Suffice it to say here 
that our formulation is designed to emphasize a central element of the 
Keynesian view of the economy: the connection between profit expec
tations and the existing distribution of income between wages and profits. 

Although the same class is assumed to save as well as to invest, saving 
and investment remain separate and distinct actions. It is not assumed that 
agents, be they households, pension funds, or corporations, necessarily 
save in order to invest or invest only what they individually save. Passive, 
or endogenous, money may be assumed to bridge the gap between desired 
investment and effective investment demand when the economy is in a 
situation of excess demand. 

Lastly, we should make it clear that nothing of substance hinges on our 
assumptions about the supply function. As in many Keynesian analyses, we 
assume that firms use a mark-up over wage costs to set prices, and that the 
mark-up varies positively with the rate of capacity utilization (b'(z) > 0). 
The alternative of competitive profit maximization also yields a positive 
relationship of the mark-up (and hence the profit share) with the rate of 
capacity utilization, at least on fairly common assumptions about the 
production function and the organization of markets, specifically, an 
elasticity of substitution of less than one coupled with competitive product 
markets.2 

Before we analyse this model, it may be useful to present its geometry. 
This is done in Figure 8.1, where we use the profit share Jt and the rate of 
capacity utilization z as the two state variables. The schedule IS represents 
goods-market equilibrium as reflected in Equation (4), in which planned 
expenditure equals output available and there are no unanticipated changes 
in inventories. PE represents the supply-side equilibrium, Equation (5), 
where producers are satisfied with the level of wages and prices. The 
upward slope of the PE schedule is evident from Equation ( 5). The slope of 
the IS schedule, however, depends on the relative magnitudes of various 
parameters which it is the purpose of this chapter to investigate. 

The stagnationist-cooperative version of Keynesian theory turns on the 
IS schedule having the shape it has in Figure 8.1. The essence of stag
nationist co-operation can be seen through the simple comparative-statics 
exercise of changing the profit share at each point on PE, that is, by 
displacing this schedule. Imagine the consequences of a reduction in the 
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IS 

z* z 

Figure 8.1 Macroeconomic outcome jointly determined by aggregate demand 
(IS) and aggregate supply (PE) 

11 

z* z' z 

Figure 8.2 Displacement of equilibrium by an increase in real wages 

mark-up, that is, an increase in the real wage, associated with each level of 
output. The PE schedule shifts downwards, as indicated in Figure 8.2. As 
the picture shows, a higher real wage leads to a lower equilibrium profit 
share :rt' but to a higher rate of capacity utilization z'. 

So far the argument says nothing about the effect on the rate of profit, or 
on the rate of growth, for that matter. The essence of stagnationist 
co-operation is that while :rt' is less than :rt*, r' exceeds r* and g' exceeds g*, 
where g' and g* both refer to goods-market equilibria at which Ff = gs, 
that is, both are points in the IS schedule. Since 
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R-max 

7r* 

z 

Figure 8.3 Long-run neo-Classical equilibrium 

gs = sr = snza- 1 

isoprofit and isogrowth contours are both rectangular hyperbolas, as 
indicated by the dashed lines in Figure 8.2; they differ only by the constant 
factor s. Thus, the analytical essence of the argument is that the IS 
schedule is flatter than the dashed isoquants: in this case, movement down 
the IS schedule increases rates of profit and growth at the same time as it 
increases real wages. 

Evidently this theoretical argument does not square very well with the 
argument that profit squeeze was implicated in the demise of the golden 
age, and it is difficult to reject the view that wage pressure was heavily 
implicated in the profit squeeze that set in during the 1960s. This appears to 
leave us with three choices. 

First, we can throw out Keynes, that is, eliminate aggregate demand 
from the analysis altogether, in the fashion of the neo-Classical revival that 
goes under various names according to time and place - rational expec
tations, equilibrium business cycles, monetarism, and supply-side econ
omics. It should surprise no one that we do not take this route. 

A second possibility is to follow the conventional distinction between the 
long and the short run and to argue that the writ of Keynes runs for the 
second but not for the first. In the neo-Classical analysis of the long run, as 
in Figure 8.3, the IS schedule simply disappears from the analysis. Equilib
rium is determined by two supply-side considerations: one is a cleared 
market (CM) condition, which reflects the assumption that in the long run 
all markets, and in particular labor and capital markets, clear; since 
workers must be on their supply schedules for the labor market to clear, we 
may identify the CM schedule with a labor-supply schedule. The second 
consideration, represented by the schedule labelled R-max, is profit maxi-
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mization. In equilibrium, price (or more generally, marginal revenue) and 
marginal cost must be equal; R-max is thus a labor-demand schedule. In 
this analysis, the wage and mark-up settle at levels consistent with full 
employment, which must be understood as a level of employment at which 
the marginal disutility of labor is equal to the marginal utility of the goods 
the worker can buy with his or her wages. 

In the neo-Classical long run, unemployment can exist only if the real 
wage is too high, 'too high' here having two meanings. On the one hand, 
the wage will be too high to make it worthwhile for capitalists to hire the 
number of individuals corresponding to equilibrium employment: Z17 

which corresponds to 3t1 on the R-max schedule (at point A), falls short of 
z*. On the other hand, high wages induce a greater supply of labor than is 
available at a profit-maximizing, market-clearing equilibrium: z2 , which corre
sponds to 3t1 along the market-clearing schedule (at point B), exceeds z*. 

We reject the notion that fundamentally different theories apply to the 
short and the long period. In our opinion, despite the short-run preoccu
pations of Keynes and others who worked the same street (like Michal 
Kalecki), Keynesian theory does far more than to offer a theory of the 
short run. It offers a distinctive way of viewing the capitalist economy in 
the long run as well. The essential novelty of this approach is precisely the 
central role attached to aggregate demand and particularly to investment 
demand as a driving force of the economy. Whatever the shortcomings of 
this theoretical perspective, the insistence on the centrality of demand 
remains an enduring contribution to understanding capitalism. 3 

A third possibility for dealing with the apparent contradiction between 
profit squeeze and Keynesian theory is to accept the framework of the 
model outlined in Equations (1)-(5), and to argue that profit squeeze is the 
result of outward shifts of the IS schedule against a fixed, but downward
sloping, PE schedule. Essentially this is the view of Michal Kalecki (1971) 
and Wesley Clair Mitchell (1913), though neither couched their arguments 
in terms of a model like the present one. 

A fourth possibility is developed here. We utilize the framework sum
marized in Equations (1)-(5), but we do not rely on a cyclical squeeze of 
profits of the type that would be produced by an outward shift of the IS 
schedule against a fixed, but downward-sloping, PE schedule. Our argu
ment is more long-run in nature, appealing to the evolution of both the IS 
schedule and the PE schedule in the quarter century of unprecedented 
prosperity that followed World War II. The focus of our analysis is on the 
determinants of saving and investment. 

3 INCOME DISTRIBUTION AND SAVING 

The formal model developed in this paper makes the classical assumption 
that capital formation is financed entirely out of profits, an assumption that 
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recalls a central feature of Nicholas Kaldor's seminal work on the theory of 
growth in the 1950s and 1960s (Kaldor, 1956, 1957, 1961, 1966). Since, as 
for Kaldor, distributional asymmetry with respect to saving plays an 
essential role in our model, it makes sense to examine this assumption 
critically. First, again in line with Kaldor, the assumption that wage income 
is entirely consumed is made only to simplify the exposition. The essential 
point is that the propensity to save out of profits must exceed the propen
sity to save out of wages. Were we to make the standard assumption of 
elementary texts that the propensity to save is uniform across income 
classes, it would be difficult to produce the downward sloping IS schedule 
on which the stagnationist model relies. 

But despite the common-sense appeal of the assumption that the pro
pensity to save out of profits is higher than out of wages, it has not found 
favor with the mainstream of the economics profession. Nor could it be 
expected to do so, since it flies in the face of the dominant theories of 
saving, the life-cycle and the permanent income hypotheses. 

It should be recognized that the available evidence does not suggest 
important differences between the propensities to save out of wage and 
property income across households, at least not for the United States. This 
is partly due to shortcomings of the data, but more due to the unim
portance of US household saving in the accumulation of business plant and 
equipment- capital in the capitalist sector of the economy. Even according 
to the conventions of national income accounting, American households 
accumulate relatively little by way of financial assets. In fact, most 'house
hold' financial saving is attributable to pension funds, which, national 
income accounting conventions apart, can be lumped together behaviorally 
with households only if one is willing, in good neo-Classical fashion, to 
assume that households have the last word and are able, if they wish, to 
offset the positions that pension funds take (Marglin, 1984, chs 17 and 18). 

Apart from pension funds, the bulk of saving for the accumulation of 
capital in the form of plant and equipment is done by the corporations 
themselves. Indeed, a contemporary specification of the Kaldorian saving 
function would distinguish corporations, pension funds, and households, 
rather than capitalists and workers. Kaldor himself espoused the logic of 
this position in his 1966 reply to Luigi Pasinetti's assertion that the original 
two-class model involved a 'logical slip' (Pasinetti, 1962) once workers 
were recognized to save and, consequently, to own assets. 

The neo-Classically inclined will still object. Martin Feldstein (1973, see 
also Feldstein and Fane, 1973) has argued forcefully that households 
'pierce the corporate veil', so that corporations (like pension funds) are 
really extensions of households when it comes to saving, taking retained 
earnings on their share portfolios into account when planning the division 
of disposable income between consumption and saving. 

Feldstein presents time-series evidence to back up his theoretical claim, 
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but the evidence is less than compelling. The problem is that consumption 
and retained earnings enter Felstein's regression simultaneously, so that 
while Feldstein interprets changes in retained earnings as the cause and 
changes in consumption as the effect, causality could equally well go the 
other way. Indeed, one of us has argued (Marglin, 1984, pp. 379-82) that it 
is much more plausible that causality runs from consumption to retained 
earnings, via aggregate demand and profits, the stickiness of dividends in 
the short run strengthening the effect of increases in consumption demand 
on retained earnings. 

The subject remains controversial. A number of studies concur with 
Feldstein, but as James Poterba notes, 'The most important shortcoming of 
previous work . . . is the failure to treat corporate and personal saving as 
jointly endogenous variables' (1987, p. 498), in other words, the simulta
neity problem noted in the previous paragraph in connection with Felds
tein's work. Poterba's own econometrics suggest that the 'veil' is 
substantial: depending on the specifics of the model and the time period, 
he finds that a one dollar decline in corporate saving reduces private saving 
by 25 to 85 cents (Poterba, 1987, p. 501). At the upper limit of 85 cents
the estimate for the longer period, including the Depression as well as the 
postwar years- the t-statistic is sufficiently large (5+) that believers in this 
sort of econometrics might invest the results with considerable confidence. 

Other recent research supports Poterba's conclusion. Edmond Malin
vaud (1986, p. 120) reports a regression with French data over the period 
1960--83 that suggests a propensity to consume out of wage income of 0.9 
and a propensity to consume associated with corporate saving of 0.3. 
According to these point estimates, a one franc decline in corporate saving 
would decrease private saving by 70 centimes, and if this franc were 
transformed into wages, only 10 centimes of the lost saving would be 
restored. Malinvaud concludes, with characteristic delicatesse, 'Feldstein's 
proposition deserves to be examined further' (p. 120). 

As Malinvaud notes, however, his regression too, run in OLS form, is 
dogged by the problem of simultaneity. Because of this problem, which in 
our view is only partially solved by the standard practice of introducing 
instrumental variables, we have begun research using cross-country data. 
Of course, other problems remain, chief of which is the difficulty of 
separating saving and investment. And while the research is in an early 
stage, preliminary results, even if taken with a huge grain of salt, may be of 
interest in the present context. 

The results are based on regressions run with data from sixteen OECD 
countries, the G-7 and eight smaller European countries.4 These re
gressions suggest a strong relationship between private saving and profits 
with saving measured by the ratio of gross saving to gross domestic product 
(GS) and profit by the ratio of gross operating surplus in industry, trans
port, and communications to value added in these sectors (GOS). A 
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regression for the period 1960-85 gave the following results: 

Regression no. 1 
J\verages, 1960-85 

GS = -6.3 + 
(4.0) 

0.82 GOS 
(0.11) 

R2 = 0.78 
N = 16 

Japan, the outlier, is partly responsible for the high t-statistic, 7 +, on 
GOS. But even without Japan, there is a high correlation between saving 
and operating surplus, as the following regression shows: 

Regression no. 2 
J\verages, 1960-85 (without Japan) 

GS = -0.90 + 0.67 GOS 
(5.4) (0.15) 

R2 = 0.57 
N =15 

Contrary to our initial expectations, introducing the average rate of growth 
of gross domestic product (GR, expressed as an annual percentage) does 
nothing for the regression: 

Regression no. 3 
J\verages, 1960-85 

GS = -4.0 + 0.69 GOS + 0.69 GR 
(4.8) (0.19) (0.79) 

R2 = 0.78 
N =16 

But in a regression in which the overall time period is disaggregated into 
four sub-periods, 1960-67, 1968-73, 1974-79, and 1980-85, the two inde
pendent variables appear to have a separate and distinct influence on GS. 
In a pooled regression, the results are the following: 

Regression no. 4 
Pooled Regression 

GS = 4.9 + 0.37 GOS + 1.36 GR 
(2.8) (0.085) (0.24) 
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R2 = 0.64 
N = 53 (data not available for some countries in some periods) 

Even apart from the fundamental problem of identifying saving and 
investment schedules, there are many problems with these results. One is 
the use of gross saving and operating surplus. Even though gross operating 
surplus is more closely attuned to cash flows than is net operating surplus, 
higher rates of depreciation will presumably affect GS and GOS similarly. 
We therefore have also run regressions with net saving (NS) and net 
operating surplus (NOS) as the variables. The results are somewhat 
disappointing, even though they still indicate a strong relationship between 
profit and saving: 

Regression no. 5 
Pooled Data With Net Saving and Profit 

NS 18.1 + 
(3.3) 

R2 0.12 
N =30 

0.61 NOS 
(0.27) 

The point estimate of the profit variable still suggests a strong influence of 
profit on private saving, but the t-statistic, although still significant at the 
five per cent level, is well below the corresponding value for Regression 
No. 4. It should be noted that in this formulation the growth rate of GDP is 
insignificant, indeed, of the wrong sign. 

All in all, the evidence gives no reason to reject the classical vision that 
has animated neo-Keynesian thinking about saving: until there is evidence 
to the contrary, it seems reasonable to assume, with Kaldor, Kalecki, and 
Joan Robinson, that the propensity to save out of profits exceeds that of 
wages. 

4 THE THEORY OF INVESTMENT DEMAND 

We begin with a formulation that does no violence to views as diverse as 
those of Jorgenson (1965), Tobin (1969), and Malinvaud (1980), with 
investment depending on expected profits and the cost of capital: 

I= I(r, o), (6) 

where I and r are defined as before and o represents the real (inflation 
corrected) rate of interest. This formulation however raises more questions 
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than it answers. First, there is the problem of normalization: if Equatior. 
( 6) is supposed to hold over a period longer than the Keynesian short 
period, in which the capital stock is fixed, it must be normalized to reflect 
growth in the scale of the economy: assuming the basic structural relations 
remain the same, given values of r" and o can be expected to induce twice 
as much investment demand when business has doubled in size. 

But how do you measure the 'size' of business? By the capital stock, or 
by output, or by profits? This, of course, is an unimportant issue as long as 
the economy is on a balanced growth path, for by definition all economic 
magnitudes then expand proportionately. But what if the capital/output 
ratio or the profit share change? In this case the choice of one normaliz
ation or another implies a theoretical assertion about the investment 
function, namely that for given levels of its arguments, the level of 
aggregate investment demand is more likely to be stable as a ratio to one 
magnitude rather than another. 

Despite its theoretical interest, we shall elide this issue, choosing a 
normalization on the basis of simplicity and convention. On this basis, the 
capital stock is the obvious choice, and accordingly we shall assume that 
investment demand per unit of the capital stock is a stable function of r" 
and o. Thus in place of Equation (6) we have 

_!_ = i (r" o) 
K ' ' 

or writing gi = II K as the rate of growth of the capital stock desired by 
investors. 

gi = i (r", o). (7) 

We shall simplify even more, by eliminating o from the investment 
demand function, so that Equation (7) becomes 

gi = i (r"). (8) 

We make this simplification not because we believe there is good theoreti
cal reason for investment demand to be totally insensitive to the cost of 
capital, but because our focus lies elsewhere. Besides, it is a fact that over 
most of the period with which we are concerned, from 1945 to 1980, real 
interest rates exhibited very little trend, and indeed hovered near zero, 
despite the pronounced movement in nominal rates. Over the same period, 
actual profit rates, and presumably expected profit rates, showed consider
able movement. Thus, in trying to understand the behaviour of investment 
during the golden age and its demise, it makes empirical as well as 
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theoretical sense to focus the analysis of investment demand on profit 
expectations. 

The very notion of an expected rate of profit raises important conceptual 
problems. Although the adjective 'expected' suggests the mean of a 
probability distribution, the terminology of probabilities must be used very 
cautiously. For it is of the essence of the Keynesian view of investment that 
the future is uncertain, which is to say not only that it cannot be known 
precisely but that it lies beyond the grasp of a probabilistic calculus; the 
outcomes of investment decisions are fundamentally unlike the outcomes 
of roulette, to a calculus of which (following Knight, 1921) the term risk 
applies. 

From a Keynesian point of view, the neo-Classical blurring of this 
distinction by means of the device of subjective probabilities is problem
atic, for it obscures an essential difference between investment decisions 
and other kinds of economic behaviour. There are of course serious 
problems with the very idea of subjective probability. As Ellsberg (1961) 
and more recently Kahneman et al. (1979) have demonstrated, untutored 
individuals stubbornly refuse to obey the axioms of probabilistic decision
making as laid down by de Finetti (1937) or Savage (1954). But with due 
caution the idea of subjective probability provides a useful heuristic for 
describing the investment-decision process. It has the great merit of 
emphasizing the state of mind of the investor as a crucial determinant of 
investment demand. 

Indeed the problem with using subjective probabilities lies less in the 
concept itself than in its customary neo-Classical bedfellow, namely the 
assumption that the world works as if the markets required to extend 
neo-Classical general equilibrium theory to an uncertain world - the 
'contingent commodity markets' introduced by Arrow (1953) and devel
oped by Arrow and Debreu (1954) and Debreu (1959)- actually exist. For 
the existence of such markets would have the effect of eliminating the 
investor's state of mind from the investment-decision process. Indeed with 
complete markets for contingent commodities over the investment hor
izon, there would never be any need for an investor to hold physical capital 
to back his or her hunches about the future. 

In fact, the inherent uncertainty that surrounds the outcome of any 
investment together with the absence of contingent commodity markets 
makes capital markets and capital accumulation fundamentally different 
from other economic processes. Many writers, both outside and within the 
mainstream of the economics profession (for example, Keynes, 1936, pp. 
144-5; Minsky, 1986, pp. 190-2; Stiglitz and Weiss, 1981) have recognized 
this fundamental truth and at least some of its implications, for instance in 
the area of adverse selection and moral hazard. But it is much less widely 
accepted that the imperfections inherent in capital markets require more 
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than marginal changes in neo-Classical theory, indeed, require a signifi
cantly different theory of how a capitalist economy functions in the long 
run as well as in the short (Marglin, 1984; Gintis, 1989). 

In the Keynesian view, or at least in our 'neo-Keynesian' variant, the 
argument of the investment-demand function, r, is heavily influenced by 
the subjective probabilities, or state of confidence (to use an older termin
ology), of the capitalist class. So is the investment-demand function i(r) 
itself. In the absence of contingent commodity markets, capitalists play out 
their intuitions about the future prospects of the economy through their 
willingness to add to the stock of productive capital. This assumption is key 
to the unique role and power that businessmen have, in the neo-Keynesian 
scheme of things, to shape the course of capitalist development. 

In our model, the expected rate of profit depends upon the actual profit 
share and the rate of capacity utilization, as in Equation (3) 

gi = i(r(3t, z)). (3) 

The first of these variables measures the return to capitalists on condition 
that goods can be sold; the second, an 'accelerator' variable, reflects the 
impact of demand conditions. The partial derivatives of expected profit 
with respect to each variable can plausibly be argued to be positive: a 
higher profit share and a higher rate of capacity utilization can each be 
argued to induce higher profit expectations, the first because the unit 
return goes up, the second because the likelihood of selling extra units of 
output increases. 

5 THE IS SCHEDULE 

It should be noted at once that the shape of the IS schedule in Figures 8.1 
and 8.2 is not guaranteed by the formulation of investment demand 
summarized in Equation (3). With the saving function defined by 

(2) 

and the IS schedule defined by Equation (4) 

t = g<, (4) 

we have 

i(r(3t, z)) = s3tzii-1 (9) 

and 
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(10) 

where 

di are . di are 
i,. =----and z = ----· 

dre a3t z dre az 

The shape of the IS schedule depends on the sign and magnitude of both 
the numerator and the denominator of Equation (10), but the qualitative 
structure of the model, which tells us only that i" and iz are positive, 
provides insufficient information to determine even the sign, not to men
tion the magnitude, of either expression. At issue is the relative respon
siveness of desired investment and desired saving to 3t and z. 

A stagnationist regime, one in which (by definition) a lower profit share 
is associated with a higher level of economic activity, is characterized by a 
downward-sloping IS schedule: in this case, the expressions s3tti-1 - iz and 
szti-1 - i" have the same sign. In 'exhilarationist' regimes, a higher profit 
share goes along with a higher level of activity: the IS curve has a positive 
slope, which is to say the numerator and denominator on the right-hand 
side of Equation (10) are of opposite signs. 

Under what conditions can we specify these signs? In much conventional 
macroeconomics the numerator is assumed to be positive for reasons of 
stability. The condition 

s3tti-1 - iz > 0 [Keynesian Stability] (11) 

says that at the margin saving is more sensitive than investment to capacity 
utilization, and this is the standard guarantee of the stability of equilibrium 
in elementary versions of Keynesian theory. It is tantamount to the 
condition that the saving schedule be steeper than the investment schedule 
in a textbook diagram like Figure 8.4. If Condition (11), which we shall 
refer to as the 'Keynesian Stability Condition', were not to hold, changes in 
capacity utilization would induce more investment than saving, and any 
disturbance would set off a cumulative movement away from the initial 
equilibrium - the multiplier would magnify the initial excess or deficiency 
of aggregate demand and the process would end only at full capacity 
utilization or at zero output. 

But the Keynesian Stability Condition, though standard in the texts, is 
necessary for stability only in a model which abstracts from all determi
nants of equilibrium but the level of output, and in particular, one which 
abstracts from the impact of the distribution of income between wages and 
profits on investment and saving. 

Once the variable 3t enters into investment and saving functions, the 
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I, S 

s 

I 

Figure 8.4 A stable equilibrium assured by saving (S) being more responsive 
than investment (I) to changes in output 

Keynesian Stability Condition is not logically required to ensure that 
displacements from equilibrium are self-correcting. Moreover it is empiri
cally plausible that over some portion of a z x n: space investment will be 
more sensitive than saving to capacity utilization, in violation of the 
Keynesian Stability Condition. 

However, even if there were adequate grounds for assuming the Keynes
ian Stability Condition, this would hardly clinch the issue. The slope of the 
IS schedule depends on the sign of the denominator of Equation (10) as 
well as on the numerator. If the Keynesian Stability Condition holds, then 
the inequality 

szii- 1 - i"' > 0 [Robinsonian Stability] (12) 

makes dn!dz negative and the IS schedule is stagnationist. If the inequality 
in (12) is reversed, the IS schedule is exhilarationist. 

We shall refer to Condition (12) as the 'Robinsonian Stability Condition' 
because of the role this inequality, or something very much like it, plays in 
certain long-period formulations of Keynesian theory that drew inspiration 
from Joan Robinson's work (1956, 1962), particularly Harris (1978), 
Roemer (1978), and Marglin (1984). In these models, as in the present 
model, prospective profits are supposed to drive investment, but the 
expected rate of profit is assumed to depend on the current rate of profit 
alone. The model is closed by appealing to a form of rational expectations 
justified by the long-run context of the theory: in equilibrium the expected 
rate of profit r and the actual rate r are assumed to be equal. Robinsonian 
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g' = sr 

g', g' 

Figure 8.5 Robinsonian stability assured by saving being more responsive than 
investment to changes in profitability 

equilibrium is pictured in Figure 8.5; in the diagram, stability of equilib
rium is assured by the assumption that saving is more responsive than 
investment to changes in profitability (Marglin, 1984, ch. 4, where the 
model is called 'neo-Keynesian').5 In effect, the Robinsonian Stability 
Condition plays the same role in the long-run model that the Keynesian 
Stability Condition plays in the short-run model. 

However, this line of argument is also problematic. The present model 
describes a longer run than the textbook short run in which capacity 
utilization is the sole adjusting variable, but its time frame is shorter than 
the Robinsonian long run in which rational expectations can be invoked to 
identify the expected rate of profit with the actual rate of profit. In our 
model there is no assumption that the rate of profit on new investment is 
equal to the actual rate of profit overall. Quite the contrary: in our time 
frame, the two rates will normally diverage. In this context, :n: and z play 
separate roles, and the single-variable Robinsonian Stability Condition 
cannot simply be assumed on the grounds that otherwise centrifugal forces 
would dominate the dynamics of the model. 

We can however derive rather than assume the Robinsonian Stability 
Condition, provided we are willing to assume both the Keynesian Stability 
Condition and a condition we shall refer to as the 'Strong Accelerator 
Condition'. This last appears to be innocuous enough, requiring us to 
assume only that an increase in the rate of capacity utilization will, at a 
given rate of profit (as distinct from a given profit share), increase the 
expected rate of profit r. Write the investment demand function as 
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gi = i(r(n, z)) = h(r(r, z)) 

with the functions i and h connected by the accounting identity 

It is then straightforward to show that if the inequality 

hz = -i,. ~ + iz > 0 [Strong Accelerator] z 

(13) 

(1) 

(14) 

holds along with the Keynesian Stability Condition, the Robinsonian 
Stability Condition holds as well. 6 

Indeed, we can prove a stronger result, namely that the IS schedule is 
flatter than the iso-profit curves, so that, as in Figures 8.1 and 8.2, the 
regime is co-operative as well as stagnationist. That is to say, a decreasing 
profit share goes along with a higher profit rate (and growth rate) as welt as 
with a higher wage bill. The essence of a stagnationist-cooperative regime 
is that 

dn n 
0>-> --

dz z 
(15) 

which follows from Conditions (11) and (14).7 

The problem with this line of argument is that it rests on a very weak 
premiss. It has already been noted that the Keynesian and Robinsonian 
Stability Conditions cannot be carried over to the present model from the 
single-variable models in which only capacity utilization or the profit share 
vary. With respect to the Strong Accelerator Condition, the issue is more 
complicated. Despite its incorporation into many neo-Keynesian formula
tions of investment demand (e.g. Rowthorn, 1982; Taylor, 1985), it is by 
no means certain or even especially likely to be the case that an increase in 
the rate of capacity utilization will induce additional investment when the 
profit rate is held constant. The reason is a simple one: if the rate of 
capacity utilization increases while the rate of profit remains constant, it 
must be the case that the profit margin and share fall. So the effect on 
investment is the resultant of two forces: the positive impact of higher 
capacity utilization and the negative impact of lower unit profits. Math
ematically hz is the difference between iz and and i,.(n/z), and the qualitat
ive structure of the model gives us no grounds for asserting anything about 
the relative magnitude of the two terms. This is to say that in a linear 
approximation of the form 

gi = ar + ~z = anza-1 + ~z (16) 
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the sign of~' where ~ = hz, is indeterminate. It requires a belief in rather 
strong capacity utilization effects to argue that ~ is positive. 

This belief would be justified if the prime concern of capitalists is 
whether or not they can sell additional output. In this case the capacity 
utilization effect may be expected to dominate, and the partial derivative 
hz will be positive. If, however, capitalists are confident of their ability to 
sell extra output, and are concerned rather with their profit margin, the 
negative, profit share, effect will dominate, and hz will be negative. One 
might 'rationally' except the capacity utilization effect to be stronger at low 
levels of capacity utilization, but the subjective aspect of expectations 
makes it possible that some or even a large number of capitalists will be 
confident about their ability to sell their output even when the overall rate 
of capacity utilization is relatively low. In short, the sign of hz is an 
empirical matter about which we are not in a position to make any 
categorical assertion. 

As a consequence of the lack of conditions which allow us to attach 
definite signs to the numerator and denominator of Equation (10), both 
stagnationist and exhilarationist regimes - downward and upward sloping 
IS schedules- are possible. Indeed the slope of the IS schedule can change 
signs in various ways. For instance, it is possible that the IS schedule will 
have the shape of a 'C', as in Figure 8.6. Observe that in such a case there 
are two routes to high capacity utilization: one follows the stagnationist 
logic of higher wage shares, while the other follows the exhilarationist logic 
of higher profit shares. As Figure 8.6 is drawn, neither stagnationist nor 
exhilarationist policy is 'wrong'. Either a policy of a high wage share or one 
of a high profit share, pursued consistently and aggressively, will provide 
sufficient aggregate demand for high employment and high capacity utiliz
ation. In this situation the fatal error is moderation: a compromise of 
middling wages and profits will provide the worst of possible worlds, in 
which low capacity utilization and low growth become the order of the day. 

However, if high wage and high profit shares are each consistent with 
high capacity utilization, the implications for growth and distribution of the 
two strategies are very different. An exhilarationist outcome like A, 
representing the pair< Z 1 , :n:2 >is more favourable for capitalists and less 
favourable for workers (at least in its immediate consequences) than a 
stagnationist outcome like B, which represents< z1 , :n:1 >:the point is that 
:n:2 exceeds :n:1 • And not only does a higher profit share map to a higher 
profit rate for a given z; since investment and saving are both positive 
functions of the profit share, the exhilarationist outcome is more favour
able for growth as well as for profit. (Thus the long-term consequences for 
workers are more favourable than the short-term ones.) 

The coexistence of exhilarationist and stagnationist branches sharpens 
the point made at the outset of this chapter, that to reject the policies 
inspired by a stagnationist reading of Keynes does not require one to reject 
the Keynesian framework of analysis. One need not reject the theory, as 
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1T 

z, z 

Figure 8.6 A 'C'-shaped IS schedule with stagnationist and exhilarationist 
branches 

critics from Viner (1936, see especially pp. 162-3) to modern monetarists, 
supply-siders, and enthusiasts of rational expectations and equilibrium 
business cycles have done, or limit its applicability to the short period, as 
the mainstream has done, in order to reach neo-Classical conclusions about 
the relationship between wages, profitability, growth, and the level of 
economic activity. The programme of a Margaret Thatcher, which is 
usually justified in terms of one version or another of neo-Classical theory, 
also makes logical sense as an attempt to move the British economy from a 
stagnationist regime to an exhilarationist one. One may agree or disagree 
with the implicit assumptions about the energy of the British capitalist 
class, but this justification of Thatcherism is more plausible than one based 
on the presuppositions of monetarism and supply-side economics. 

An alternative to Figure 8.6 is the 'U'-shaped IS schedule presented in 
Figure 8. 7, in which stagnationist logic governs at low levels of capacity 
utilization and exhilarationist logic at high levels of capacity utilization. In 
the situation described by Figure 8.7, high wages would be appropriate to 
combat a severe depression, for in this case it is plausible that private 
investment demand would be weak. But continuation of high-wage policies 
may be inappropriate at higher levels of capacity utilization, as profit 
prospects stimulate capitalists to high levels of investment demand. Econ
omists whose imaginations were formed and limited by the background of 
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Figure 8. 7 A 'U' -shaped IS schedule with stagnation and exhilaration 
dependent on capacity utilization 
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depression from which Keynesian theory emerged might easily fail to see 
that the theory transcends its background. Temperamentally, economists 
as well as generals are better equipped to fight the last war than the next 
one. 

6 CO-OPERATION AND CONFLICT 

So far we have emphasized the distinction between stagnationist and 
exhilarationist regimes, but we have also had occasion to distinguish 
between co-operative and conflictual regimes, regimes in which workers 
and capitalists have a common interest in expansion and regimes in which 
one class or the other loses from an increase in the level of capacity 
utilization. If the class interest of workers is identified with the size of the 
wage bill and the class interest of capitalists with the profit rate (or 
equivalently - since the capital stock is fixed in the short run - with 
aggregate profits), 8 then the exhilarationist as well as the stagnationist 
regime is a co-operative one provided the IS schedule is sufficiently flat. 
That is, a flat IS schedule, whether upward or downward sloping, will 
exhibit a positive relationship between capacity utilization and both the 
wage bill and the profit rate. 

For the stagnationist regime, this result has already been demonstrated: 
the wage rate and employment, as well as the profit rate, increase as 
capacity utilization increases - provided the IS schedule is flatter than the 
isoprofit curve described by rectangular hyperbolae of the general form r = 
snzii- 1 , in other words, provided the elasticity restriction described by 
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Condition (15) is met. Condition (15), we have seen, is guaranteed by 
Keynesian and Robinsonian Stability Conditions, or by the first of these 
conditions along with the Strong Accelerator Condition. In other words, 
sufficient conditions for a co-operative and stagnationist regime are the 
'standard' stability condition that saving responds more strongly to changes 
in capacity utilization than does investment and the 'innocuous' assump
tion that the response of investment to capacity utilization, holding the rate 
of profits constant, is positive. 

A similar elasticity restriction applies to the exhilarationist regime. By 
the very definition of exhilaration, the profit share increases with capacity 
utilization, so it only remains to establish the conditions under which the 
wage bill does too. Denote the wage bill by nand write 

0 = (1 - 1t) za-1 K. 

Then we have 

an 
-= [ -za-1 :: + (1 - 3t) a-1) K. 
oz 

= ( 1 - 1t - z :: ) a-1 K. 

For positive d1t/dz, oO!oz is also positive provided 

1-Jt dJt 
--->-· 

z dz 
(17) 

In short, the distinction between co-operative and conftictual regimes 
refers to the elasticity of the IS schedule. By contrast, the distinction 
between stagnationist and exhilarationist regimes refers to the slope of the 
IS schedule. 

Together these two characteristics of the IS schedule characterize 
wage-led and profit-led growth regimes. A flat and downward-sloping 
schedule - the intersection of co-operative and stagnationist regimes -
describes a wage-led growth regime, a result which follows immediately 
from the definition of wage-led growth as one in which a higher wage share 
is associated with a higher rate of accumulation. In a world where accumu
lation depends on profits, this requires a higher rate of profit. Such a 
conjuncture is at once stagnationist (since under present assumptions the 
only way a higher wage share can induce a higher rate of profit is by 
increasing the rate of capacity utilization) and co-operative (since the wage 
share and the profit rate move together). Every other combination of 
elasticity and slope corresponds to profit-led growth. The stagnationist-
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Figure 8.8 High-employment profit squeeze: (a) a steep, downward-sloping IS 
schedule; (b) an upward-sloping IS schedule 

conflictual regime is exceptional in that higher growth and profit rates are 
achieved at lower rates of capacity utilization. The other two profit-led 
regimes, which correspond to an exhilarationist IS schedule, are like the 
stagnationist-cooperative regime in that higher profit and growth rates go 
along with higher capacity utilization rates. 

Enough of taxonomy: it must be recognized that all discussion of the 
shape of the IS schedule is necessarily hypothetical. The truth is that we 
know relatively little about its shape even in the neighbourhood in which 
the economy has actually been operating and even less about its global 
shape; it is a matter of pure conjecture what investment and saving 
propensities would be at levels of profit and capacity utilization far re
moved from those that have obtained in recent history. Nevertheless, we 
believe that the historical experience of the golden age suggests some 
general conclusions about the shape of the investment function at least 
during the 1960s and early 1970s. The key is that wage pressure squeezed 
profit rates as well as profit margins, a fact inconsistent with a wage-led 
growth regime. To explain profit squeeze within our framework compels 
the conclusion that the IS schedule was highly inelastic or upward sloping 
(or both), that is, either that the economy was in a conflictual-stagnationist 
regime, as in Figure 8.8a, or in an exhilarationist regime, as in Figure 8.8b. 
The first possibility seems the more likely if we assume that the immediate 
post-war period was a time in which the assumptions of wage-led growth 
held, for the IS schedule need only have shifted from being relatively flat to 
being relatively steep in order to bring about the conditions of profit 
squeeze. 
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7 PROFIT SQUEEZE IN A KEYNESIAN PERSPECTIVE: FROM 
CO-OPERATION TO CONFLICT 

Here, we believe, is how investment demand evolved over the period 
1945-80. In our formulation of i(r(Jt, z)), there are two steps in the 
mapping from <z, Jt> to IlK; investment demand depends on r, and r 
depends on z and Jt. To recapitulate, the step from <z, Jt> tor reflects the 
idea that expected profitability depends both on the likelihood of ad
ditional capacity being justified by demand conditions, and, assuming the 
output can be sold, on the profit margin. The step from re to II K reflects 
pure 'animal spirits', which according to Keynes, 'urge to action rather 
than inaction' (see Keynes, 1936, ch. 12). 

It is difficult if not impossible to make a strict separation between the 
factors which influence one component or the other of the overall mapping 
from <Jt, z> to II K. Some variables, like the cost of capital, the fiscal 
structure (particularly profit taxes and depreciation allowances), and per
haps the full capacity capital/output ratio, may be analyzed more in terms 
of their effect on the mapping from <Jt, z> to r than in terms of their 
effect on the mapping from r to II K. But factors of a more political, social, 
and cultural character, like the state of class relations or the state of 
confidence in the international financial system, cannot be neatly compart
mentalized. 

All these and other considerations were important to the evolution of 
investment demand over the post-war period. As has been observed, those 
who embraced Keynes and saw aggregate demand as the key to prosperity 
were deeply influenced by the depression of the 1930s. Many Keynesians 
saw the Great Depression as the direct consequence of the unevenness of 
prosperity in the 1920s. In the United States, for example, profits grew 
much more rapidly than wages over the 1920s, and even Keynesians not 
completely given over to the gospel of wage-led growth believed that the 
decline in the wage share had led to a shortfall of demand, which in turn 
led to the pre-war crisis. 

In general Keynesians thought it extremely unlikely that private invest
ment demand would play a very active role in the post-war economy. Even 
if prosperity were 'artificially' maintained by deficit spending, as Keyne
sians urged, the memory of the Depression and the fear of another would 
inhibit business from responding to a high profit share with heavy spending 
on plant and equipment, at least in the short run. Once burned, twice shy. 
The remedy for the post-war period was seen as lying in a distributional 
balance tilted towards wages. In short, stagnationist and co-operative logic 
were coupled to produce a policy of wage-led growth, particularly in the 
United States. 

This may have been a correct diagnosis of the situation immediately after 
World War II. Profit margins were high practically everywhere in the 
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capitalist world, higher than before the war broke out (Japan being an 
exception). In the United States the productivity gains of the better part of 
a decade had yet to be translated into higher real wages, and in war-torn 
Europe real wages had declined by more than had productivity. Profit 
margins improved well into the 1950s. 

But lacking confidence in the future, fearing that depression, which was 
widely predicted as the 'natural' aftermath of war, would make additional 
capacity redundant, capitalists were initially reluctant to commit them
selves to new plant and equipment. Investment, in short, was not very 
responsive to the current profit margin; in our terminology pre-war history 
had an adverse impact on the mapping from the current level of the profit 
share to the anticipated profitability of investment. Under these circum
stances, the IS schedule may well have sloped downwards and been 
relatively flat; the strategy of wage-led growth may have been the best -
indeed, the only - game in town. 

Wage-led growth would have benefited capital as well as labor. The 
same history that made the prospective rate of profit and hence investment 
demand unresponsive to Jt would increase responsiveness to z, the more so 
if a high level of capacity utilization could be maintained for a substantial 
period of time. At the very least, increasing wages would allow capitalists 
to earn the same rate of profit- if the increase in volume only made up for 
the reduction in unit profits. 

It is a plausible conjecture that the gospel of co-operative capitalism was 
a sensible one for the particular circumstances of the immediate post-war 
period. But as time passed, profit margins remained high and even im
proved; more important, the anticipated depression never materialized. The 
consequence was that prospective profits increased even more than actual 
profits: the mapping from <z, n> tor" shifted outwards. And the deriva
tive i, increased more than did the derivative iz. Finally, even if the Strong 
Accelerator Condition held initially, it need not have continued to hold. 
And once the prospective rate of profit became sufficiently responsive to 
the profit share to reverse the inequality of the Strong Accelerator Condi
tion, that is, once 

the IS schedule no longer was consistent with a co-operative regime, even 
if stagnation remained the order of the day. 9 

That is what we believed happened over the first phase of the golden 
age, over the 1950s and into the early 1960s. The shift in the IS schedule is 
pictured in Figure 8.9. The 1960s were by and large a period of great 
prosperity, but beginning in the late 1960s, when the productivity-growth 
slow-down and wage acceleration began to displace the PE schedule 
downwards, the equilibrium moved down the new, conflictual IS schedule, 
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Figure 8.9 Movement of the IS schedule over the 1950s and 1960s 

1T 
IS 

z 

Figure 8.10 A crisis in two parts: movement of the PE schedule in the late 
1960s and early 1970s 

as in Figure 8.10. The result was a modest increase in the rate of a capacity 
utilization, but a fall rather than a rise in the rate of profit. Table 8.1 
documents this fall in profits. 

If this were all that happened, the rate of growth of the capital stock 
should have fallen as well; given our formulation of saving, capital-stock 
growth is directly proportional to the profit rate. In fact, the growth rate 
continued high well into the 1970s, as Table 8.2 shows. Apparently the 
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Figure 8.11 Crisis, part two: both the IS schedule and the growth isoquants 
shift adversely 

153 

share of profit devoted to saving rose after the golden age began to tarnish 
(see below, Section 8. This in turn suggests that investment demand 
continued to increase, because the IS schedule appears to have moved 
relatively little at this time. (If investment demand had not increased, the 
IS curve would have shifted downwards and to the left). 

This characterizes the situation into the 1970s. But then new elements 
enter the picture. First, the cost of energy increases dramatically and the 
full capacity capital/output ratio increases. Second, aggregate demand 
management is pursued less aggressively. Finally, towards the end of the 
1970s, the very integrity of the international financial system begins to play 
an increasingly important role. The shift in the position of the PE schedule 
against a steep IS schedule no longer summarizes the demise of the golden 
age; the part of the story that deals with the capital/output ratio, demand 
management, and the international financial system must be told in terms 
of a downward shift in the IS schedule and a decline in the rate of growth 
associated with a given equilibrium. This is the part of the story rep
resented in Figure 8.11. 

8 PROFIT SQUEEZE AND INVESTMENT RESILIENCE 

Observe that the share of investment in output fell very little over the 
period we have been considering, except in Japan, as Table 8.3 demons
trates. Indeed given that the profit share fell markedly (see Table 8.4), the 
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propensity to save out of profits must have risen - if we assume capitalist 
economies were operating on or near their IS schedules. But this resilience 
of the investment share to the fall in profitability should not suggest that 
profits are irrelevant for accumulation. If the profit margins of the 1950s 
and early 1960s had been maintained in the 1970s and 1980s, then invest
ment demand might have continued to increase, perhaps by enough to 
offset the decline in the full-capacity capital/output ratio caused by the 
increase in the price of energy. Moreover, to the extent that restrictive 
demand-management policies were themselves a response to profit 
squeeze and an attempt to restore profit margins, the case for restrictive 
policies would have been weakened considerably. In short, no accumula
tion crisis need have occurred. 

This argument does not however imply that a restoration of profit 
margins would, in the current business climate, produce immediate ben
efits in terms of growth. It is one thing to maintain the momentum of a long 
period of high profits and high growth. It is quite another to restore that 
momentum after a long interlude of desultory performance. If the re
latively robust performance of investment over the post-war period is 
traceable ultimately to a gradual diminution of depressionary fears, then 
the resurgence of such fears - at present focusing on the weakness of the 
international financial system - may inhibit the responsiveness of prospec
tive profitability to actual profit margins. Even a substantial improvement 
in actual profitability might fail to stimulate an investment boom because 
of fears that the improvement is only temporary. As at the beginning of the 
golden age, the stagnationist game of wage-led growth could tum out to be 
the only game in town! 

9 BY WAY OF SUMMARY 

The primary purpose of this chapter has been to release the Keynesian 
theory of the capitalist economy both from the stagnationist-cooperative 
straitjacket that has dominated Left Keynesian thought and from the 
marginal role that the mainstream has accorded Keynesian theory as a 
theory of no relevance to understanding the functioning of the capitalist 
economy apart from the short period. In our view neo-Keynesians at 
Oxford and Cambridge were developing an important insight of Keynes 
and Kalecki when they argued that aggregate demand plays a central role 
in the capitalist economy, in the long run as well as in the short. Further
more, at least for a large country like the United States or for a large unit 
like the European Economic Community, for which the small open econ
omy model is of little relevance, investment demand is the centrepiece of 
the story, both because it is likely to be the most variable and elusive 
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element of aggregate demand, and because of its direct role in the ac
cumulation of capital. 

More specifically, this chapter has focused on the dual role of profits in a 
capitalist economy. Today's profits are, on the one hand, a primary source 
of saving for the accumulation of business capital. Tomorrow's profits, on 
the other hand, are the lure which attracts the investor. Under existing 
institutions, capital accumulation requires high profits, and a squeeze on 
profits generally leads to a squeeze on capital-stock growth. 

Wages also have a dual character under capitalism. On the one hand, 
wages are costs to the capitalist. On the other hand, wages, or more 
precisely, the wages of the employees of other businesses, are a source of 
demand. High wages are bad for the capitalist as producer but good for the 
capitalist as seller, especially when demand from other sources is weak. 

The social democrats and their academic allies, the Left Keynesians, put 
forward the political and intellectual case for the view that high capacity 
utilization would resolve the contradiction between high wages and high 
profits. Emphasizing the demand side, neglecting the cost side, they 
believed that high wages would contribute not only to high levels of output 
and employment but also to high levels of profits and accumulation. 
Capitalists would make up in larger volume what they lost on each unit 
because of higher wage costs. 

The illusion that a new era of 'co-operative capitalism' had replaced the 
antagonistic class relations of an earlier period persisted until a profit 
squeeze developed in the late 1960s. At this point, the co-operative 
interpretation of Keynes became increasingly inconsistent with the facts. 
One could of course deny the facts. Or deny the theory. Or, as a com
promise, relegate the theory to the short period, perhaps a period in which 
economic agents are surprised by government actions. 

Our approach has been different. We believe that the problem has been 
the way a basically sensible conception of the economy was cast into a 
misleading model of the economy. Our purpose here has been to recast the 
model so that it retains the sense and the insight of Keynesian theory -
particularly its insight on profit as the engine of capitalist accumulation. 

But the present malaise is not a problem of profit alone. Restoration of 
profit margins would probably not, at least not very quickly, restore the 
high levels of investment demand that obtained throughout the golden age 
and even after its demise. As Schumpeter is reputed to have remarked, one 
no more restores economic health by simply reversing bad economic 
policies than one restores the health of someone who has been run over by 
a truck by simply backing the truck off. A healthy capitalism requires 
profitability, but in circumstances like the present profitability may follow 
from wage-led rather than from profit-led growth policies. Over the longer 
run profit-led growth may once again be feasible, but the transition will 
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surely require active demand management, presumably a possibility only 
after a successful reform of the international financial system. 

The alternative is a much more radical break with the past, a new 
institutional structure that would decouple accumulation from profitability 
altogether, as was presumably the ultimate intention of the Meidner plan 
(Meidner, 1978) of a decade ago. We question the timeliness of such a 
radical rupture, but we would hasten to add that the two alternatives, 
restoring profitability and freeing accumulation from dependence on 
profitability, need not be altogether disjoint. In fact, in our view the 
essential elements of any left alternative to mainstream policies for restor
ing growth are (a) to recognize the present need for profitability, (b) to 
recognize the ultimate desirability of making accumulation independent of 
profitability, and (c) to provide a bridge from here to there. 

Notes 

1. A positive relationship between wages and profits can hold only up to full 
capacity utilization, at which point higher wages will induce higher prices rather 
than higher output. In the full capacity case, there can be no squeeze on profit 
margins at all. 

2. It is by no means necessary to assume the PE schedule slopes upwards. Within 
limits, nothing in our argument hinges on the slope of the PE schedule, and in 
any case our attention here will focus elsewhere. 

For the record, we note that competitive profit maximization was Keynes's 
own way of modelling the supply side in the General Theory. Realism apart, the 
difficulty with this approach for present purposes is that it makes the real wage 
depend exclusively on the level of capacity utilization. Within the strict confines 
of the General Theory, one simply cannot examine the consequences of a 
change in the distribution of income. Distribution is itself a consequence of 
demand and output rather than a cause, a thermometer rather than a thermo
stat. 

3. Marglin (1984, ch. 4) presents a long-run version of Keynesian theory in a 
comparative framework. Ch. 19 suggests some problems with the theory (pp. 
473-9), and ch. 20 attempts to synthesize Keynesian and Marxian perspectives. 

4. Organisation for Economic Co-operation and Development (1987). The sixteen 
countries are United States, Japan, Federal Republic of Germany, France, 
United Kingdom, Italy, Canada, Belgium, Denmark, Finland, Iceland, Ireland, 
Holland, Norway, Sweden, Austria. Luxembourg was omitted as a small outlier 
whose gross saving rate reached 65 per cent of gross domestic product and 
averaged over 40 per cent during the quarter century covered by the data. By 
contrast, the second highest saver, Japan, averaged 33 per cent. 

5. One aspect of the Robinsonian model which has gone generally unnoticed is 
that it implies a stagnationist-cooperative view of capitalism. Since investment 
demand is a function of r alone, the derivative hz vanishes and the IS schedule in 
:n: x z space is a rectangular hyperbola. Since in this model if is the rate of profit 
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that is determined by saving and investment, the profit share and the volume of 
output are inversely proportional. 

6. By assumption, we have 

hz = -irt ~ + iz > 0 and SJ'tQ-l -iz > 0 

Combining these two inequalities gives ma-1 - ire ~ > 0, from which the 

Robinsonian Stability Condition follows directly. 
7. From Condition (14), we have 

0 J't 0 0 -l:rcz + lz > 

and from Conditions (11) and (12) 

0 > ~ = - SJ'tQ-1 - iz 
dz sza- 1 - irt 

Hence, combining these two inequalities give us 

0 > _d_J't_ > - _s_J't_a_-_1-:: __ irt__,~~ = - ( sza-1 - i:rc ) ( J'tz ) = - J'tz 
dz sza- 1 - i:rc sza 1 - i:rc 

8. There is an element of arbitrariness in identifying class interest of workers with 
the wage bill, as against the wage rate. In effect, we are attaching no social utility 
to the involuntary unemployment that accompanies excess capacity. But there 
is, or may be, an important 'insider' vs. 'outsider' problem here: the gains of 
expansion accrue to the newly employed workers, the losses to the already
employed. 

The case for identifying the interests of the capitalist class with the profit rate 
rather than the profit share is less problematic: we need only assume that idle 
capacity depreciation as rapidly as utilized capacity. 

9. Diminution of the fear of depression could produce not only a shift in the IS 
schedule, but a change in the sign of its slope as well. If anticipated profitability 
becomes sufficiently responsive either to the actual profit margin or to the actual 
rate of capacity utilization, the regime can change from stagnationist to exhilara
tionist. 
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9 Post-Keynesian Theory of 
Distribution in the Long 
Run* 
N. Salvadori 

1 INTRODUCTION 

As is well known, the post-Keynesian theory of distribution was generated 
during the 1950s in Cambridge (Cambridgeshire). The first formal presen
tation was given in a seminal paper in 1956 by Kaldor. After that Kaldor 
utilized this theory in formalizing several growth models (Kaldor, 1957, 1%1; 
Kaldor and Mirrlees, 1962) in order to provide a solution to Harrod's 
problem on the convergence of the 'warranted' growth rate to the 'natural' 
growth rate. After 1966 Kaldor did not return to the post-Keynesian theory of 
distribution except to clarify the origins of the theory (Kaldor, 1978, 1980). 

In 1962, Pasinetti reformulated the theory and introduced explicitly the 
assumption of steady growth. He also suggested a change in the saving 
function of workers and set the interest rate equal to the profit rate. The 
startling result, which gave rise to a large debate,1 was that the profit rate 
depends only on the growth rate and the capitalists' saving ratio, irrespec
tive of anything else including technological data and the workers' saving 
ratio. The limits of Pasinetti's results have been investigated in many 
respects. It is now clear that a two-class economy may or may not exist; if a 
one-class economy prevails, then the profit rate is determined in a quite 
different way (see, for instance, Pasinetti, 1983). 

In this paper three classes of post-Keynesian models of growth and 
distribution will be presented and discussed. They differ among themselves 
for the relationships between the profit and interest rates and contain all 
post-Keynesian models of growth and distribution introduced up to now. 
All these models are based on the following conditions. There are two 
social classes, workers and capitalists. Workers' earnings comprise wages 
(W) and profits (P w) as interest on loans to capitalists. Capitalists earn only 
profits (Pc). Workers' and capitalists' savings (Sw, Sc, respectively) are 
defined by the following functions 

• I would like to thank Tom Asimakopulos, Elido Fazi, Donald Harris, Carlo Panico, and the 
participants to the Conference for discussions on the present paper. Acknowledgment is also 
given to MPI (the Italian Ministry of Public Education) for financial support. 
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Sw = F(Pw, W) 

Sc = G(Pc) 
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(1) 

(2) 

For functions (1) and (2) to hold even changing the numeraire F(. , .) and 
G( •) must be homogeneous of degree one. As a consequence a real 
number sc exists such that 

i.e. function (2) is in general linear. It will also be assumed that 

oF oF 
0< --:::::-- :S::s. 

oW oPw c 
(3) 

Furthermore, steady-state growth is assumed. Then workers' and capital
ists' capital grow at the same rate (n); i.e. the following constraints hold: 

(4) 

(5) 

where Kw is workers' capital loaned to the capitalists, and Kc is capitalists' 
own capital (Kw + Kc = K). 

The three classes of models which will be investigated are characterized 
by three different assumptions on the financial relationships. In the first 

class it is assumed that the rate of interest (i = :: ), which workers 

receive from their loans to the capitalists, is equal to the capitalists' rate 

of profit ( 3t = i: ) and therefore to the rate of profit overall 

(r = p c ~ p w), which equals the rate of profit on industrial investments. In 

the second class of models it is assumed that the rate of interest is a 
function of 3t, whereas in the third class of models it is a function of r. 

The first class of models has been studied in the general case by Fazi and 
Salvadori (1985) and Salvadori (1988) and further remarks will be added in 
section 2. The models in this class enjoy many properties of Pasinetti's 
(1962) model, which- as a matter of fact- is contained in this class, i.e., a 
two-class economy may or may not exist, and this depends on the growth 
rate, capitalists' saving habits, workers' saving and consumption habits, 
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and technological data; if a two class economy prevails then the rate of 
profit is determined by the growth rate and capitalists' saving ratio only, 
but if a one-class economy prevails, then the profit rate is determined by 
the growth rate, the workers' saving and consumption habits, and techno
logical data. 

A first general study of the second class of models has been provided by 
Fazi and Salvadori (1985), and some new material will be added in section 
4. It will be also shown that Kaldor's model is the unique model in this class 
such that the rate of profit overall can be determined independently of the 
interest rate. The third class of models will be presented in section 5. 

A further general remark is connected with the fact that the rate of 
interest, in the second and third classes of the models presented here, is 
lower than the profit rate. This assumption has already been made by a 
number of authors (e.g. Laing, 1969; Balestra and Baranzini, 1971; Moore, 
1974; Pasinetti, 1974, 1983; Gupta, 1976; Fazi and Salvadori, 1981, 1985) 
despite the fact that Pasinetti (1962) argued that '[i]n a long run equilib
rium model ... the obvious hypothesis to make' is that the rate of interest 
equals the rate of profit. Since the issue still seems to be controversial, I am 
prompted to justify this assumption. The analyses we are concerned with 
are statical. For each statical model a class of dynamical models can be 
considered such that the solution of the statical model is equal to the 
stationary solution of each dynamical model in the class. If there is no 
difficulty in assuming that the future is unknown in the dynamical models, 
then there must be no difficulty in assuming the same in the statical model, 
even if in this model the quantities grow proportionally and the prices are 
constant during time. Thus, even if uncertainty is not formally analyzed, 
this does not mean that it is absent and that people know the future: as a 
consequence, the rate of interest may well be lower than the profit rate. 
Donald Harris has suggested to me that the difference between :n: and i 
could be also interpreted as related to the earnings of management. 
Whereas this seems to be a possible interpretation, the uniformity of :n: 
requires that the costs to run a business are uniformly proportional to the 
capital invested by the owner. This is perhaps a stronger assumption with 
respect to that which states that the ratio between total capital and owner's 
capital is uniform (which is implicitly required in the other interpretation). 

All the models also involve a technological relationship, in addition to 
the equilibrium conditions (4) and (5). Let 

v = v(r), 0::::::; r::::::; R 

be such a technological relationship, where v is the capital/output ratio, 
and R is the technological maximum rate of profit. Function v(r) meets the 
following properties: 
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rv(r) < 1 if 0 ::::;; r < R 

Rv(R) = 1. 

Following Franke (1985) and Salvadori (1988), this paper will give special 
attention to the construction of this technological relationship: sections 3 
and 6 are devoted to the construction of such a relationship when the rate 
of interest is equal to or lower than the profit rate, respectively. 

2 A RATE OF INTEREST EQUAL TO THE CAPITALISTS' 
RATE OF PROFIT 

In this section it is assumed that interest and profit rates coincide. If i = r 
= Jt and Kc > 0, a straight-forward transformation of eq. (5) is all that is 
needed to determine the rate of profit since Pc = rKc: 

n r=-. 
sc (6) 

This result is referred to, in the literature, as the 'Pasinetti process' or 
'Pasinetti's theorem' or even the 'Pasinetti paradox'. It is a direct conse
quence of the assumption that the rate of interest is equal to the rate of 
profit3 ' 4 (and Kc > 0). In this class of models, if Kc > 0, eq. (4) merely 

serves the purpose of determining the capital shares ( ~w and ~c ) 

via the : ratio. In fact, from equation ( 4) we obtain 
w 

F(r, i:) = n 

which defines implicitly i( as a function of r. Let 
w 

w 
-=f(r) Kw 

be this function. It is easily proved that 

Sc _:::_____ f(r) ::::;; f' (r) ::::;; - 1. 

In fact, by differentiating totally with respect to r the identity 

F(r, f(r)) = n 

we obtain 

(7) 

(8) 
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iJF + iJF f' (r) = 0 
iJPw iJW 

and from Euler's Theorem 

iJF iJF 
-- r + - f(r) = n. aPW aw 

Therefore 

nf'(r) iJF n 
= --=-----

f(r) - rf'(r) aw f(r) - rf'(r) 

Thus, from inequalities (3), 

0< nf'(r) 
----- ~ - -----"-__,__,'----- ~ Sc 

n 
f(r) - rf'(r) f(r) - rf'(r) 

from which inequalities (8) are immediately obtained. 
Eq. (7) implies 

Kw W Kw 1- rv --=---
K K W vf(r) 

where v is the capital/output ratio. Hence, ~w ~ 1 if and only if 

1 - ~ r + f(r) 
v 

(9) 

(10) 

Furthermore, if i = r = :rt, and Kc = 0, then eq. (5) is always satisfied, and 
Kw = K since capitalists have disappeared. Therefore eq. (4) determines a 

relation between _.!.._ and r: v 

~ = r + f(r). (11) 

A simple graphic exposition of these results is also possible. For this 
purpose, we need to state the following: 

(i) r + f(r) is a non-increasing function; 

(ii) /(0) = F(;, 1) 
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(iii) t( F(;, O) ) = 0; 

(iv) F(O, 1) ~ F(1, 0) ~ Sc. 

Statement (i) is a consequence of the second of inequalities (8); equality 
(ii) is obtained by taking into account that 

f(O)F(O, 1) = n 

since F(. , .) is homogeneous of degree one and 

F(O, /(0)) = n; 

equality (iii) is obtained by taking into account that 

and further that, from the homogeneity ofF(. , .), 

F( 1 ' F(~ 0) t( n ) ) ( ) F(1, 0) = F 1, 0 

which implies that 

F(1, 0) t( n ) = O; 
n F(l, 0) 

inequalities (iv) are direct consequences of inequalities (3). 
The above analysis is presented diagrammatically in Figure 9.1, where 

on the horizontal axis there is the rate of profit overall (r) and on the 

vertical axis there is the output/capital ratio (~).The 45° line OD cuts the 

first quadrant in two parts: only above the line OD are wages positive (W 
> 0); along OD wages vanish (W = 0). Curve AD represents equation 
(11). Because of inequality (10), capitalists' capital is positive only below 
curve AD. Line BC represents equation (6). Steady-state growth is only 
feasible either along the segment AD or along the segment BC. 5 

Taking into consideration the technological relationship between v and 
r, v = v(r), a long-run equilibrium exists whenever v(r) cuts curve AD or 
segment BC. If v(r) meets BC at C, then only capitalists earn income. If 



170 Post-Keynesian Theory of Distribution 

v(r) cuts AD (point B included) then there is a one-class long-run equilib
rium in which capitalists' capital equals zero. A two-class long-run equilib
rium is only possible if v(r) cuts the segment BC excluding the extreme 
points B and C. Hence a two-class economy exists if and only if the 
technological relationship v(r) satisfies the following inequalities 

n 

For the sake of completeness I will also give a condition for the existence of 
an odd number of equilibrium solutions - hence at least one - for a 
one-class (workers) economy: 

which can be written as 

min ( F(O, 1) ' RF(1,0) ) < n <max ( F(O, 1) ' RF(1,0) ) 
v~ v~ 

h F(O, 1) . h . . f . I .f h h I . . . w ere v(O) IS t e savmg per umt o capita I t e w o e mcome IS given 

to the workers as wages, and RF(1, 0) is the saving per unit of capital if the 
whole income is given to the workers as profits. 

3 ON THE CONSTRUCTION OF THE TECHNOLOGICAL 
RELATIONSHIP 

The technological relationship v = v(r) mentioned in the introduction and 
in the previous section depends on (a) the technology, (b) the growth rate, 
(c) workers' consumption habits, (d) workers' saving habits, and (e) 
capitali!;ts' consumption habits. It is utilized in order (i) to determine the 
capital shares if two classes exist, (ii) to determine whether one or two 
classes exist, (iii) to determine the profit rate if only workers exist. 
Obviously, if capitalists do not exist data (e) do not matter in determining 
function v = v(r), neither data (d) do. It is possible to prove that data (d) 
and (e) may be excluded from the construction of the technological 
relationship when utilized in determining whether one or two classes exist. 
This will be proved in this section. This can be relevant with respect to two 
facts. First, in comparative static analysis the technological relationship can 
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v 

n A 
F (0, 1) r-----

n n r 
Sc F(1, 0) 

Figure 9.1 

remain unchanged if workers' saving habits or capitalists' consumption 
habits change. Second, from a theoretical point of view, whether one or 
two classes exist is independent on capitalists' consumption habits: it will 
be proved that, provided n < sfi, two classes exist if and only if 

(12) 

where k* is the capital per unit of labour of the sub-system producing the 
workers' consumption basket and w is the wage rate. The interpretation is 
that, provided n < sfi, a two-class economy exists if and only if the 

one-class economy cannot save enough to sustain growth at rate n at r = .!!:.... 
Sc 
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Let r = .!!.< R, and let us assume that single production6 prevails. Then 
Sc 

at rate of profit r there exists a cost-minimizing technique (A, l); where A 
= [ a;i] is the material input matrix and l = (l~> 12 , • • • , lnY is the labour 
input vector, i.e. a;i and l; are the amount of commodity j and the amount 
of labour, respectively, which are necessary to produce commodity i. 

Let c(p) and d(p) be the workers' and capitalists' consumption vector 
functions; i.e., workers are assumed to consume c1(p) units of commodity 
I, clp) units of commodity 2, ... , cn(P) units of commodity n, for each 
unit of numeraire they consume, where pis the price vector and (c1(p), 
c2(p), ... , cn(p)) = cr(p). Similarly for the capitalists. Obviously c(p) 
and d(p) are homogeneous of degree -1 and cT(p )p = dT(p )p = 1, each p. 
Then, 

(13) 

where 

p = (1 + r)Ap + wl (14) 

and 

Since we can &et W = wxTJ, Kw = /(~) (wxTJ), Kc = xTAp- /(~) (wxTl), v 
depends onf(r) and d(p) unless c(p) = d(p) orr= n (i.e. sc = 1). In order 
to take home our point, let us divide the economy in two subsystems, one 
producing the workers' consumption basket c(p) and the other producing 
the capitalists' consumption basket d(p): 

zT = (1 + n)zTA + [1 + (r- n) - 1-] w(zTI + yTl)cT(p) (16) 
f(r) 

yT= (1 + n)yTA + 

+ (r- n) [zTAp + yTAp- - 1-w(zTl + yTJ)] dT(p) (17) 
f(r) 

obviously z + y = x. We obtain from (16) and (17) that 

zT = acT(p )[I - (1 + n )A ]-1 (18) 
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(19) 

where a and~ are scalars to be determined. Since equations (16) and (17) 
are homogeneous and linear in (z, y), (z, y) can be normalized by setting a 
= 1 in equation (18). Capitalists' capital is positive if and only if~ > 0. 
In order to determine~. let us multiply both sides of eq. (17) by p, then 

YTP = (1 + n)yTAp + (r- n) [zTAp + yTAp- - 1-w(zTl + yTl)] 
f(r) 

which, since p satisfies eq. (14), can be rearranged as 

i.e. 

(1 + r) yTAp + wyTl = (1 + n)yTAp + 

+ (r- n) [zTAp + yTAp- - 1-w(zTl + yTl)] 
f(r) 

[1 + (r- n) 1 1 wyTl = (r- n) [zTAp- - 1- wzTl] f(r)] f(r) 

which, since y satisfies eq. (19), implies 

(r - n) [zT Ap - - 1-wzTl ] 
f(r) 

~ = ---=------=-------
w[1 + (r - n) - 1-] dr(p )[I - (1 + n )A ]-11 

f(r) 

Thus, ~ > 0 if and only if 

i.e. 

zTAp 1 
-- >--wzTl f(r) 

r < r v(r) 
r + f(r) 

where 

{20) 
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i.e. v(r) is the capitaVoutput ratio relative to the workers' consumption 
basket subsystem. Moreover, r v(r) < 1 since r < R. Thus, v(r) works 
as well as v(r) in determining whether capitalists exist or not. 7 Finally, 

by defining k* = zT Ap, and taking into account both the definition of f(r) 
zTl 

and the fact that r = .!!:..., inequality (12) is immediately obtained from in-sc 
equality (20). 

4 A RATE OF INTEREST FUNCTION OF CAPITALISTS' RATE 
OF PROFIT 

If capitalists exist (Kc > 0) then :n: = i is determined by equation (5), i.e. 
c 

If capitalists do not exist (Kc = 0), then :n: is both irrelevant and undeter
mined. If the rate of interest is a fraction - or more in general a function -
of :n:, then it can be considered given after :n: is determined. Obviously 
i < :n:. 

From equation ( 4), and introducing function f(.), we obtain 

~ = f(i) 
Kw 

As a consequence 

Kw = WKw = 1 - rv 
K K W vf(i) 

(21) 

By definition the rate of profit overall is a weighted average of i and :n: 

.Kw Kc r=z-+:n:-K K 
where K = Kw + Kc. Thus: 

r = i 

i.e. 

1 - rv + l!. [1 _ 1 - rv 
vf(i) Sc vf(i) 
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1 nf(i) + (1 _ f(i)~c ] r 
n -lSc 

(22) 
v n- isc 

which has the remarkable property of being linear in r. Moreover, from 

equation (21) we get that ? ~ 1 if and only if 

__!_~ r + f(i). (23) 
v 

It is worthwhile noting that 

(i) if r = i < !!:.., then 
Sc 

nf(i) 
n- isc 

sJ(i) 
n- isc 

] r = i + f(i); 

(ii) if r > i, then either 

nf(i_) + [1 - sJ(i) ] r < r + f(r) 
n- lSc n- isc 

(24.a) 

or 

nf(i) 
n- isc + [1- sJ(~) ] r = r + f(r) = r + ~(n- rsc) (24.b) n- lSc 

where ~ is a constant; 

(iii) if r = !!:.... > i, then nf(i_) 
Sc n- lSc 

+ [1 - sJ(~) ] r = !!:..... 
n- lSc Sc 

Statement (ii) means that either the equilibrium relationship (22) equals 
r + f(r) and therefore is independent of i, or the equilibrium relationship 
(22) is lower than r + f(r) for r > i and, as a consequence, two different 
rates of interest imply two different equilibrium relationships (22). In order 

to prove statement (ii), we first prove that function f(r) is not n- rsc 
decreasing with respect to r. By differentiating, we obtain 

f'(r)(n - rsc) + sJ(r) 
(n- rscY 

which is nonnegative because of the first of inequalities (8). If 

f(i) f(r) 
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and i < r, then,8 

f(i) 
n- isc 

=A= -p-
f(r) 

each i, each r 

where~ is a constant. Thus, identities (24.b) hold. If 

f(i) 
n- isc < 

f(r) 

then inequality (24.a) holds. 
The equilibrium condition (22) depends in general on the interest rate. 

The unique case in which the rate of profit can be determined indepen
dently of i is the Kaldorian model. In fact, if identities (24.b) hold, 

then 

and 

because of equalities (9). Therefore, 

where sw = ~ . Thus, the Kaldorian model is the only one (in the class of 

models dealt with in this section) which has the property of determining the 
profit rate independently of the interest rate. 

The above analysis is presented graphically in Figure 9.2, where the 
curve AD and the segment BC of Figure 9.1 are also drawn. The line EC is 
defined by equation (22). Segment EC cuts the 45° line at point C, where r 

= .!!., and the curve AD at pointE corresponding tor = i. The line FE 
Sc 

is derived from inequality (23). Capitalists' capital is positive only below 
that line. 

The equilibrium is obtained if the technological relationship v(r) meets 
segment EC. For the existence of a two-class economy, v(r) must cut the 
segment EC on an internal point. If v(r) cuts the segment EC at the 
extremes, then a one-class economy exists: at point E only the workers 
exist, at point C, only the capitalists earn income. The existence of a 
two-class equilibrium depends on the shape of the technological function 
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1 
v 

n A 
F(O, 1) r--~ 

n n r 

Sc F(1,0) 

Figure 9.2 

v(r). Equilibrium needs not be unique since v(r) can cut segment EC at 
different points: If and only if 

{1 - v(i)[i + f(i)]}[n- Rsc] > 0 

an odd number of (two-class) solutions exist, hence at least one. Other
wise, either no (two-class) equilibrium exists, or there is an even number of 
(two-class) equilibrium solutions. 

5 A RATE OF INTEREST FUNCTION OF THE RATE OF 
PROFIT OVERALL 

In this section the rate of interest will be considered a known function of 
the rate of profit overall r; i.e., 
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i = h(r) 

with the obvious properties 

0 < h'(r) < 1, h(O) = 0 

With the introduction of function h(r), the equilibrium condition (22) 
becomes 

1 
v 

ng(r) 
n- sch(r) 

(25) 

where g(r) = f(h(r)). Obviously g(O) = f(O), r > 0 implies g(r) > f(r), and 

__ s.::....c- g(r)h'(r) $ g'(r) $- h'(r). 
n- h(r)sc 

(26) 

Furthermore, 

or 

(i) if r = 0, then --=ng:c....:(....:..r)_ + [1 -
n- sch(r) 

n . 
F(O, 1) ' 

(ii) if r > 0, then either 

ng(r) [1 scg(r) 
n - sch(r) + - n - sch(r) ] r < r + f(r) 

ng(r) [ 
-n---=s:...:c....:..h(-r )- + 1 -

where ~ is a constant, the latter alternative holding only in the 
Kaldorian model; 

( ... ) "f _ n th ng(r) + [1 scg(r) ] _ n . m 1 r - - en - r - -
Sc' n - Sch(r) n - Sch(r) Sc' 

. . ng(r) [ scg(r) ] (1v) the functiOn + 1 - r 
n - sch(r) n - sch(r) 
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(a) is decreasing in r 

and 

(b) concave for r close enough to .!!:... • Sc 

179 

Statement (ii) is a consequence of statement (ii) of the previous section 
since h(r) < r. In order to prove the statement (iv)(a) the first derivative of 
the function is calculated: 

[ s ] n- rs [ s ] 1- c g(r) + c c g(r)h'(r) + g'(r) . 
n - h(r)sc n - h(r)sc n - h(r)sc 

The first bracket is negative as a consequence of both inequalities (26) 
whereas the second bracket is non-negative because of the first of in-

( ) n- rsc equalities (26). Moreover, h' r < 1 and h( ) < 1, then the first de-n- r sc 
rivative of the function is lower than 

[1- Sc g(r) ] h'(r) + [ Sc( ) g(r)h'(r) + g'(r) ] 
n - h(r)sc n - h r sc 

= g'(r) + h'(r) 

which is non-positive because of the second of inequalities (26). Statement 
(iv)(b) holds since the second derivative of the right hand side of equation 
(25) with respect to r is 

_ 2sc [l _ n- rsc h'(r) ] [ Sc g(r)h'(r) + g'(r) ] + 
n - h(r)sc n - h(r)sc n - h(r)sc 

+ n - rsc [ Sc g(r)h"(r) + g"(r) ] 
n - h(r)sc n - h(r)sc 

which, if r =.!!:...,becomes Sc 

2s [ s ] - c c g(r)h'(r) + g'(r) 
n - h(r)sc n - h(r)sc 

which is non-positive because of the first of inequalities (26). 
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The models analyzed in this section have no problem with respect to the 
existence of one or two classes with a positive profit rate. In fact, capitalists 
exist, because of inequality (23), if and only if 

1..< r + g(r) 
v 

which in equilibrium always holds since h(r) < r for r > 0. Nevertheless an 
equilibrium may or may not exist. 

The above analysis is presented graphically in Figure 9.3, where the 
curve AD and the segments BC and EC of Figure 9.2 are also drawn. The 
curve A Cis defined by equation (25). Curve A Cis always decreasing and is 

concave for r close enough to.!!:... because of statement (iv). It cuts segment 
Sc 

EC at r = .!!:... and at r = ro, where h(r0 ) = i. Since i is not given, a different 
Sc 

segment EC for each i can be drawn. Note that fori = 0, E = A: as a 
consequence the curve A C is up with respect to the straight line segment 
connecting points A and C. 

For the existence of an equilibrium, the technological relationship v = 
v(r) must cut the curve A C. Equilibrium needs not be unique since v(r) can 
cut curve AC at different points. If 

[ v!o)- F(;, 1) ] [ ~c- R ] > 0 (27) 

an odd number of (two-class) solutions exist, hence at least one. Other
wise, either no (two-class) equilibrium exists, or there is an even number of 
(two-class) equilibrium solutions. Inequality (27) is perhaps more interest
ing written as 

min ( F(O, 1) , sfl ) < n < max ( F(O, 1) , sfl ) 
v(O) v(O) 

(28) 

where Ff~~ )1) is the saving per unit of capital if the whole income is given 

to the workers as wages, and sfl is the saving per unit of capital if the 
whole income is given to the capitalists as profits. Even if in interpreting 
inequalities (28) we must not run too quickly to conclusions since v(O) is 
not independent on n, it seems possible to argue that if an equilibrium 
cannot exist, this is because the growth rate is too high or too low with 
respect to the saving capacities of the economy. 
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v 

n A 
F(O, 1) r--=-~ 

n n r 
Sc F(l, 0) 

Figure 9.3 

6 ON THE CONSTRUCTION OF THE TECHNOLOGICAL 
RELATIONSHIP ONCE AGAIN 

181 

The technological relationship involved in the previous two sections de
pends on (a) the technology, (b) the growth rate, (c) the interest rate (as a 
function of n: or of r, respectively), (d) workers' consumption habits, (e) 
capitalists' consumption habits, (f) either capitalists' saving habits or 
workers' saving habits. This section is devoted to showing these two ways 
of building up this relationship. 

If i < n:, equation (15) is to be substituted by 
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whereas the technological relationship v = v(r) is built up through equa
tions (13), (14), and (29). We can 

since xrAp = K = Kw + Kc andf(i) =:; 
w 

In the former case the technological relationship is independent on capi
talists' saving habits, but depends on workers' saving habits. In the latter 
the technological relationship is independent on workers' saving habits, 

but depends on :rc =!!.,and therefore on capitalists' saving habits. Hence, 
Sc 

in comparative static analysis in which either workers' or capitalists' -but 
not both - saving habits are changed the technological relationship can be 
assumed to be unchanged. 

7 CONCLUDING REMARKS 

This paper has scrutinized the post-Keynesian theory of distribution and 
has identified three classes of models in relation to the relationship be
tween the interest rate and the profit rate. Conditions for the existence of 
an equilibrium have been provided. If the rate of interest is equal to the 
rate of profit an unsatisfactory circumstance occurs: two equilibrium states 
are possible and in one of these capitalists are swept away. If the rate of 
interest is a function of the capitalists' profit rate each equilibrium is a 
two-class equilibrium except the extreme cases in which r = i and r = :rc, 
respectively. But, conversely, the condition which ensure the existence of 
an equilibrium depends crucially on the rate of interest; moreover the 
model does not seem to suggest any reaction either of capitalists or of 
workers as a reply to the impossibility of finding an equilibrium. 

The class of models which appear more appealing, among those here 
presented herein, seems to be that in which the interest rate is a function of 
the rate of profit overall: each equilibrium is a two class-equilibrium except 
the obvious cases in which either wages or profits are nought. Further
more, the existence of an equilibrium is not ensured only if the growth rate 
is too high or too low with respect to the saving possibilities of the 



N. Salvadori 183 

economy. This seems to suggest that if an equilibrium cannot be main
tained, dynamical considerations could be introduced in order to change 
either the growth rate or the saving habits. 

The analysis provided suggests that the study of the determination of the 
rate of interest can really be very proficuous for developing the theory. It 
must be added that Kaldor has once again indicated the way: in the 
appendix to his comment (Kaldor, 1966) to a paper by Samuelson and 
Modigliani (1966a), he has built up a remarkable model where the share 
market is introduced. Even if this appendix has not gone unnoticed (see, 
for instance, Davidson, 1968; Moss, 1978; Mott, 1985-86) this analysis still 
needs to be developed. This perhaps would also permit the introduction of 
further links between the post-Keynesian theory of distribution, created 
and especially developed in Cambridge (UK), and the post-Keynesian 
analysis of the financial markets, realized especially on the other side of the 
Atlantic. 

Appendix 

In this appendix it will be assumed that 

Sw = F(P w> W, Kw) 

Sc = G(Pc, Kc) 

with the obvious properties 

(A.1) 

where F(. , . , .) and G(. , .) are homogeneous of degree one. Since steady-state 
growth is assumed, 

i.e. 

F(P w• W, Kw) = nKw 

G(Pc, Kc) = nKc 

F(i, f(i, n), 1} = n 

G(<j>(n), 1) = n 

(A.2} 

(A.3) 

(A.4) 

(A.5} 

where ~ = f(i, n) and Jt = <j>(n) are implicitly defined by equations (A.2} and 
w 

(A.3}, respectively. It is immediately obtained from Euler's Theorem that 
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iJF . iJF f(" ) iJF 
oPw1 + oW 1' n + iJKw = n 

oG oG 
oP <j>(n) + oK = n 

c c 

Furthermore, it is easily obtained by differentiating totally the identity (A.4) with 
respect to i and to n, respectively: 

iJF iJF ~ _ 
iJPw + oW oi- O. 

iJF ~ = 1 
iJW iJn · 

and, by differentiating totally the identity (A.S) with respect to n: 

iJG 
oP f(n) = 1. 

c 

Therefore 

iJ_[_ 
oF _ oi 
oP w -- iJf.. 

on 

oF 1 
iJW =- ~ 

iJn 

iJi.. ::w = n + ~~ _f~n) 

oG 1 
oPe = <j>'(n) 

iJn iJn 

iJG- .!..02. 
oKc - n- Q>'(n) 

Thus, from inequalities (A.l), 

'!1.· ~ 
oi' n+---
~ 

<n-~ <o<--1-<-_Ej__<-1-<1 - <j>'(n) - ~ - ~ - <j>'(n) 
on on on 
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From which it is immediately obtained that, fori< <j>(n), 

1<<j>'(n)$~ 
n 

- f(i, n) $ of$- 1 
<j>(n)- i 01 

where inequalities (A.7) are the analog of inequalities (8). 
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(A.6) 

(A.7) 

Once n is given 1t is determined through the function 1t = <j>(n) which has the 
properties (A.6). Then the analog of the other results of sections 2 and 4 are easily 
obtained by taking into account the inequalities (A.7). In particular, equations (11) 
and (22) become 

1 v = r + f(r, n) 

_!_ = <j>(n)f(i, n) + [ 1 _ f(i, n) ] r 
v <j>(n)- i <j>(n)- i 

respectively. It is easily checked that the determination of the profit rate indepen
dently of the rate of interest, a characterizing property of the Kaldorian model, 
holds if and only if the workers' saving habits are defined by the function 

where a, 0 <a< 1, is a constant and function Sc = G(Pc, Kc) defines capitalists' 
saving habits. 

In order to obtain the analog of the results presented in section 5 we need only to 
introduce the function 

~ = g(r, n) = f(h(r), n) 
w 

with the properties 

_ g(r, n)h'(r) < ~ $ _ h'(r) 
<j>(n)- h(r) oi (A.8) 

which are obviously obtained from inequalities (A.7) and are the analog of 
inequalities (26). In particular, equation (25) becomes 

_!_ = <j>(n)g(r, n) + [ 1 _ g(r, n) ] r 
v <j>(n)- h(r) <j>(n)- h(r) 

which is decreasing in r everywhere and concave in r for r close enough to <j>(n) 
because of inequalities (A.8). 
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Notes 

1. See Meade (1963, 1966), Meade and Hahn (1965), Samuelson and Modigliani 
(1966a, 1966b), Pasinetti (1964, 1966a, 1966b), Kaldor (1966) and Robinson 
(1966). 

2. Steve Marglin has remarked to me that this a quite unrealistic feature and 
suggested clarifying this point. The fact is that capitalists' saving function is 
linear since, following a long tradition, it has been assumed to be a function of 
capitalists' profit only. If, on the contrary, it were a function of several price 
variables, then it would be homogeneous of degree one with respect to all these 
variables and, as a consequence, it would not need to be linear in the capitalists' 
profit. Just as an example, let 

i.e. capitalists' saving as a function of both their income (Pc) and their wealth 
(Kc)· The consequences of this saving function (and of the workers' saving 
function analogous to it) are briefly summarized in the appendix. 

3. This fact has not always been crystal clear: Samuelson and Modigliani (1966, 
p. 269), for instance, did not mention this assumption when they reported 
'Pasinetti's Theorem', nor did Kaldor (1978, p. xv) in summarizing the debate 
when introducing volume 5 of his Collected Economic Essays. Pasinetti (1962), 
nevertheless, was aware of the importance of this assumption, which, he said, 
'implies . . . that, in the long run, profits will turn out to be distributed in 
proportion to the amount of savings which are contributed' (p. [189]), i.e.: 

which implies 

and since 

S =I""" nK 

eq. (6) is immediately obtained independently of assumptions on workers' 
saving habits. 

4. The fact that Kaldor obtained a different result for the profit rate calls for an 
explanation. Pasinetti's (1962) suggestion was that Kaldor had slipped on the 
simple truism that people who save accumulate capital and then receive profits. 
But Samuelson and Modigliani (1966a) remarked that 'there need not be a 
"logical slip" in the Kaldorian model, if it will merely assume that the propen
sity to save out of income from capital is sc v:hether that income is received by 
capitalists or by workers. This hypothesis, which may or may not be empirically 
sound, is certainly not logically self-contradictory'. Following this remark, 
Gupta (1977) and Muck! (1978), rectifying Maneschi (1974), have clarified that, 
if the rate of interest is equal to the rate of profit, Kaldor's saving habits require 
that 
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where sw is the saving ratio out of wages; and Fazi and Salvadori (1981) have 
shown that if the rate of interest is lower than the rate of profit, the Kaldorian 
model is perfectly consistent. Thus, the Kaldor model cannot be in the class of 
models analyzed in this section. 

5. Many of the authors who have dealt with these issues so far have excluded the 
possibility of an equilibrium along the stretch BD. The usual reason given has 
been that, along BD, r >~and therefore sKJ'c > n, implying a rate of growth 

Sc c 
for capitalists' capital higher than the natural rate of growth n. This argument 
does not appear completely convincing since, as Fazi and Salvadori (1985) have 
remarked, if capitalists' capital does not exist from the beginning, then a 
hypothetical one-class equilibrium could exist also along the segment BD. On 
the contrary, a one-class equilibrium could exist along the segment AB even if 
two classes are contemplated at the beginning of the story. 

6. A partial extension of this analysis to joint production can be found in Salvadori 
(1988, appendix 2). 

7. A more intuitive argument could be the following. Assume that 

r < r v(r) < 1, 
r + f(r) 

then there would be a two-class economy if capitalists consume the same 
commodities and in the same proportions as consumed by workers. Then let 
capitalists' consumption pass smoothly from the workers' consumption basket to 
their own: The output/capital ratio can rise or fall, but it cannot fall below the 
45° line; neither can rise over the AD curve. The former fact is obvious since r < 
R, the latter would imply the existence of a capitalists' consumption basket such 
that v~r) would cut the AD curve at B, i.e. the existence of a one class 
economy would hold. Hence a contradiction. A similar argument holds if 

r > r v(r). 
r + f(r) 

8. I am assuming that function F(P w• W) is continuously differentiable. If it is not, 
some qualifications are needed. I will limit myself to giving an example: 

i.e., 

f(r) = 

Sc + 3a W + Sc + U p 
4 2 w 

4n- 2(sc + a)r 
Sc + 3a 

"ff w > 2 I p -
w 

"ff w < 2 I p -
w 

iff r < __ n __ 
- Sc + 2a 

iff r > __ n __ 
- Sc + 2a 
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10 Corporate Behavior, 
Valuation Ratio and 
Macroeconomic Analysis 
G. Abraham-Frois 

The introduction of the corporate sector into the post-Keynesian theory of 
distribution has been worked out by Kaldor in an appendix to his 1966 
paper, named, for obvious reasons 'a neo-Pasinetti theorem'. Some refor
mulations, and precisions will be useful here before coming to comparisons 
with other approaches or formulations (especially Marris, 1964, 1971; 
Kahn, 1972; Wood, 1975; Tobin, 1969). 

1 A NEO-PASINETTI THEOREM 

Kaldor, in the appendix to his 1966 paper (neo-Pasinetti theorem), exam
ines Pasinetti's proposition that 'the rate of profit, in a true long-run 
Golden Age equilibrium, will be independent of the rate of savings of 
"workers"'. Two main difficulties appear: first, it is 'very long run'; 
second, 'it assumes that workers spend the same fraction of their income, 
irrespective of whether it accrues to them as property income or wages'. 

Capital gains, and consumption on capital gains, must be taken into 
account. So, supply and demand of securities are introduced in a very 
simple way which must be briefly recalled here. 

Wage and salary earners save (through pension funds and insurance 
companies) some fraction of their income during their working life and 
consume it in retirement. So long as population and income per head are 
rising, savings of the working population must exceed the dissavings of the 
retired population by an amount which can be expressed as some fraction 
sw of current wage-and-salary income. Kaldor assumes further that sw is 
net of personal investment in consumer durables, i.e. in housing. 

Shareholders' net consumption out of capital (i.e. their consumption out 
of their dividend income) is some fraction, c, of their capital gains G. 

Corporations (1) decide on retaining a fraction sc of their profits, (2) 
decide in addition to issue new securities equal to some fractionf(lfl < 1) 
of their current investment expenditure gK (K = capital, g = the growth 
rate). 

190 
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Hence the general equation for corporate investment (investment is 
financed either by retained profits or by new securities issued): 

gK 
with P 

gK 
r 

scP + fgK 
rK (r = rate of profit), one gets: 
scrK + fgK 
g(1 -f) 

(1) 

One can remark here that equation (1), which is very important in all 
analysis of corporate behaviour and investment (cf. for instance Wood, 1975), 
does not appear at this stage of analysis in Kaldor's formulation. This equation 
appears later in Kaldor's presentation, to which we can now return. 

Equilibrium on the Securities Market 

Demand of securities: sw W. 
Supply of securities: cG (sale by shareholders of already existing securities 
resulting from consumption of their capital gains) + igK (issues by corpor
ations of new securities). 

Equilibrium on the securities market then requires: 

(2) 

If N = number of shares, p = price per share, G = N. D,.p (change in the 
market value of securities). 

'Valuation ratio' V is defined as 'the relation of the market value of 
shares to the capital employed by the corporations (or the "book value of 
assets")': V = pNIK (hence Vis identical to Tobin's famous q; moreover, 
price-earning ratio is just equal to the valuation ratio divided by the rate of 
profit!). With the assumption of a constant valuation ratio (Kaldor is 
looking for an 'equilibrium value' of V), one gets: 

V 6.K- p6.N = N 6.p = G (3) 

Since 6.K = gK and p6.N fgK (external financing for part of 
corporate investment): 

G = VgK- fgK = (V- f)gK (4) 

Combining (2) and (4): 

swW- c(V- f)gK = fgK (5) 
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Equilibrium on the Product Market 

Investment= gK; saving appears as the sum of corporate savings (scP) and 
personal savings: saving on wages minus householder's dissaving because 
of consumption on capital gains (dividend income does not appear in the 
equation since K has supposed that capitalists (or shareholders) 'overspend 
their current (dividend) income'). Hence: 

(6) 

Subtracting (5) from (6), one gets: 

Since P = rK:::? r 
g(1 -f) 

(1) 

and 

V = __!_[ Sw _K_-~ (1 -f) - /(1 - c)] 
C g K Sc 

(7) 

Interpretation 

Hence, given the savings coefficients (sw and sc) and capital gains consump
tion coefficient, there will be a certain valuation ratio V which will secure 
just enough savings by the personal sector to take up the new securities 
issued by corporations. Net savings of the personal sector depends not only 
on the savings propensities of individuals but on the policies of corpor
ations toward new issues. 

In the absence of new issues f = 0 -l- swW = cG(2'). In this special case 
V = 1 [ Sw Y - Sw ] (7') and r = gfsc (1'). 

C g K Sc 

Kaldor suggests that in this special case where f = 0, equation (1) 
reduces to the simple Pasinetti formula. However, such an interpretation is 
false. Corporations in the Kaldor models cannot be identified with the pure 
rentiers/entrepreneurs of the Pasinetti model, Pasinetti's theorem specifies 
personal distributions which are compatible with steady-state growth equi
librium while the neo-Pasinetti theorem deals with functional distributions. 
Moreover, in Pasinetti's model valuation ratio is always equal to unity. 
'Since there is no pure rentier in the Kaldor model, no form of the Pasinetti 
principle can arise therein' (cf. S. J. Moss, 1978, p. 311). Equation (1') 
seems quite similar to Pasinetti's formulation but there is no retention ratio 



G. Abraham-Frois 193 

in Pasinetti's analysis. So equation (1) is in no sense a generalization of the 
Pasinetti theorem. It is simply different. 

As noted by Kaldor, the issue of new securities by corporations (f > 0) 
will depress security prices (i.e. V) 'just enough to reduce the sale of securities 
by the dissavers sufficiently to induce the net savings required to take up 
the issues. Iff were negative and the corporations were net purchasers of 
securities from the personal sector . . . the valuation ratio would be driven 
up to the point at which personal savings would be negative to the extent 
necessary to match the sale of securities to the corporate sector' (Kaldor, 
1966, pp. 310-11) in such case swW- cG = fgK < 0. 

2 DIFFERENTIAL SAVING PROPENSITIES 

Kaldor's analysis may be easily generalized. Household saving behaviour is 
in fact dependent on the form in which income is received, it may be 
convenient to distinguish between saving propensity out of wages sw, 
saving propensity out of dividends (distributed profits) sP, and capital gains 
sg, with, by assumption 1 > sg > sP > sw > 0. (It has been estimated that for 
the United States Sw = (0.02-0.05), sP = (0.05-0.7) and sg = (0.9-1.0) 
(cf. Arena, 1965; Sato, 1971; Moore, 1973).) 

Total saving is then the sum of corporate saving scf' and of personal 
saving: saving on wages plus saving on distributed profits minus consump
tion on capital gains. Hence the equation of equilibrium in the product 
market: 

With, from (1), scf' = scrK = gK(1 -f), and using the definition of 
G (cf. (4)) 

and of course Y = W + P: 

gK - fgK + Sw(Y - P) + sp(1 - Sc)P - (1 - Sg)(V - f)gK = gK 

Rearranging terms, there appears the general formula: 

V = _1_[ SwY + (1- f)[sp (1- Sc)- Sw] -sJ] 
gK 

(8) 

Of course, if sP = 0 (all dividends consumed - which is Kaldor's 
assumption) and with c = 1 - sg, we are obviously back to (7). But a 
second particular case must be examined; if we assume that there is only a 



194 Corporate Behavior and Macroeconomic Analysis 

single savings propensity sk for the household sector which applies equally 
to wages, dividends and capital gains, we obtain from (8): 

v = 1 [skY+ (1 - f)[sk - sksc - sk] - sd] 
1- sk gK Sc 

= 1 [skY- sk] = sk [ __!__- 1] 

1- sk gK 1- sk gK 
(9) 

which is the formula obtained by Kaldor (with these particular assump
tions) in n. 8 of his appendix in the 1966 paper. This is of course a very 
great simplification, but this interesting reformulation must be handled 
with great care since it is only in this particular case that the valuation ratio 
is independent of f. More generally, from (8): 

dV = - [sp (1 - Sc) - Sw + ScSg] = - [sp - Sw + Sc (sg - sp)] < 0 

# ~ ~ 

when sg > sP > Sw and dV/df = 0 in the case of identical savings propensi
ties which applies to all kinds of personal incomes. 

3 FINANCIAL BEHAVIOUR OF COMPANIES AND THE 
NEO-KEYNESIAN THEORY OF DISTRIBUTION 

The purpose of Wood's 'Theory of Profits' (1975) is to explain 'what 
determines the profit margin of the individual firm and the share of profits 
in national income' (p. 1). Some clarification is needed here since, in his 
introduction, the author says that there should not be any confusion 
between neo-Keynesian theory of the determination of the share of profits 
and his own position. 

'Confusion between them may arise because both postulate that profits 
are in some sense determined by investment. But the mechanisms involved 
are completely different,' (op. cit. p. 14). 'The nature of the causal link 
between investment and profit is not the same in the two sorts of theories. 
For the present theory [Wood's theory] revolves around the relationship 
between profits and the availability of finance, an issue which is tangential 
to the neo-Keynesian theory, while the neo-Keynesian theory revolves 
around the relationship between the share of profits and the average saving 
propensity, an issue which is tangential to the present theory' (ibid.). 

However the main part of Wood's propositions seem quite compatible 
with Kaldor's position. This is quite obvious when Wood studies 'The 
financial behaviour of companies' (cf. ch. 2). Three ratios are consequently 
defined: 
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1. The gross retention ratio . . . ratio of internal finance (retained earnings 
and depreciation provisions) to profits. This ratio denoted by the letter r 
in Wood's notation does not appear to be different from previously 
defined ratio sc 

2. The external finance ratio, defined as the ratio of external finance (new 
borrowing and share issues) to investment and denoted by the letter x 

3. The financial asset ratio, defined as the ratio of the acquisition of 
financial assets (cash, marketable securities, etc.) to investment and 
denoted by the letter a (our notation) 

If P is the level of profits and I the level of investment, the company's 
total outlay on capital account is (1 + a)I, this being the sum of its 
investment and of financial assets. Total amount of external finance is xi; 
the remainder of the outlay (1 +a- x)I must be financed internally, so it 
must be equal to the amount of internal finance scP. Thus it follows: 

scP = (1 + a - x) I 

and: 

P = (1 +a-x) I (10) 

With P = rK, I = gK, f = x - a we are back to (10) and Kaldor's 
formulation. There remains an (apparent) difference since this formula 
appears as the point of departure of Wood's analysis; in Kaldor's ap
proach, as already noticed, formula (1) appeared as derived from (5) and 
(6), conditions of equilibrium on product market, on one hand, and 
securities market, on the other hand. But, as already said, equation (1), (5) 
and (6) are compatible, since dependent on each other (two independent 
equations); hence, there does not seem to remain any difference, on this 
point, between Kaldor's and Wood's approach. 

However, there remains at least a second point of opposition. When he 
studies 'The share of profits in national income' (ch. 4, op. cit.), Wood tries 
to combine two distinct determinations of this share of profit Jt = PlY. The 
first one is derived from (10) or (1) (since there is no opposition between 
them, as already shown): 

Jt = P = (1 + a - x) I = 
Y Sc Y 

(1 + a - x) sY = (1 + a - x) s 

Sc Y Sc 
(11) 

But there is a second determination which arises from the 'neo
Keynesian theory of distribution'; there is a well-known relationship 
between average propensity to save s and share of profits Jt: 
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(12) 

Combining (11) and (12), the usual degree of freedom is now lost; the 
share of profits (and the rate of profit) is now independent of the growth 
rate: 

n = Sw 

sc/(1 + a - x) - sP + Sw 
(13) 

to be compared to the 'basic equation of the neo-Keynesian theory of 
distribution': 

n = 1 g !5._- Sw 

(sp - Sw) Y (sp - Sw) 
(14) 

Alternatively, says Wood (p. 117), one could regard total savings as the 
sum of retained profits and savings out of household income. The relation 
between sand n would therefore be (our notation): 

(12') 

and 

sk 
Jt = -----~-----

sc[l/(1 + a - x) - (1 - sk)] 
(13') 

where sk is defined as 'the propensity to save out of household income, 
which we shall assume for simplicity to be independent both of the 
composition of the household income and of the extent of capital gains on 
ordinary shares caused by the retention of profits'. In our notation, this 
means that s8 = 1, and V ~ oo. 

Using this same assumption, since equations (1) and (12) or (12') are 
supposed to be two independent relationships in n and g, (and of course in r 
and g) Bortis (1982) has analyzed existence and stability of growth equi
libria in Wood's model (cf. also Lavoie, 1987, ch. 7). But since it implies 
that there is no wealth effect in consumption behaviour, it seems quite 
difficult to go along this line. In his 1975 paper, Moore has suggested that 
because the propensity to save out of capital gains income is extremely high 
(s8 > 0.95), 'changes in equity prices and in V must operate primarily 
through their effect on investment expenditures rather than consumption 
expenditures in order to restore equilibrium in the market for current 
output' (1975, p. 876). For further examination of this point, it may be 
useful to analyze now the relation between valuation ratio, growth of firms 
and investment. 
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Moreover, there appears a much stronger reason to reject this part of 
Wood's analysis, which is simply wrong on this last point; the two determi
nants of the share of profit are not really distinct ones. As already stated, 
the first determinant (11) is equivalent to Kaldor's equation (1), which is 
derived from equations (5) and (7). When one deals with rate (or share) of 
profits and valuation ratio, and since equation (7) is based upon a differen
tiated saving function quite similar to Wood's equations (12) or (12'), there 
simply does not exist two distinct determinations of n, but just one. 

4 VALUATION RATIO AND GROWTH OF FIRMS 

The relation between valuation ratio and growth of firms has been 
throughly studied by Marris, 1964; Kahn, 1972; Odagiri, 1981. In his 
'Notes on the rate of interest and the growth of firms' (1972) -which, 
incidentally, refers to Marris, Marris and Wood, Robinson, Penrose, but 
not to Kaldor - Kahn defines return on share as equal to current dividend 
plus appreciation of share's price. With the assumption of indifference as 
between dividends and capital appreciation, this means that 'in a perfect 
capital market the rate of return on all shares will be equal' (Kahn, 1972, 
p. 211). Rate of interest i is defined as the return on shares, that is: 

iVK = (1 - Sc) p + G = (1 - Sc)P + (V - ngK (15) 

The degree of freedom of the model is thus preserved, since the above 
expression adds both an unknown i and an independent equation (cf. 
Moss, 1978). Equation (15) may be written as: 

or 

= (1 - sc)P + (V - ngK = (1 - sc)r + (V - ng 
VK VK 

r- rsc- fg + g 
v 

Since (1)-+ g = rsc + fg 

= r-g +g 
v 

V = r- g 
i- g 

v 

(16) 

(17) 
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If r = i (Pasinetti's case) V = 1. Another special case appears in golden 
rule equilibrium; with r = g, (16) ~ i = g ( = r) no matter what may be the 
value of V. But it is only these very particular assumptions that r = i. 

Let us consider the case of a rate of profit below the rate of interest: r < i 
and then V < 1. The growth of firms is then questioned. The first reason is 
quite obvious from (17): dV/dg = (r- i)l(i -g)2 < 0 when r < i; so any 
increase in the growth rate would endanger valuation ratio; according to 
Kahn, 'in so far as the management have any feeling of loyalty towards the 
shareholders, the rate of growth will be pushed below the level which 
would be established if the rate of interest were equal to the rate of profit' 
(Kahn, 1972, p. 218). But, according to Kahn, a more powerful factor 
restraining growth is the fear of a 'take-over'. The risk of 'take-over' which 
is generally negligible when the rate of growth is low, increases in a 
significant way with the growth rate. 

In chapter 12 of The General Theory, J. M. Keynes deals with this 
relationship between valuation ratio and investment rate: 

But the daily revaluations of the Stock Exchange, though they are 
primarily made to facilitate transfers of old investments between one 
individual and another, inevitably exert a decisive influence on the rate 
of current investment. For there is no sense in building up a new 
enterprise at a cost greater than that at which a similar existing enter
prise can be purchased; while there is an inducement to spend on a new 
project what may seem an extravagant sum, if it can be floated off on the 
Stock Exchange at an immediate profit. (p. 151) 

What are now the implications of a rate of profit which is above the rate 
of interest? With r > i V = (r - g)l(i - g) > 1 for g < i < r. The two 
limiting cases are g = 0 and g = i. In the first case, V = r/i for g = 0 and V 
::::} oo when g ~ 1; here dV/dg = (r - i)!(i - g)2 > 0. It is quite clear that V 
is negative for values of g between i and r, and becomes positive again for 
values of g that exceed r. But 'these algebraic results have no economic 
significance' (Kahn, 1972, p. 219). 

This seems to imply that there will be no investment when V < 1, not 
that investment is related to V (or q). As a matter of fact, Keynes himself, 
in the above quotation often used by Tobin, seemed to go to the second 
conclusion. In a short note of the same page, he adds that in his Treatise on 
Money he ... 

pointed out that when a company's shares are quoted very high so that it 
can raise more capital by issuing more shares on favourable terms, this 
has the same effect as if it could borrow at a low rate of interest. I should 
now describe this by saying that a high quotation for existing equities 
involves an increase in the marginal efficiency of capital and therefore 
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has the same effect (since investment depends of a comparison between 
the marginal efficiency of capital and the rate of interest) as a fall in the 
rate of interest (ibid.). 

So, we are here back to the traditional comparison between rate of 
interest and marginal efficiency of capital, which, according to J. M. 
Keynes, is just another, and simpler, way of relating growth rate, or 
investment rate, to valuation ratio. One might wonder why Kaldor was 
preoccupied with consequences of valuation ratio on saving and consump
tion while J. Tobin analysed its consequences on investment. But this is 
another question. The only relevant conclusion seems to be that a super
unitary valuation ratio (V > 1) is a necessary condition for sustained 
growth. 

5 SAVING AND INVESTMENT 

There seems to be some contradiction, which should be further analyzed, 
between positive shares condition and a super-unitary valuation ratio. 
With his original formulation, Kaldor concludes that, 'given the Pasinetti 
inequality gK > swY, V < 1 when c = 1 - Sw, i = 0; with i > 0 this will be 
true a fortiori' (1966, p. 311). And when he assumes that there is only a 
single savings propensity for the household sector which applies equally to 
wages, dividends and capital gains, and denoted sb the same conclusion 
holds: 'this implies that V < 1, when skY< gK' (ibid.). 

Since Kaldor does not insist upon the necessity of a superunitary valu
ation ratio for sustained growth, no contradiction appears. However, if we 
take into account this necessity, there should be a contradiction . . . which 
disappears (cf. Moss, 1978) with a more precise formalization of non
negative profit share. 

With the assumption of a uniform savings propensity for the household 
sector sb the savings = investment equation can be written: 

Hence: 

P = [ 1 + (1 - sk)(V -f)] gKIY- sk 
Y (1 - sk)sc (1 - sk)sc 

(18) 

and: 
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P > 0 ~ gK > sk 
Y Y 1 + (1 - sk)(V -f) 

(19) 

From 

v ~[_r_-1] (9) 
1- sk gK 

V > 1 ~ sk _r_> 1 or gK < sk 
gK y 

(20) 

Quite clearly, there is no incompatibility between (19) - condition of 
positive share profits - and (20) - condition for a superunitary valuation 
ratio when sk > 0 and V > 1 >f. Kaldor's error lay to condition gK > swY 
(21) whereas it was the condition (19) which was relevant. The original 
Pasinetti's conditions follow from setting V = 1 andf = 1leaving so gKIY 
> sk (19'). 

There is furthermore no incompatibility between the condition for 
positive share profits and the condition for a valuation ratio larger than any 
arbitrary, non negative constant k. Under the simplified assumption of a 
uniform savings propensity for the household sector (for a more general 
treatment cf. Moss, 1978), the proof of this proposition follows by setting 
the right side of formula (9) greater than k, which yields: 

sk [_!_ - 1] > k 
(1 - sk) gK 

(21) 

or 

(22) 

condition which is clearly compatible with (19) since 

(23) 

is equivalent to: 

(24) 

or 1 + v- f> k 

which is always true, since sk E [0 1 ], when V > k and f < 1. 
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So, two conclusions appear; the first one, as already stated, is that there 
is no contradiction between the two conditions of positive profit shares on 
one hand and of a sustained growth rate (superunit valuation ratio) on the 
other; but the second conclusion is that there is a change of sense, and of 
significance, in the usual 'cambridgian' unequalities. 

It is well known that under Pasinetti-Kaldor's usual assumptions, sw < 
1/Y or sw < gKIY is a necessary condition for nonnegative profit share; so 
savings propensity on wages must be inferior to a certain critical proportion 
given by investment rate to national product. Condition sk > gKIY (20), 
which is a necessary condition for sustained growth (and, once again, not 
contradictory with positive profit-shares condition) is quite different, since 
it is concerned with household behavior (the simplified assumption of a 
uniform savings propensity may be generalized to differentiated propen
sities to save according to different types of revenue; cf. Moss, 1978). But 
the main point is that households savings propensity must here be superior 
to the (same) critical ratio of investment rate to national product. 

This must be compared with what seems to be a neo-Keynesian, or 
neo-Cambridgian line of reasoning according to which 'those who control 
the means of production determine all of the real variables of the system, 
including the functional distribution of income' (Moss, 1978, p. 316). 
According to Joan Robinson, 'the Keynesian models (including our own) 
are designed to project into the long period the central thesis of the 
General Theory, that firms are free, within wide limits, to accumulate as 
they please, and that the rate of saving of the economy as a whole 
accommodates itself to the rate of investment that they decree' (Robinson, 
1962, pp. 82-3). However, condition (20) implies that household behavior 
does matter; it does not seem that firms do accumulate as they please. 

Moreover, the opposition between classical (or neo-Classical) views and 
Keynesian lines must be reexamined. Neo-Keynesians usually consider 
investment decisions as independent from households' saving behaviour 
although the neo-Classical position has frequently maintained that invest
ment is derived from saving. In the above presentation, where investment 
decisions appear as independent from saving behaviour, a given growth 
rate cannot be sustained however if valuation ratio is too low, i.e. if 
households savings are unsufficient, curbing down Stock exchange prices, 
valuation ratios and investment projects. Hence, in an economic system 
where financing problems are taken into account, one cannot deny some 
interdependence between investment and saving decisions. 

6 FINANCE WITHOUT MONEY? 

It may seem rather peculiar to consider general problems of finance 
without taking into account, explicitly at least, any kind of monetary 
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analysis; worse, after further examination, Davidson observed: 'Kaldor's 
statement is truly a surprising volte-face for Keynesian theory, especially 
since it is a neo-Keynesian of Kaldor's stature who appears to be implying 
that ... the level of security prices (i.e. the rate of interest) will cause 
aggregate personal consumption just to fill the gap between the full 
employment level of output and investment spending.' He goes on '. . . it 
would appear, at first blush, that Kaldor has unwittingly resinstated the 
deus ex machina of the neo-Classical system - the rate of interest - as the 
balancing mechanism for creating 'forced spending' if necessary, to main
tain full employment' (Davidson, 1972, p. 300). 

However this objection does not seem relevant (cf. Leonard, 1979, p. 
135, Lavoie, 1987, p. 189) since full-employment is not a necessary as
sumption for Kaldor's analysis. But there is another, and more important, 
point in Davidson's book to which we must come briefly now; household 
saving decisions are independent of household portfolio balances or 
liquidity preference decisions so that there is no reason to write (as seems 
to be implied by Kaldor's equations) that households want only securities, 
and never money. When household's demand for money is taken into 
account, determination of securities' price, and valuation ratio, comes out 
in a much more complicated way. 

Anyway, part of the question had already been met by Robinson, when, 
in a brief account of Kaldor's model, she wrote: 'the banking system is 
assumed to be generating a sufficient increase in the quantity of money to 
offset liquidity preference at the rate of interest at which net saving out of 
incomes paid to households, taken as a whole, is equal to net borrowing by 
firms' (Economic Heresies, 1971, p. 123). So according to this quotation, 
what is just missing in Kaldor's formulation is an explicit treatment of the 
money market. 

Moreover, one may stress another point; the 'rate of interest' with which 
we have dealt until now is just an implicit rate which has just been 
'calculated'. When money is explicitly introduced in the model, with 
preference for liquidity, the rate of interest which will appear will have, of 
course, another, and more normal, meaning. Even in the simplest case 
where there are just two financial assets, say money and securities, house
holds will have of course to chose between those two assets. If the explicit 
rate of interest is fixed i = i we have now a new equation in the model and 
the remaining degree of freedom is now lost. From equation (16) we can 
write: 

r = iV + g(1 - V) 

and, with r = (1 - f)glsc we have now two independent equations for two 
unknowns r and g so that there should be complete determination of r and 
g. However, in a more precise formulation, it should appear that f is not 
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exogeneously determined; instead we should have f = f(i) with df/di < 0. 
Since dV/df < 0 (cf. supra), the determination of V, and stock-exchange 
variations, are certainly much more complicated than in the ultra
simplified Kaldor's formulation. Anyway the relation between r and g still 
holds true (with f depending on i, of course), the adjustment laying on V, 
of course. And, as already said, for a positive rate of accumulation we need 
a superunitary valuation ratio and this call for a 'sufficient' propensity to 
save from households. 

Household behavior does matter; firms are not exactly free to accumu
late as they like. For each firm, there should be no confusion between rate 
of (capital) accumulation and rate of growth, since it is always possible to 
have growth without accumulation. On the macro-economic side, things 
look different; too low a valuation ratio resulting from unsufficient demand 
for securities from households will imply an impossibility for a positive 
accumulation rate. 

If quotations get too low - under a critical point corresponding to a 
unitary valuation-ratio - because of households' demand and/or central 
banks' policies, investment process could be seriously damaged. Of course, 
for such a situation to develop, plunge in stock prices should be both 
considerable and lengthy. Both conditions do not seem to have been met 
after 1987's crash. 

Notes 

1. P.E.R. being defined by market value of share/net profit by share and valuation 
ratio V (= q) by market value of share/ accounting value (per share) of capital 
employed, one gets: 

V P.E.R. X net profit by share = P.E.R. x rate of profit 
accounting value (by share) 

V P.E.R. x r ~ P.E.R. = VIr 
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Part IV 
Money and Macroeconomics 



11 The Endogeneity of 
Money 
H. P. Minsky 

One cannot conceive of the short rate being 'determined' in any other 
way than through the discount rate, or the open- market policy, of the 
central bank. Indeed, it is only through their power to control the whole 
range of short term interest rates that the monetary authorities can be 
said to 'control' the supply of money in its broader sense. 1 

1 INTRODUCTION 

It was uncharacteristic of Nicholas Kaldor to take an ambiguous stand on 
any issue, but in the above it is not clear where he stood on the question of 
the endogeneity or the exogeneity of money, or whether he believed it to 
be of importance. In his later writings on money he viewed the attempt to 
control the path of nominal aggregate demand by controlling the path of an 
arbitrarily defined money supply - the fundamental policy posture of 
monetarism - as a 'scourge'. 2 If monetarism was a 'scourge' then the 
authorities by operating on interest rates could determine the supply of 
money (money supply is exogenous), but the overall impact of such 
policies was so adverse that it was not wise to do so. Once the price of 
monetarism became evident the authorities would have to accomodate the 
markets (money supply is endogenous). 

We, with hindsight, know that Kaldor was correct in viewing attempts to 
determine the 'supply' of money by the central bank as ill advised. The 
price in the late 1980s of both theoretical and practical monetarism, as 
advocated and practiced in the United States and Britain in the early 1980s, 
was high. 3 

The monetarist experiments of the 1980s produced two types of evidence 
supporting the view that the supply of money is ultimately endogenous. 
One centers around the development of conditions in financial markets 
that are interpreted as threatening a financial disaster: the fear is that a 
debt-deflation process as described by Irving Fisher may be set off. 4 This 
threat forces the authorities to intervene and refinance the institutions and 
market participants who are at risk. This process supplies banks with 
reserves and therefore with the wherewithal to expand the money supply at 
a rate determined by the needs for financial stability. 5 

207 
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The second route to endogeneity of the money supply focuses on 
bankers and other players in financial markets as entrepreneurs who seek 
profits by innovating, by developing new ways to finance positions in 
existing assets and investment (the creation of new assets). Financial 
innovation also involves the creation of new assets for the portfolios of 
both individuals and institutions. These new portfolio assets may well take 
on the characteristics of money. 

This second route emphasizes the changing nature of what passes for an 
economy's money supply. It leads to an emphasis upon the credit or asset 
side of the balance sheets of financing institutions. The demand for credit 
takes the form of proposals to finance that bankers first promote and then 
either accept or reject. Those proposals that meet the banker's standard of 
the time will be financed and the funds for this financing will be pulled out 
of the existing stocks of short term financial assets. Furthermore financing 
leads to the generation of new types of financial instruments that are 
accepted into portfolios. 

There are periods in history and economic conditions where the money 
supply was mainly endogenous and other periods and conditions where the 
money supply was largely exogenous. Understanding what conditions 
makes money endogenous or exogenous is of vital importance for the 
authorities who guide monetary, fiscal and institution structure policies. 
Typically the money supply is in part endogenous and in part exogenous. It 
is necessary to recognize that interventions that are apt in one set of 
circumstances may well be inept in another set. 

As a consummate economic theorist Kaldor instructed us on the com
plex interdependencies that characterize economic systems. Complex in
terdependencies imply that if a policy instrument is used to force a 
particular alignment of a targeted set of economic variables, variables 
other than those targeted will be affected. As a result the outcomes and the 
resulting distribution of the costs and benefits from the policy interventions 
may well differ, typically adversely, from what the policy makers had in 
mind when they initiated their operations. The United States' experiment 
with practical monetarism is an example of a policy posture that led to 
unanticipated undesirable outcomes. 

When Kaldor linked the control of the supply of money by the monetary 
authorities to 'their power to control the whole range of short term interest 
rates' he was recognizing that there are markets in which the various 
instruments that enter into any measure of the supply of money are 
brought into being and that the monetary authorities can affect the out
come in these markets only as its operations impact upon these markets. 

Monetary authorities operate as banks. As such they either exchange 
their liabilities for assets (they lend or invest) or they guarantee some 
liabilities (they endorse). The terms on which the authorities operate set 
the prices of particular assets and therefore the present price of some 
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future assured or contingent cash flows. Arithmetically this is equivalent to 
setting particular interest rates. If the authorities back off from this limited 
view of what they can do and try to set something called a quantity of 
money then the impact on system performance and relative asset prices of 
the interest rate or exchange rate patterns that result are likely to force the 
hand of the authorities, if not immediately then in time, as undesired side 
effects become evident. The dramatic breakdown of Mexico and the Penn 
Square debacle in 1982 forced the Federal Reserve to abandon monetarist 
postures. 

The issue of the exogeneity/endogeneity of money is therefore linked to 
how financial and banking markets are intertwined one with the other, the 
linkages of these markets to the rest of the economy and whether the 
financial market institutions and operators are mechanical reactors or 
whether they are entrepreneurial profit seekers. In addition the exogeneity/ 
endogeneity of money issue is linked to the analyst's conception of the 
economic process. If the analyst's priors are that the monetary mechanism 
determines only the price level and the rate of change of the price level, 
then the view would be that the money supply is exogenous: the neoclassi
cal vision and the exogeneity of money are linked. If the priors are that the 
monetary mechanism is a main player in the determination of investment 
and through investment the level of aggregate demand then the monetary 
supply is endogenously determined in the financing processes: the Keyne
sian vision goes along with the endogeneity of money. In a sense the 
linkages are 

exogeneity <-->neutrality and endogeneity <--> non-neutrality.6 

2 CAPITALIST FINANCIAL PROCESSES 

In Nicholas Kaldor's introduction to a collection of his papers, 'Essays on 
Economic Stability and Growth,' Keynes's contribution is identified as 
providing 'a new way of approaching the economic problem - focusing 
attention on the relationships between a limited number of strategic 
aggregates - which proved extraordinarily potent in stimulating further 
speculation along paths that have brought economists progressively closer 
to understanding how capitalist economies work'. 7 

An implication of Kaldor's interpretation of Keynes's contribution is 
that The General Theory is misnamed, for as it is relevant only to capitalist 
economies it is A Special Theory. The special nature of The General 
Theory was recognized by Keynes in the much neglected short and deep 
first chapter of The General Theory, which in its entirety reads: 
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Chapter 1 

THE GENERAL THEORY 

I have called this book the General Theory of Employment, Interest and 
Money, placing the emphasis on the prefix general. The object of such a 
title is to contrast the character of my arguments and conclusions with 
those of the classical theory of the subject, upon which I was brought up 
and which dominates the economic thought, both practical and theoreti
cal, of the governing and academic classes of this generation as it has for 
a hundred years past. I shall argue that the postulates of the classical 
theory are applicable to a special case only and not to the general case, 
the situation which it assumes being a limiting point of the possible 
positions of equilibrium. Moreover, the characteristics of the special 
case assumed by the classical theory happen not to be those of the 
economic society in which we actually live, with the result that its 
teaching is misleading and disastrous if we attempt to apply it to the facts 
of experience. 8 

This insight leads to a need to specify what exactly is 'the economic 
society in which we actually live'. As Joan Robinson was given to saying, 
Keynes wrote about capitalism. A generic capitalist economy is one in 
which private ownership of the means of production results in incomes to 
owners that in each case depends upon how a particular set of capital 
assets, organized in firms, performs in some markets. The particular 
capitalist economy that ruled in Keynes' time was a small government 
economy with a sophisticated and evolving financial structure that had 
Central Banks that were reluctant to intervene. Today's American and 
other rich capitalist economies are big government economies with even 
more sophisticated evolution prone financial structures which have Central 
Banks that are willing to intervene. 

To Keynes a major misspecification by the classical economics of his 
time of the economic society in which he lived centered around the 
treatment of investment as being determined independently of the monet
ary and financial structure: to Keynes the observed variability of invest
ment could not be explained by changes in productivity and thrift. 
Investment could not be divorced from portfolio preferences and financing 
possibilities. The banking system broadly construed had to be taken into 
account. 

The links between money and investment occur in two ways. Portfolios 
hold monetary assets, liabilities of financial institutions, as protection 
against contingencies, as well as assets, or claims upon assets, that enter 
into production. Secondly, investment spending has to be financed. The 
demand for money is a demand for assurance as well as for convenience in 
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transacting. Bankers who earn the trust of the community are able to give 
such assurance: bankers can provide customers with guarantees that funds 
will be available as needed. This enables customers to undertake projects 
that take time to mature into producers of cash flows. For a capitalist 
economy to function well financing and the money supply, which reflects 
the ability of bankers to create generally acceptable liabilities, have to be 
responsive to demand. 9 

The logic of Keynes' theory required money to be endogenous. The 
presentation in terms of a given supply was an expository devise. Unfortu
nately the exogeneity of money became enshrined in the treatment of 
liquidity preference as a demand for money. 

Kaldor gave pride of place in a volume of his collected essays to 
Speculation and Economic Stability, an article which first appeared in 
1939.10 It is a great pity that this truly seminal piece, picking up from 
Chapter 12 of Keynes's General Theory, was half lost in the sweep of 
history that began in September 1939 and was not at the center of the 
discourse on what Keynes was about. This 1939 article could have served to 
anchor an alternative to the mainline Keynesian doctrines that took off 
from Hicks and Hansen. 11 The dichotimization of money and finance from 
income determination, that characterized the development of economics in 
the early post-war period and which gave rise to the now discredited IS-LM 
interpretation of Keynes, need not have occurred if Kaldor's 1939 paper 
had become one of the foundations of the main stream. 12 

In this article Kaldor quite properly identifies the essential characteristic 
of a capitalist economy as the existence of two sets of prices. One set, the 
prices of current output, embodies the method by which current operating 
(mainly labor) costs are recovered. The second, the prices of capital assets 
and financial instruments, are present prices of claims to future incomes 
which differ in their assuredness. This second set dances around more than 
the prices of current output. Asset prices therefore call the tune for the 
demand of the investment portion of current output. 

This second set of prices emerge out of portfolio preferences. As Kaldor 
put it: 'Bonds and shares are perfect objects for speculation.' In Kaldor's 
view speculation is the phenomena of determining those prices which 
reflect the necessarily disparate current views about what conditions will 
rule in the futureY 

Kaldor's emphasis upon speculation as determining the price level of 
capital assets is similar to the uses to which Keynes put the term 'specula
tion': 'Speculators may do no harm as bubbles on a steady stream of 
enterprise. But the position is serious when enterprise becomes the bubble 
on a whirlpool of speculation. When the capital development of a country 
becomes a byproduct of the activities of a casino, the job is likely to be 
ill-done.'14 Keynes' distinction between speculation and enterprise dealt 
with the reasons for holding assets and the turbulence that can enter the 
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price system of assets when the weight of assets priced according to the 
stream of expected earnings declines relative to the weight of assets priced 
according to the expectation that their price will increase (or decrease) 
over a short holding period. 

After the crash of 19 October 1987 and the failure of the market to 
function normally around noon of 20 October 1987 there is little need to 
remind us that the prices of assets that are purchased and held in anticipa
tion of future price increases have no natural resting place once the 
expectation of further price increases diminishes or is transformed into an 
expectation of price declines. 15 Of course expected dividends and retained 
earnings create an anchor for prices, but such an anchor depends upon the 
fall of current asset prices having little or no direct or indirect effect upon 
the aggregate of profit flows. 16 

As a first approximation of Keynes's theory could be interpreted as 
'focusing attention on the relationships between a limited number of 
strategic aggregates'. 17 On deeper analysis the monetary variable is insti
tutionally determined. It's content changes even as the authorities act. 
Keynesian analysis uses the relationships among a limited set of variables 
as a method of focusing attention upon the facets of an economy whose 
historical development in response to market stimuli would tend to be 
similar. 'Money' stands for one such institutional sectoring, labor for 
another, etc. 

3 THE NATURE OF MONEY 

Keynes and Kaldor alike emphasize the actual characteristics of 'the 
economic society in which we happen to live'. In our type of capitalist 
economy money is a liability which emerges out of the financing that takes 
place in the economy. Money in such a construction is an endogenous 
variable, a creature of the functioning of a capitalist economy where 
positions in capital assets and ongoing investment need to be financed. 

One of the oddities of both the standard version of Keynesian theory and 
the various forms of monetarism is the assumed exogeneity of money. 
Exogeneity has two senses. One is to define money as a simple multiple of 
a monetary base, which in turn is controlled by the central bank. The 
second meaning of exogeneity requires that profit seeking activity be 
removed from financial markets and institutions. 

The question of an apt definition of money has taken up a great deal of 
time and attention since the quantity theory was revived in its monetarist
econometric form. 18 Often the definition of money used in econometric 
research was circular. The logic went as follows: theory (the analyst's 
priors) tells us that money determines nominal aggregate demand, money 
concept m; correlates best with the preferred measure of aggregate de-
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mand, therefore money concept m; is money. Furthermore the prior belief 
that money drives nominal income was so strongly held that evidence that 
the money concept that led to the best correlation changed over time was 
taken in stride. A definition of money that is consistent with the institutions 
and the mechanics of money creation and destruction is needed if econom
ists are to get out of the circle. But any such definition need allow for 
changing mechanics of money creation and destruction. But this implies 
that the money supply depends upon profit seeking activity; i.e. money is 
endogenous. 

In our type of economy, especially since gold was demonetized, money is 
always created in an exchange between a borrower and a lender. Recall the 
text book version of the multiple creation of money on the basis of an 
increase in reserves that results from some central bank operation. In each 
step of the geometric series that is summed to get the ultimate amount of 
money that is created, each bank is limited to acquiring assets that are 1-r 
times the clearing gain, where r is the legal or traditional reserve ratio. This 
argument rests upon the usually unstated assumption that there are cus
tomers to whom the bank can profitably lend or from whom the bank can 
safely buy assets equal to 1-r times the clearing gain. It is assumed that 
there are sufficient household, business or government borrowers whose 
promises to repay with interest warrant the bank's acquiring their liab
ilities. This assumption is not necessarily so, $(1 - r) of acceptable deals 
may not be available. 

In the aftermath of World War II, the analysis of banking and the nature 
of money was obscured by the existence of a great stock of short term 
government debt which enabled banks to always be fully invested. The 
existence of a quantity of short term government debt that was large 
relative to the assets that banks could hold meant that there never could be 
a shortage of bankable assets: banks would always be fully invested. 

Furthermore when bank assets are mainly such government debt there 
was no need for banks to have a costly loan acquisition function. The 
overhead of banks could be small relative to the size of their assets: the 
mark up on the cost of money that would make a deal profitable was small. 

Even in the case of banks that hold government debts the model of 
banking which assumes an automatic transformation of bank ability to 
acquire assets into bank monetary liabilities requires that a large stock of 
short term government debt be outstanding. Interest rate risk can act as a 
barrier to a bank being fully invested when long term government debt is 
the available asset. 

It is a truism that each bank lends what it gets even though the banking 
system gets what it lends: this is an implication of the fractional reserve 
nature of banking. However each bank pays for its deposits, either in 
interest or in services. In today's environment, where assets are largely 
loans and banks compete vigorously for deposits, the mark up over the cost 
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of money may well have to be in the neighborhood of 400 basis point for a 
bank to be able to bring 1 per cent of assets down to its after tax profits. 
This is in contrast to the price of money - interest on asset relations that 
ruled when asset and liability acquisition were cheaper. At that time a 200 
basis point spread was often adequate. 

The spread between the interest rate on assets and the cost of money is 
not the only source of profits in banking: banks and other financial 
institutions also can earn fee incomes. One of the effects of the higher 
structure of non-money costs is that banks and other financial institutions 
actively pursue fee income. Inasmuch as fee income is often booked when 
new financing commitments are undertaken, the quest for fee income is 
often a quest for expansion. 19 

In a modern capitalist economy, which is characterized by a complex 
structure of financial markets and institutions money is a bearer instrument 
(negotiable without the permission of the debtor) which emerges out of 
financing relations. The money instrument states a commitment to make 
payments which is so believable that it is generally acceptable within a 
transacting group. Therefore the fundamental property of money is that it 
is a commitment to make payments on the behest of the holder which is 
believable because there are underlying cash flows that will enable this 
commitment to be carried out. This belief exists because financing relations 
always result from cash today for cash later transactions. The instruments 
that the 'money issuer' holds, which are promises for cash later, are 
valuable only as the underlying economic situation makes these cash later 
promises believable. These instruments acquired in the past are generating 
cash flows to the banker; it is these cash flows that make the banker's 
promises believable. 

The legitimacy of a credit based monetary and financial structure rests 
upon the assumption that 'bankers' are qualified to select financing deals 
whose validating cash flows are likely to be forthcoming. 

Furthermore bankers are rich: R. S. Sayers once commented that it is 
the duty of a banker to be rich. Banker are rich because the expected cash 
flows to the banker are greater than the expected cash flows from the 
banker which take place as the owners of bank liabilities exercise their 
option to use their bank assets to make payments. The banker's being rich 
is what enables the banker to interpose a margin of safety between his 
assets and his liabilities. The combination of the purported banker's skill in 
selecting credits, the actuarial properties of a distributed portfolio, and the 
interposition of banker's wealth as a guarantee of performance by a 
bankers liabilities serve to enhance banker's liabilities. This credit en
hancement makes it possible for bankers liabilities to cost less in either 
interest or the value of services rendered than what banker's assets earn: 
bankers therefore manage a fund and earn a fund income. 

The financial structure based upon banker's skill, diversification, and 
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wealth which leads to banker's liabilities being very much greater than 
banker's balance sheet wealth is unstable for it is vulnerable to asset 
revaluations, shortfalls of underlying cash flows, and fraud. The modern 
banking process always includes some methods by which a bank can 
increase the cash flow in its favor by selling or pledging assets: money 
markets are the arena in which such cash flow management takes place. 

Central banks exist to assure that such cash acquisition can take place 
even if asset revaluations and the underlying cash flows are adverse: central 
bank interventions have even taken place to paper over questionable 
behavior when it is believed that the consequences would be disruptive. 

4 SECURITIZATION 

Kaldor consistently argued that 'new forms of financial intermediaries or 
transactions will appear which will cause the situation continually 'to slip 
from under the grip' of the monetary authorities', whenever the authorities 
tightened controls.20 The emergence of securitization of assets that pre
viously were in institutional portfolios, in a regime where the asset carrying 
but not the paper originating capacity of financial institutions was con
strained, illustrates the depth of Kaldor's comprehension of capitalist 
processes as integrating real and financial practices. 

The late 1980s emergence of securitization is a phenomena that validates 
Kaldor's insights about the fundamental impotence of central banking in a 
capitalist economy with a sophisticated financial system. 21 

Securitization shows that banker's skills in selecting assets, banker's 
portfolio diversification, and banker's wealth are not the only way credits 
can be enhanced. Current markets, which are heavily influenced by the 
behavior of professional portfolio managers, accept erzatz equity, that is 
created by liability structures, as substitutes for banker's wealth in the 
enhancement of credit. Positions in assets and investment financing on 
terms that are competitive with what banks offer can be funded without 
recourse to banker's wealth and banker's liabilities. 

Securitization, a financing process whose importance has been of in
creasing at an explosive rate over the past several years, illustrates both the 
endogenous nature of money and the way central bank controls are offset 
by market developments. It also shows that money is a financing vehicle 
and that financial markets and not the authorities determine the nature and 
the quantity of money. The thrust of ongoing financial market changes may 
very well lead to the development of fully private and even interest bearing 
currency. 

Securitization involves steps and players. One fundamental prerequisite 
for securitization is that a large and sophisticated market for financial 
instruments is in place. Large blocks of managed money in the form of 
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pension funds, mutual funds, insurance reserves and managed trusts make 
up the environment in which the practice emerged. Once securitization had 
a base in sophisticated holders, the market for the liabilities created by 
securitization spread to include portfolios that were not professionally 
managed. 

Households, businesses and governments are the issuers of basic financial 
paper in a closed economy. This paper is always a prior commitment of 
some income flow. Wages are typically the income flow that sustains 
household liabilities, profits sustain business liabilities, and taxes sustain 
government liabilities. 

Derivative financial paper is issued by banks, insurance companies, thrift 
institutions, mutual funds, investment trusts, etc. Income supporting de
rivative paper is derived from portfolios that combine basic paper and 
derivative paper. 22 The fund income profits of institutions that hold basic 
paper and issue derivative paper are derived from the differential between 
the interest paid on the derivative paper and the interest on the basic 
paper. 

Since World War II modern capitalisms, in which government deficits 
sustain aggregate business profits, have been successful in avoiding a 
serious depression. This has led to a large increase in aggregate wealth 
whose ownership is widely dispersed.23 By and large the owners of this 
wealth do not individually own productive assets but they own positions in 
pension funds, mutual funds, insurance reserves, etc. 

Securitization leads to the creation of derivative assets that are claims 
upon the cash flows generated by portfolios of financial assets that may be 
mortgages, automobile paper, mobile home paper, and credit card debts. 24 

Securitization involves dedicating the cash flow from a specific set of assets 
to support a set of liabilities. The managed funds provide a market for the 
instruments that result from securitization. 

Basic paper originates in a negotiation between a lender or investor and 
a unit, henceforth thought of as a debtor, that seeks financing. A generic 
name for the lender is banker. The banker may be able to fund the paper 
by issuing derivative paper or may market the basic paper. (Commercial 
bankers fund, investment bankers market.) The fundamental questions in 
the negotiations between a banker and a client being financed center 
around the debtor's prospects for getting the cash to meet the future 
payments that are being promised. In a world where information is often 
private, where knowledge is distorted by optimism and pessimism, and 
where the fundamental behavior of the economy is not known with 
confidence a banker, with a favorable reputation because of a track record 
of originating paper that was validated, is able to pay less on liabilities than 
he earns on assets, or alternatively to sell the assets he creates for more 
than he paid for them. 

Whenever a unit's capacity to create viable paper is greater than its 
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ability to fund it may lay off the paper. The great monetarist pressure of the 
early 1980s reduced the equity and therefore the ability to fund of many 
financial institutions. Their ability to create paper exceeded their ability to 
permanently fund paper. In this situation the separation of paper creation 
from funding required only the development of a technique for enhancing 
the perceived quality of financial instruments that did not depend upon the 
equity of a financial intermediary. In this situation the now limited ability 
to fund of the paper originating institutions would be used mainly for 
bridge financing. 

The essential actor in the securitization process is an investment banker 
who brings together the various participants. Each securitization deal is in 
some measure unique. In addition to the investment banker the players are 
the paper originators, the servicer of the paper, a trustee, and the holders 
of the instruments. Securitization takes place when an investment banker 
makes a deal with one or more paper originators to acquire a portfolio of 
like debts, say mortgages, automobile paper, consumer credit obligations, 
credit card liabilities and even bank loans. The investment banker uses this 
paper as the source of cash flows that will validate some collection of 
liabilities which he markets. The proceeds of this marketing pays for the 
paper and serves as the source of the not inconsiderable banker's profits. 

In securitization the underlying paper is turned over to a trustee who, 
once the deal is done, monitors the underlying assets, collects the monies 
due on the instruments, and distributes the monies the assets generate to 
the holders of the various securities. The trustee is mandated to act in the 
interest of the security holders whenever the instruments in the corpus of 
the trust do not perform, i.e. the contractual commitment to deliver cash to 
the trustee is not being honored. 

The investment banker collects the funds to pay the originator of the 
paper by selling securities that are claims against the cash flow. The 
investment banker tailors the liabilities so that the sum of the commitments 
on the various types of liabilities is less than the expected receipts from the 
assets in the trust so that the servicing organization and the trustee can be 
paid. Furthermore, the various claims against the cash that the instruments 
in the trust generate are sold for more than the investment banker paid for 
the underlying securities. 

This alchemy is achieved by holding assets in the trust that yield more 
than the prime rate even as a major part of securities that are sold as claims 
upon the cash generated by the securities in the trust yield the prime rate or 
the rate on the highest grade of marketable securities. In order to achieve 
these lower rates on the liabilities the investment banker needs to arrange 
for the credits in the trust to be enhanced. This may be done by insurance: 
the fee may be about 1 per cent of the funds guaranteed. Alternatively a 
hierarchy of securities with claims against the cash flows generated by the 
assets may be created. Instruments are issued that have a first claim on the 
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cash flows generated by assets in the trust along with instruments that only 
have a claim on the cash flows after the primary claimants are satisfied. The 
rating services have to be convinced that the first claim paper that results is 
virtually default risk free. 

The proposition underlying the acceptance of credit enhancement by 
setting up a hierarchy of claims against the cash generated by a portfolio of 
assets that individually carry higher than the best available rates is the same 
as the junk bond proposition: the various layers of debts that are at the 
head of the queue of claiments will accept a low enough return so that the 
secondary claiments can receive a prospective return that is high enough to 
more than compensate them for the greater default risk they accept. 

If there was no fraud, once the deal is done both the originating 'banker' 
and the intermediary investment banker have no contingent liability. Each 
party in the hierarchy of claiments presumably has taken an informed 
position. 

We can conceive of a portfolio of securities that is in part funded by 
notes that promise to pay say $1000 or 1000 ECUs to the bearer on a 
particular date at a multitude of locations, and which will accrue value, at 
some discount to a well known market rate, after the initial redemption 
date. Such an instrument, initially issued at a discount from the face value, 
can function as an interest paying currency. This currency will not be the 
liability of any bank and will not carry any promise by a central bank or 
government to support its market value. Its value will rest solely on the 
expected cash flow to a well-defined bundle of assets. Securitization may 
well pose a threat to the central role that banks have played in the creation 
of money. 

5 CONCLUSION 

Banking is a pervasive phenomena in capitalist economies, and the richer 
the economy the more pervasive the phenomena. The nature and scope of 
derivative securities cannot be limited to those issued by banks or other
wise protected institutions. As markets develop we can expect derivative 
securities to emerge that take on attributes of money. 

Kaldor well recognized the evolutionary characteristics of capitalism and 
in particular that financial markets are not frozen structures. He appreci
ated the importance of thinking in terms of a few well selected aggregates. 
He also knew that the composition and significance of these aggregates 
changed and that these changes may profoundly affect the behavior of the 
capitalist economy. Thinking in terms of aggregates is an initial step in the 
analysis of capitalism. The analysis of the evolution of markets in response 
to prospects for profits is a vital follow on to thinking in terms of aggre
gates. We are all indebted to Kaldor for showing us how to combine 
abstract and institutional analysis. 
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12 On the Endogeneity of 
Money Supply 
J. Tobin 

1 KALDOR ON MONETARISM AND ON KEYNES'S 
MONETARY THEORY 

Nicholas Kaldor gave superb testimony on monetarism to the Select 
Parliamentary Committee in 1980. There and elsewhere, he effectively 
criticized Milton Friedman's empirical claims that Money causes Nominal 
Income. One of his criticisms was essentially econometric, namely that 
Friedman was using as evidence correlations over periods when central 
bank policies were accommodative. That is, the authorities were delib
erately allowing money stocks to respond to income variations. Such 
correlations could not indicate what would have happened if the central 
banks had not been accommodative. 1 Kaldor was surely right in making 
this econometric point. Of course, the fact that Friedman's correlations 
don't prove his case does not support any other proposition about the 
effects of non-accommodative policy. 

Elsewhere, Kaldor has criticized Keynes for giving aid and comfort to 
monetarism by treating 'M' as an exogenous variable in The General 
Theory. 2 I have not been sure how to interpret this criticism. Kaldor might 
have meant simply that it was unfortunate as an expository device because 
it encouraged a misleading mind-set. He might have meant that it was an 
unrealistic depiction of monetary policies. He might have meant something 
more substantive - that Keynes's theory attributed to monetary policies 
too much power over output, employment, and prices. Kaldor in 1959 had 
been influential in bringing the Radcliffe Committee to its view that 
monetary policies and financial events were a sideshow to the main 
economic theater. 

This last possible meaning seemed to me an unfair and inaccurate 
portrayal of Keynes's macroeconomics.3 In fact, the great advantage of 
Keynes's theory was to delineate the circumstances under which monetary 
policies and events would and would not affect macroeconomic perform
ance. Moreover, Keynes's apparatus can easily be adapted and elaborated 
to handle any rule, any degree of accommodation, characterizing central 
bank policy, whether pegging the interest rate, fixing a monetary quantity, 
or something in between. 

221 
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2 'ENDOGENOUS MONEY' AND THE EFFECTIVENESS OF 
MONETARY POLICY 

I do not know what to make of the current excitement about 'endogenous 
money'. So far as central bank behavior is concerned, we have seen several 
regimes in the US the past forty-five years. Interest rate pegging, to which 
the Fed committed itself during World War II, continued until the Accord 
of 1951. Clearly monetary quantities were endogenous and 100 per cent 
accommodative during this period. Basic interest rates were exogenous. 

The Accord was followed by 'leaning against the wind', a semi
accommodative policy, under which money supply could be roughly and 
over-simply described as an upward-sloping function of a (nominal) market 
interest rate. What was exogenous was the Fed's supply function, in 
position and slope. Given this rule, both money supplies and interest rates 
were endogenous. 

In the early 1960s, the 'bill rate only' policy meant that money supply 
accommodated money demand at a constant short-term rate, the lowest 
the Fed regarded as internationally safe. This rate in a sense was exogen
ous, though changed from time to time in the light of national and 
international economic and financial conditions. 

In the late 1960s and 1970s Fed policies and procedures became more 
monetarist and less accommodative, monetary quantities became less 
endogenous, and interest rates became more endogenous and more vol
atile. The monetarist peak, of course, occurred in the three years October 
1979-0ctober 1982. Since that recessionary period, the Fed has set short 
term interest rates in the light of macroeconomic performance (output, 
employment, prices, trade balance) and allowed monetary quantities to 
adapt to monetary demands at those rates under those macroeconomic 
conditions, downgrading monetary aggregates per se. 

None of this history is obscure. None of it is at variance with existing 
monetary and macroeconomic theories. None of it says that monetary 
policies are ineffective. Indeed the weight of evidence is that Federal 
Reserve policies have been very effective indeed. Six of nine post war 
recessions are directly attributable to deliberate monetary policies, con
scious anti-inflationary moves. Most recently, both the recessions of 
1979-82 and the subsequent recovery were generated and managed by the 
Fed. The 1979-82 recessions were world-wide. All central banks success
fully pursued restrictive monetary policies to subdue inflation. Unlike the 
Fed, European central banks never reversed gear. Unlike the US, their 
economies never recovered. 
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3 OPERATING PROCEDURES 

I believe the sketch I have just given is essentially correct. But it does not 
look inside the black box containing the mechanisms that link actual 
central bank operations to financial markets, interest rates, monetary 
quantities, and macroeconomic outcomes. As many of us repeatedly 
pointed out in exasperated reaction to vulgar monetarism, the Federal 
Open Market Committee has in its chambers no push-buttons marked M1 , 

M2 , M3 , or $GNP. These variables are endogenous in the sense that the 
paths of their values depend not only on operations the Federal Reserve 
does control but also on the responses and behaviors of banks, other 
financial market participants, and multitudes of other agents throughout 
the world. 

Indeed we cannot even say that the Fed strictly determines M0 , the 
monetary base, either its total or just its unborrowed magnitude, or the 
aggregate of reserve funds available to depositories subject to reserve 
requirements. The Federal Reserve can by open market operations on its 
own initiative expand or contract its assets. But it does not directly control 
the forms of the corresponding liabilities, some of which - for example, 
Treasury deposits and the deposits of other governments- are not monet
ary. Public demands for currency in preference to deposits vary seasonally, 
secularly, and randomly; they may also respond systematically to interest 
rates and other economic variables. Banks' demands for excess reserves 
and banks' borrowing from the Federal Reserve respond endogenously to 
market interest rates, the Fed's discount rate, and other variables. They 
also vary seasonally and randomly. 

Do these endogeneities prevent the Fed from following policies that 
effectively fix monetary quantities, like the base or unborrowed reserves or 
total reserves? They do not. These are short-term endogeneities. In 
practice the Fed can predict many of them and gauge its operations 
accordingly. Anyway, the relevant statistics are collected continuously, 
enabling the Fed to offset quite promptly unexpected and undesired 
developments. Of course, the more distant a monetary target variable is 
from its operating instruments, the more difficult it is for the central bank 
to keep it on track, and the longer it takes. Nevertheless, experience 
indicates that the Fed can keep Ml> perhaps even M2 , on track within 
periods of six months to a year. This was surely demonstrated during the 
three years October 1979 to October 1982, when the Fed's policies were 
definitely and deliberately monetarist. 

During those three years, the operating procedures of the Fed were, like 
the targets, quantitative. That is, they were designed to make the supply of 
reserves to the banks exogenous. They succeeded in doing so. Fluctuations 
in demands for reserves made interest rates extraordinarily volatile. 
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During most of the post-war era, it is true, the Fed used interest rates as 
its week-to-week control variables. The Fed certainly can make exogenous 
the interest rates in markets in which it is prepared to intervene enough to 
work its will. But since the Accord of 1951 there has been no commitment 
to peg interest rates. Moreover, interventions were largely confined to 
keeping short rates, those forT-bills and Federal Funds, within temporary 
target bands. The intervention bands were frequently changed at or even in 
between Open Market Committee meetings, held about eight times a year. 
Thus a policy in which interest rates were effectively endogenous and 
monetary quantities exogenous could be carried out with interest rates as 
operating instruments. 

4 CONCLUSION 

If the message of the 'endogenous money' movement is meant to be that 
macroeconomic outcomes are beyond the control of the monetary authori
ties, it is refuted by recent history in the United States and elsewhere. 
Central banks have repeatedly falsified predictions that the innovations 
and ingenuities of financial markets would render them impotent. What is 
endogenous and what is exogenous continues to depend on the policy rules 
and operating procedures of monetary authorities. 

Notes 

1. This point was a familiar one in the debates about monetarism in the United 
States in the 1960s, in which a further point was made: Friedman was using these 
correlations as evidence at the very same time he was criticizing central banks 
for being so accommodative. 

2. 'Keynesian Economics after Fifty Years', in J. Trevithick and G. N.D. Wors
wick (eds), Keynes and the Modern World (Cambridge: Cambridge University 
Press, 1983). 

3. See my discussion of Kaldor's paper in Trevithick and Worswick, pp. 35-6 and 
the review article by Walter Salant, Journal of Economic Literature, 23, Sep
tember 1985, pp. 1176--88. 



13 Marx, Keynes, Kalecki 
and Kaldor on the Rate of 
Interest as a Monetary 
Phenomenon 
B. J. Moore 

1 INTRODUCTION 

In the investigation of how the social surplus was distributed, Adam Smith, 
David Ricardo, J. S. Mill and Karl Marx all viewed the rate of interest as 
some proportion of the rate of profits. Their analysis attempted to describe 
the factors which determined this proportion, and which prevented the rate 
of profit from falling to the rate of interest. 

When the classical approach was superseded by the development of 
neo-Classical analysis at the end of the last century, it was concluded that 
the rate of interest was determined ultimately by the same real forces 
governing the marginal productivity of capital as were profit rates. In 
long-run steady-state equilibrium the two rates were considered equal. 
Observed differences between them were explained in terms of unequal 
levels of risk, maturity, liquidity, transactions costs, etc. among alternative 
investments. Analysis of the relationship between interest and profits 
receded in importance. 

Controversy over the relation between interest and profits revived with 
the publication of the General Theory. Keynes attempted to distinguish the 
factors determining the rate of interest as a 'purely monetary phenomenon' 
from the real productive forces determining the marginal efficiency of 
investment and the rate of profits. He was at base concerned to refute the 
neo-Classical argument that market economies were by nature self
equilibrating at full employment, in which interest rate adjustment held a 
position of prominence. 

The Ricardian vision, that productions are essentially bought by produc
tions, ultimately underlies Say's Law .1 

No man produces, but with a view to consume or sell, and he never sells 
but with an intention to purchase some other commodity ... By pro
ducing, then, he necessarily becomes either the consumer of his own 
goods, or the purchaser and consumer of the goods of some other person 
(Ricardo, 1951, vol. 1, p. 290). 

225 
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The loanable funds theory that interest rates were determined by 'real' 
forces since they equilibrated the supply of 'funds' from savings (thrift) 
with the demand for 'funds' for investment (productivity), played a central 
role in the neo-Classical explication of Say's Law. The neo-Classical theory 
of interest and profit can rigorously be shown to be appropriate for only a 
one-asset barter or cooperative economy (Rogers, 1989). Keynes argued 
that it did not hold for a monetary economy, where output was determined 
by effective demand. 

There was always a minority strain of economists who emphatically 
rejected this full employment of self-equilibrating vision of capitalist 
market economies. This study presents a brief sketch of how four major 
such economists - Marx, Keynes, Kalecki and Kaldor - attempted to 
formulate the differences between a barter and a monetary production 
economy, with primary reference to their insights that interest rates should 
be explained as a 'monetary' rather than a 'real' phenomenon. 

2 MARX 

In Theories of Surplus Value Marx criticized Ricardo's denial of the 
possibility of general overproduction, with its assertion that 'productions 
are always bought by productions.' He argued that Ricardo had failed to 
distinguish 'commodities' from 'products.' Marx maintained that barter of 
products, the exchange of simple use values, referred to a time before 
capitalist production. Commodities must undergo a process he called 
'metamorphosis,' which he represented as M-C-M. The first phase M-C is 
called the purchase, and the second, C-M is called the sale. The possibility 
of crisis lies in the separation of sale from purchase. 

The conversion of the product into money was the sine qua non for 
commodity production (Marx, 1968). Marx argued in essence that Ricardo 
had seriously misrepresented the organization of production under capi
talism. Production was not a case of C-M-C, of exchanging commodities 
(or effort) for money in order to obtain other commodities -, i.e., the 
neo-Classical (barter) metaphor. Under capitalism exchange was rather 
M-C-M- i.e., parting with money in exchange for commodities in order to 
obtain more money. 

The capitalist's immediate objective is to tum this commodity, or rather 
is commodity capital, back into money capital and thereby to realize his 
profit . . . the immediate purpose of capitalist production is not 'pos
session of other goods' but the appropriation of value, of money, of 
abstract wealth (Marx, 1969, p. 503). 

With regard to Marx's treatment of interest it should be noted that vol. 3 
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of Capital, where Marx develops his analysis of the relation between 
interest and profits, was composed by Engels out of a 'disorderly mass of 
notes, comments and extracts' rather than a finished draft (Marx, 1972, p. 
4). Marx unfortunately never completed his formal analysis of credit and 
the credit system. 

In Capital Marx proceeded by first singling out the three classes of 
people acting in the process of reproduction: money-capitalists, industrial
capitalists, and workers. The money-capitalist owns the interest-bearing 
capital, alienates it by lending, and the revenue he receives is interest. The 
industrial-capitalist, not working with his own capital, has to pay interest to 
the money-capitalist. The industrial-capitalist borrows and employees 
money capital in the sphere of production to 'exploit labor' and 'generate 
surplus value.' In the process money capital is transformed into productive 
capital. 

For Marx surplus value is generated only within the sphere of produc
tion. The role of money-capitalist is to make capital available to the 
industrial-capitalist. The money-capitalist does not himself create any 
surplus value, but simply earns a part of the surplus value generated in the 
production process. The relationship is antagonistic because what the 
industrial-capitalist earns is not the gross profit (surplus value) generated 
by the capital he has employed, but only the gross profit minus the interest 
he has to pay to the money capitalist. 

Marx believed that the rate of interest represented a fairly constant 
proportion of the rate of profits. While the rate of profit represented the 
maximum upper limit to the rate of interest, the lower limit was 'altogether 
indeterminable' (Marx, 1972, p. 360). Interest was a 'commodity sui 
generis' (Marx, 1972, p. 339). 

The average rate of interest prevailing in a certain country . . . cannot 
be determined by any law. In this sphere there is no such thing as a 
natural rate of interest in the sense in which economists speak of a 
natural rate of profit or a natural rate of wage . . . The determination (of 
the average rate of interest) is accidental, purely empirical, and only 
pedantry or fantasy would seek to represent this accident as necessity 
(Marx, 1972, pp. 362-3). 

There is no such thing as the 'natural' rate of interest because the 
material laws of capitalist production cannot regulate the price of a 
commodity which exists only outside the sphere of production. Marx 
argued that there is no way other than by 'common consent' of determining 
what proportion of profits belong to the lender and what to the borrower. 
Nevertheless he attempted to itemize some of the forces which would affect 
the average conditions of competition between lenders and borrowers, 
including custom, legal tradition, the supply of interest-bearing capital, 
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and state regulation (Marx, 1972, p. 362). He maintained that industrial
capital partially subjugates interest-bearing capital through the creation of 
the credit system, and conceived the behavior of monetary institutions as 
reflecting the distribution of power in the Social Structure. 

The State is used against interest-bearing capital by means of compul
sory reductions of interest rates, so that it is no longer able to dictate 
terms to industrial-capitalists (Marx, 1972, p. 468). 

Marx concluded his analysis by suggesting that bankers could be viewed 
as simply the 'cashiers' of the industrial capitalists, paid in the form of fixed 
charges on the receipts and payments they make on account (Marx, 1972, 
Pt 5). Marx recognized that 'their profit is generally made by borrowing at 
a lower rate of interest than they receive in loaning' (Marx, 1972, pp. 
402-3). However he never worked out a systematic treatment of credit or 
banking behaviour in a monetary production economy. 2 

3 KEYNES 

In his initial drafts of the General Theory Keynes approvingly endorsed 
Marx's distinction between a barter or real exchange economy and a 
monetary production or entrepreneur economy. As he expressed it, the 
essential characteristic of a monetary production economy is that firms and 
entrepreneurs have no object in the world except to end up with more 
money than they started with (Keynes, XXIX, p. 89). Like Marx, Keynes 
argued that the rate of profit emerges in the 'industrial circulation,' while 
the rate of interest emerges in the 'financial circulation.' While paid 
ordinarily out of profits, Keynes maintained that the rate of interest was 
entirely a monetary phenomenon. 

One of Keynes' principle motivations in the General Theory was to 
refute the loanable funds theory of interest, since this conflicted directly 
with his theory of effective demand. He accomplished this by developing 
his own 'liquidity preference' theory of interest, proposing that the rate of 
interest was determined by the supply and demand for 'liquidity.' Keynes 
accepted the neo-Classical argument that in equilibrium the rate of interest 
would be equal to the marginal efficiency of capital. But he emphatically 
reversed the neo-Classical direction of causality: 

what the schedule of the marginal efficiency of capital tells us, is, not 
what the rate of interest is, but the point to which the output of new 
investment will be pushed, given the rate of interest (Keynes, VII, p. 
184). 
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Like Marx, Keynes rejected the concept of a natural rate of interest a la 
Wicksell, since he could envisage no market mechanism whereby the rate 
of interest would automatically adjust to the full employment level. He 
argued that the level of interest rates was a highly psychological and 
conventional phenomenon, 'its actual value is largely governed by the 
prevailing view as to what its value is expected to be' (Keynes, VII, p. 202). 

In the General Theory Keynes developed a variety of arguments why for 
money alone its marginal efficiency would not fall in response to an 
increase in demand, so that 

the money rate of interest, by setting the pace for all other commodity 
rates of interest, holds back investment in the production of these other 
commodities, without being capable of stimulating investment for the 
production of money, which by hypothesis cannot be produced ... 
Unemployment develops, that is to say, because some people want the 
moon (Keynes, VII, p. 235). 

Keynes was forced into such unpersuasive metaphorical arguments 
about the exogeneity of the floor own rate of return on money (VII, Ch. 
17, 'The Essential Properties of Interest and Money') by his tactical 
decision to accept 'the quantity of money as determined by the action of 
the central bank' (Keynes, VII, p. 247). Had he incorporated instead his 
earlier insights into the Treatise, that central banks set the level of interest 
rates rather than the quantity of the money supply, he would have been 
able to reach his essential conclusion, that interest rates are a monetary 
and not a real phenomenon, and that the return on money is exogenous 
and so 'rules the roost,' much more simply and directly. 

In the General Theory Keynes purposely fitted 'technical monetary 
detail' into the background, in order to concentrate on his major battle 
against Say's Law. But in the Treatise he had argued at length that, 'the 
Central Bank lacks direct control over the quantity of money . . . the 
governor of the whole system is the rate of discount' (Keynes, V, p. 211). 

Keynes explained the existence of a long-term floor rate of interest (his 
'liquidity trap') as caused by an indefinite increase in speculative demand 
for money balances, once interest rates had fallen to historically unpre
cedented low levels. He argued that at some low but positive floor level of 
interest rates, expectations that future rates would rise would come to 
dominate. Expected capital losses on bonds would then cause the specu
lative demand for money to rise indefinitely. 

Keynes' explanation for the liquidity trap does not apply to short-term 
rates, where capital losses do not occur if rates rise in the future. Once 
central banks are viewed as setting the level of short-term interests rates, 
rather than the money supply, a very much simpler explanation for a 
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positive floor level of bank lending rates is available, which does not 
require any particular assumptions about the behavior of money demand. 

Central banks can ordinarily reduce short rates to any low if positive 
level. Due to the nominal zero return on currency, nominal short-term 
market rates and the nominal rates banks pay on transactions deposits can 
never fall below zero. The nominal yield on time and savings deposits must 
ordinarily somewhat exceed zero, in order to compensate holders for any 
imposed sacrifice of liquidity. The floor level of bank short-term lending 
rates is determined by the spread which must be charged to cover the 
average costs of intermediation. 

As the pure rate of interest declines it does not follow that the allow
ances for expense and risk decline pari passu. Thus the rate of interest 
which the typical borrower has to pay may decline more slowly than the 
pure rate of interest, and may be incapable of being brought, by the 
methods of existing banking and financial organization, below a certain 
minimum figure (Keynes, VII, p. 208). 

Even if, as in the late 1930s, the US authorities succeeded in lowering 
wholesale rates (the 'pure rate of interest') to a few basis points (0.03 per 
cent), as a result of the spread required to cover the costs of bank 
intermediation, average nominal leading rates charged by banks never fell 
below 1.5 to 2 per cent. This is surely a much simpler and more persuasive 
explanation of the 'liquidity trap.' Long-term rates can then be viewed as 
simply the market's expectation of the average level of future short-term 
rates, which will depend on the state of the economy and the central bank's 
'reaction function.' 

Because Keynes in the General Theory proceeded as if the nominal 
money stock was determined exogenously by the monetary authorities, his 
liquidity preference theory of the determination of interest rates was 
unfortunately indeterminate. On his own logic, the demand for money and 
so the level of interest rates would vary with the level of income. Any 
resulting change in interest rates would then feed back to affect investment 
spending. 

It was this circularity which Hicks' IS-LM analysis was designed to 
rescue, but which, by an internal logic of its own, developed into the 
infamous 'neo-Classical synthesis.' The IS-LM analysis concludes that in 
long-run equilibrium, assuming some downward wage and price flexibility, 
interest rates and aggregate demand must continue to adjust through the 
real balance effect until full employment was finally attained. This was in 
fact the very neo-Classical conclusion, that in the long run money is neutral 
and interest rates are determined solely be real forces, that Keynes had 
always been at utmost pains to deny. 

In his correspondence with Hicks concerning the latter's technically 
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brilliant 'Mr Keynes and the Classics,' Keynes was sufficiently off-balance 
to write, 'I ... really have next to nothing to say by way of criticism.' 
However he then went on to add, 

From my point of view it is important to insist that my remark is to the 
effect that an increase in the inducement to invest need not raise the rate 
of interest. I should agree that, unless the monetary policy is appropri
ate, it is quite likely to. In this respect I consider that the difference 
between myself and the classicals lies in the fact that they regard the rate 
of interest as a non-monetary phenomenon, so that an increase in the 
inducement to invest would raise the rate of interest irrespective of 
monetary policy - though they might concede that monetary policy was 
capable of producing a temporary evaporating effect (Keynes, XIV pp. 
79-80). 

This correspondence reveals that, even immediately after the General 
Theory was published, Keynes viewed the level of short-term rates as in 
practice effectively determined simply by the policy of the monetary 
authorities, as he had earlier maintained in the Treatise. This in spite of the 
fact that he had just developed a sophisticated theory of 'liquidity prefer
ence' as his brand new 'general' explanation of interest rate determination. 

The logic of Keynes' own analysis would seem to demand that the rate of 
interest be determined exogenously from outside his system. As Pasinetti 
has noted, 

What this theory [of effective demand] requires as far as the rate of 
interest is concerned, is not that it be determined by liquidity preference, 
but that it is determined exogenously with respect to the income gener
ating process. Whether, in particular, liquidity preference, or anything 
else determines it, is entirely immaterial (Pasinetti, 1974, p. 47). 

It seems quite clear that in the General Theory Keynes intended that the 
long-run rate of interest, one of the key determinants of the level of 
investment spending, should be treated as a largely exogenous factor, and 
determined not by real forces but by conventions and expectations. One 
year before his death, in a memoranda to the Public Debt Committee, 
Keynes stated what must be regarded as his final position on the matter 
quite unequivocally: 

The monetary authorities can have any rate of interest they like . . 
Historically the authorities have always determined the rate at their own 
sweet will, and have been influenced almost entirely by balance of trade 
reasons and their own counter-liquidity preference (Keynes, XXVII, pp. 
390-2). 
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4 KALECKI 

In many central respects Kalecki's views are astonishingly anticipatory. He 
commenced his Theory of Economic Dynamics (1954) as follows: 

Short-term price changes may be classified into two broad groups: those 
determined mainly by changes in the cost of production and those 
determined mainly by changes in demand. Generally speaking, changes 
in the prices of finished goods are 'cost-determined' while changes in the 
prices of raw materials inclusive of primary foodstuffs are 'demand
determined.' The prices of finished goods are affected, of course, by 
'demand-determined' changes in the prices of raw materials, but it is 
through the channel of costs that this influence is transmitted (p. 11). 

This is precisely the distinction later drawn by Hicks between 'fix-price' 
and 'flex-price' markets, and by Okun between 'customer' and 'auction' 
markets. 

Unfortunately, Kalecki's ideas on money and finance were never system
atically developed. Moreover the terseness of his style leaves much to the 
reader's imagination. Kalecki made little use of, and was actively hostile 
to, neo-Classical analysis, with its concepts of marginal productivity and 
general equilibrium. He made no use of either utility or production 
function concepts. Kalecki was concerned with the historical evolution of 
an economic system through calendar time, without imposing any view that 
the system would reach some ultimate 'balanced growth' equilibrium 
position. Like Marx he undertook his analysis at the level of social classes 
rather than of individuals. Like Keynes he took investment as the driving 
force of the system, to which savings always adjust. 

From his earliest writings Kalecki explicitly regarded interest rates as a 
monetary phenomenon. He emphatically dismissed the view that they were 
determined by the interplay of the forces of thrift and productivity. 

The rate of interest cannot be determined by the demand for and the 
supply of capital because investment automatically brings into existence 
an equal amount of savings. Thus investment 'finances itself' whatever 
the rate of interest. The rate of interest is therefore the result of the 
interplay of other factors (Kalecki, 1954, p. 73). 

If investment is the active force, and savings the passive response, how is 
investment financed? One important but much neglected contribution of 
Kalecki was his early recognition that decisions to have a higher level of 
investment expenditure can be affected only if there is an expansion in 
bank lending. This is necessary to generate the finance required for the 
increased investment, since the previous level of savings would not be 



B. J. Moore 233 

adequate. This same finance problem was faced by Keynes in defense of his 
liquidity preference against the loanable funds theory of interest, when he 
was belatedly forced to introduce an additional 'finance' demand for 
money. 

In his discussion banks are seen as not effectively constrained in their 
lending, and generally able to meet increased demand for loans. In 
particular money is easily expanded in response to increased plans for 
investment expenditure. He thus viewed money as endogenous credit or 
bank money. As such, money does not constitute net wealth, so that 
Kalecki recognized immediately that the Pigou effect would operate 'only 
to the extent to which money is backed by gold' (Kalecki, 1944). He also 
recognized that falling prices and wages would increase the real value of 
outstanding debts, leading to debtor bankruptcies and possible financial 
crises. 

Kalecki believed that both the creation of money and the terms under 
which it was created were crucial to the expansion of investment and 
output (Kalecki, 1971). He argued that the precondition for an upswing to 
occur was that bank lending rates should not increase too much in response 
to an increased demand for credit. 

The increase in output [from invention-induced new investment] will 
result in an increased demand for money in circulation, and this will call 
for a rise in credits of the Central Bank. Should the Bank respond to it 
by raising the rate of interest to a level at which total investment would 
decline by the amount equal to the additional investment caused by the 
new invention, no increase in investment would arise, and the economic 
situation would not improve (Kalecki, 1971, pp. 29, 30). 

This passage seems clearly to imply that interest rates are directly 
determined by the monetary authorities. Nevertheless when he explicitly 
addressed the determination of interest rates, Kalecki told the conven
tional Keynesian story (Kalecki, 1954, Cbs. 6 and 7). He first observed that 
the level of short-term rates, the renumeration for holding bills rather than 
money, was the main determinant of the velocity of money held for 
transactions purposes. He expressed this as TIM= V(r.), where Tis the 
nominal value of transactions, M the supply of money, V the velocity of 
circulation and r. the short-term interest rate. Kalecki then simply inverted 
this equation, and expressed the determination of short-term rates as a 
function of the ratio of transactions to the supply of money (V(r.) = TIM). 
This was simply Keynes' liquidity preference theory. 

Kalecki's inference from his inversion that the relation between transac
tions and money causally determined the short rate is legitimate only if 
transactions and the money supply can legitimately be viewed as indepen
dent - i.e., if the money supply were determined exogenously by the 



234 Marx et al. on Interest as Monetary Phenomenon 

monetary authorities and banking policy, rather than endogenously 
credit-driven. But this was precisely what he had explicitly denied in his 
discussion of the business cycle. 

Kalecki similarly argued that long-term rates were determined by port
folio balance considerations - i.e., the relative advantages and disadvan
tages of holding short- and long-term securities. The disadvantage of bonds 
(c) is their expected capital uncertainty, and the disadvantage of bills (e) is 
their expected income uncertainty. These must balance out for wealth
owners, so that at the margin rL - c = r. - e, or rearranging, rL = r. + 
(c-e). This led Kalecki to stress that the long-term rate was a linear 
function of the short-term rate, so long as c and e were constant. He 
emphasized that it was the long-term rate which was crucial for investment 
decisions. However he concluded that since the longer rate did not vary 
substantially over the cycle, 'it can hardly be considered as an important 
element in the mechanism of the business cycle' (Kalecki, 1954, p. 88). 

As another anticipatory position, Kalecki viewed the cost of finance to 
firms as rising with the cost and amount borrowed, with the ease of 
borrowing being related to the size of profits and the wealth of the 
borrower. This contrasts sharply with the neo-Classical assumption, that 
competitive capital markets could be viewed as analogous to competitive 
nonfinancial markets, in the sense that all firms are able to borrow as much 
as they want at the prevailing rate of interest. 

Kalecki's principle of 'increasing risk', properly interpreted, limits the 
rate of growth of firms, rather than their ultimate size. He concluded that 
due to the importance of 'increasing risk,' the level of internal finance and 
so firm profitability had a strong influence on individual firm investment 
decisions (Kalecki, 1954, p. 96). 

The size of a firm thus appears to be circumscribed by the amount of its 
entrepreneurial capital, both through its influence on the capacity to 
borrow capital and through its effect on the degree of risk (Kalecki, 
1971, p. 106). 

In one of his first papers (1933) Kalecki suggested as a 'crude approxima
tion' that the rate of interest is simply 'an increasing function of gross 
profitability,' since 'it is known that in the course of the trade cycle the rate of 
interest rises in the upswing and falls in the downswing' (Kalecki, 1971, pp. 
7, 13, 14). He later stated that 'the process by which banks increase the 
supply of money deserves to be considered in some detail' (Kalecki, 1954, 
p. 77). However he failed to carry this out, at least in his published 
writings. After the above passage he simply confined himself to two short 
paragraphs presenting the following thought experiment. 
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Imagine that banks decide to reduce their cash (reserve) ratio ... and 
buy bills. The price of bills will rise and thus the short term rate of 
interest will fall to that level at which the 'public' will be prepared to add 
to their current accounts the amount the banks expend on bills. It is of 
interest to note that the buying of bonds by banks will have similar 
repercussions (Kalecki, 1954, p. 78). 

While at times he viewed short rates as determined by the central bank, 
unfortunately he never developed explicitly how he viewed interest rates 
on bank loans as determined, nor the manner in which they were adminis
tered by the monetary authorities. 

5 KALDOR 

Kaldor is important as probably the first English-speaking economist of 
international stature to have emphasized the critical distinction between a 
commodity-money and a credit-money economy: 

In the one case money has an independent supply function, based on 
production cost, while in the other case new money comes into existence 
in consequence of, or as an aspect of, the extension of bank credit 
(Kaldor, 1986, p. 22). 

Kaldor vividly described his conversion to the position that interest rates 
are exogenously determined by central banks while the money supply is 
endogenously credit demand-determined, as follows: 

Friedman's emphatic reassertion of the quantity theory of money -
based on a stable demand for money or a stable velocity: the two come 
to the same thing - was crucially dependent on the quantity of money 
being really exogenous, determined by the fiat of the monetary auth
orities quite independently of the demand for it ... When I first heard 
of Friedman's empirical findings, in the early 1950s, I received the news 
with some incredulity, until it suddenly dawned on me that Friedman's 
results must be read in reverse: the causation must run from Y to M, and 
not from M to Y. And the longer 1 thought about it the more convinced I 
became that a theory of the value of money based on a commodity
money economy is not applicable to a credit-money economy (Kaldor, 
1986, p. 22). 

Kaldor does not state at what date this 'sudden dawning' occurred. What 
signs are there in his published writings of the date of his conversion? 
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It should first be noted that Kaldor had long been critical of the excessive 
powers economists conventionally ascribed to the monetary authorities 
(see his 1941 review article, 'Pigou on Employment and Equilibrium,' 
Kaldor, 1960, pp. 82-100.) Kaldor never regarded monetary control as 
implying that the authorities were able to choose a particular quantity of 
money. As early as 1939, in 'Speculation and Economic Stability,' he had 
argued that the interest elasticity of supply of cash balances was very high. 
He even drew a footnote diagram with an only very slightly upward-sloping 
money supply function. He then argued: 

[the current short rate is dependent] only on current demand for cash 
balances (for transactions purposes) and current supply. And since the 
elasticity of the supply of cash with respect to the short-term rate is 
normally much larger than the elasticity of demand, the current short
term rate can be treated simply as a datum, determined by the policy of 
the central bank (Kaldor, 1960, p. 39). 

At this stage Kaldor attributed money supply elasticity only to transac
tions balances. The broad monetary aggregates and the quantity of the 
base were still viewed as if they were exogenously under central bank 
control. 

The elasticity of the supply of money in a modern banking system is 
ensured partly by the open-market operations of the central bank, partly 
by the commercial banks not holding to a strict reserve ratio in the face 
of fluctuations in the demand for loans, and partly it is a consequence of 
the fact that under present banking practices a switchover from current 
deposits to savings deposits automatically reduces the amount of money 
in existence, and vice versa (Kaldor, 1960, p. 40). 

The orthodox position, that causality runs from exogenous changes in M 
to Y, is implicitly present in a 1955 paper. He there argued that since the 
interest rate charged on bank advances was fairly rigid, 

the commercial banks thus regulate the volume of borrowing not 
through interest variations but through credit rationing; and stricter 
credit control depends on inducing the banks to reduce the borrowing 
limits granted to their regular customers (Kaldor, 1964, p. 106). 

Similarly his 1958 testimony to the Radcliffe commission supplied no 
evidence of his appreciation of Y to M causality. In his memoranda 
Kaldor's arguments for the ineffectiveness of monetary policy relied ex
clusively on a Keynesian belief in the extreme variability of income 
velocity: 'The impact of any change in the money supply is not on the level 
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of payments at all, but on the velocity of circulation' (Kaldor, 1964, p. 130). 
His implicit acceptance of M to Y causality is revealed by his repeated 
attempts in 1958 to demonstrate the weakness of theM to Y linkage. 

Changes in the money supply do not exert any direct influence on the 
level of monetary demand for goods and services as such, but only 
through the consequential changes in interest rates which are induced by 
them (Kaldor, 1964, p. 134). 

Since the possibility of reverse causation is nowhere raised in his testi
mony, it is not plausible that Kaldor's 'sudden dawning' occurred before 
Radcliffe (1958). 

Nevertheless Kaldor appears to have been already halfway down the 
road to monetary endogeneity by 1960. In his 'Introduction' to his Essays 
on Economic Stability and Growth (1960), he stated his position on the 
effectiveness of monetary policy as follows: 

The monetary authorities are not confronted by a unique demand curve 
for money . . . the nature of that curve and its elasticity will be different 
according as they choose to regulate the quantity of money directly . . . 
or whether they wish to regulate it indirectly through varying the Bank 
Rate and the money market rates (p. 5). 

In addition he had also reached the position that short-term rates should 
be viewed as determined by the central bank. 

In a modern community it is best to regard the short rate of interest 
rather than the quantity of money as being fixed by the policy of the 
monetary authority, and the quantity of currency in circulation as being 
determined by the demand for cash balances by the public (Kaldor, 
1960, p. 64). 

Kaldor's first published statement outlining the 'reverse causation' argu
ment was in 1970, in a lay criticism written for Lloyds Bank Review, 'The 
New Monetarism' (Kaldor, 1970a). He there first argued that a high 
correlation between money and GNP does not itself imply any particular 
direction of causality- e.g., that the supply of money determines the level 
of income. It could equally be that income determines money, or that both 
are determined simultaneously by a third factor (Kaldor, 1970a, p. 5). 
Second, he asked would the strong statistical association survive if one of 
the variables say, the money supply were controlled? Kaldor then pro
ceeded to argue that, as at Christmas, the money supply always 'accommo
dated itself' to the needs of trade. Velocity had been relatively stable 
empirically only because the supply of money had been unstable. With 
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regard to Friedman's argument that the 'money multiplier' was stable, he 
similarly argued that, 

if variations in the money supply were closely related to changes in the 
'monetary base,' this is mainly because the latter has also been 'endogen
ous' as well as the former (Kaldor, 1970a, p. 12). 

Finally he maintained that central banks were in the position of a 
constitutional monarch, 'with very wide reserve powers on paper, the 
maintenance and continuation of which are greatly dependent on the 
degree of restraint and moderation shown in their exercise. The explana
tion, in other words, for all the empirical findings on the "stable money 
function" is that the "money supply" is "endogenous," not "exogenous"' 
(Kaldor, 1970a, p. 12). 

Kaldor was immediately and sharply put in his place for his impertinence 
by Friedman as a neophyte 'Johnny-come-lately' (Friedman, 1970). Fried
man asserted that this 'reverse causation' criticism had of course long been 
known to Monetarists, that in response they had explored the empirical 
data exhaustively, and that 

The outcome was about as decisive as the answer to any such question 
can ever be ... [except insofar as] In a scientific problem, the final 
verdict is never in (Friedman, 1970). 

He stated that he had summarized this evidence exhaustively in a book, 'to 
which Professor Kaldor refers, but which he apparently has not read' 
(Friedman, 1970, p. 52). 

In his rejoinder in the same issue a somewhat chastened Kaldor con
tented himself with stating that Friedman had 'made no attempt to refute 
any of my contentions' (Kaldor, 1970b, p. 54). He listed the five kinds of 
evidence enumerated by Friedman in support of the independent influence 
of money on income, and stated that he had in fact dealt with all but one of 
them (serial correlation of the amplitude of cycle phases), 'mainly because 
I did not understand it' (Kaldor, 1970b, p. 55). 

It is a great puzzle why Kaldor never attempted to develop his criticism 
of Friedman's empirical results more rigorously (e.g., Hendry and Ericson, 
1983), or his argument for reverse causation from income to money more 
systematically for an academic journal (e.g., Moore, 1988)? He surely was 
aware of its key importance? Kaldor appears to have severely underesti
mated Friedman's debating and proselytizing skills, never to have taken 
him sufficiently seriously, and even to have believed (with much of Cam
bridge) that he had disposed of Friedman completely. All this at a time 
when Friedman was successfully converting a large proportion of the US 
academic and financial community to his Monetarist views! 
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Kaldor did not return to the issue until1981 in The Scourge of Monetar
ism (1981). By then he clearly regarded the base as endogenous. He 
prominently drew a horizontal money supply curve and a downward
sloping demand for money function as a function of interest rates to 
illustrate that, 'the money stock will be determined by demand, and the rate 
of interest determined by the Central Bank' (Kaldor, 1981, p. 24). 

Kaldor unfortunately never described the process of how deposit expan
sion is credit-driven as well as demand-determined. He appears not to have 
grasped the central role of bank credit expansion in providing the working 
capital finance necessary for output expansion, so that aggregate demand 
and output could both grow pari passu over time. Similarly he never 
developed a systematic model of commercial banking in order to provide a 
microeconomic explanation of why the ·total money supply should be 
viewed as endogenous, or why the Monetarist description of high-powered 
base control was incorrect (Moore, 1988). He contented himself simply 
with demonstrating that, due to central bank 'lender of last resort' re
sponsibilities, the base was not really a control variable. 

6 A MONETARY PRODUCfiON ECONOMY 

The conclusion that the level of short-term domestic interest rates is 
established exogenously by central banks as the monopoly supplier of legal 
tender carries with it a number of important macro analytical and policy 
implications. One of the most important is a deeper understanding of the 
forces governing the cyclical growth of aggregate demand (see Moore, 
1988). 

In monetary production economies, aggregate demand can increase 
above the level of aggregate income ruling in the previous period only if 
economic units in the aggregate are net deficit-spenders. Deficit-spending 
may be financed in one of two ways: 
(a) Expenditure of previously-accumulated money balances: In this case 
the money supply is constant. Deficit spending may be internally financed 
by running down own money balances, or externally financed by borrowing 
money from other nonbank units. The magnitude of such deficit spending 
is governed by the amount of previous saving which has been held in the 
form of an accumulation of money balances. The result of such deficit 
spending is to increase the transactions velocity of money in the concurrent 
period. If the deficit expenditures are incurred to purchase currently-pro
duced goods and services, aggregate demand, nominal income and the 
income velocity of money will all rise as well. 
(b) Expenditure of newly-created money balances: In this case the money 
supply increases. Deficit spending is externally financed by additional 
borrowing from banking institutions. Banks issue additional transactions 
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balances in exchange for the increased supply of borrower IOUs, so that 
the money supply rises. Loans make deposits. In modern economies loan 
expansion is ordinarily at the initiative of the borrower, up to a previously
agreed credit limit. Because transactions deposits are generally accepted as 
a means of payment, these newly-created deposits are willingly accepted by 
selling units in exchange for real goods and services. Over any time period, 
whenever deposit balances are increased, this necessarily implies an in
crease in what may be termed 'convenience-lending' of fiat money to the 
banking system. 

As a result the banking system plays a crucial role in providing the 
finance necessary for economic expansion to occur. The supply of money is 
endogenously-determined by the increase in the demand for bank credit, 
and so is credit-driven. Banks are price-setters and quantity-takers in both 
their retail loan and deposit markets. They rely on the wholesale markets, 
where they are price-takers and quantity-setters, to manage their whole
sale liabilities and liquid assets in order to ensure an adequate supply of 
funds and portfolio liquidity. The supply of money also creates its own 
demand, so that a sort of Say's Law of money operates. Once created, all 
additional deposits are always willingly held. The money supply is 
demand-determined, but the demand for money is always equal to the 
stock of money. The demand for money is a function of current and 
expected future levels of expenditure, income, wealth, and interest rates, 
as the conventional view maintains. But since money is always accepted
i.e., 'demanded' in exchange, it is also a function of the supply of money 
that has previously been created and is currently in existence. Supply and 
demand for money are thus necessarily interdependent (Moore, 1988). 

As both Kalecki and Keynes explicitly recognized, the banking system 
plays the central role in enabling aggregate demand to grow in credit 
money economies. Banks supply the new money that enables bank bor
rowers to deficit spend- i.e., to make effective a total current demand for 
goods in excess of their total current income and wealth claims. New bank 
loans and deposits must increase if aggregate demand, output, and employ
ment are to grow over time in monetary production economies. The 
accumulation of bank deposits provides a counterpart increase in 'con
venience lending' of fiat money by bank depositors to the banking system. 
It is this increased lending which finances the increase in bank loans. No 
income 'multiplier' effect is involved. If the new banks loans are used to 
finance an increase in real investment, the increase in deposits will auto
matically imply an equal increase in 'convenience saving.' The ex post 
savings-investment identity is always maintained. So long as excess re
sources exist, in a monetary production economy investment is never 
limited by the volitional saving preferences of the community. As most of 
the above economists recognized, in a closed economy investment deter
mines savings rather than the reverse. 
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There is no behavioral necessity for interest rates to rise (i.e., 'crowding 
out') in the expansion phase of the cycle. The behavior of interest rates 
depends entirely on the reaction function of the monetary authorities to 
deviations in the outcome of the economy from their macroeconomic 
objectives. As Kalecki explicitly recognized the policy stance of the monet
ary authorities is critical. By raising interest rates excessively central banks 
can restrict or even prevent the expansion of investment and output. 

7 CONCLUSIONS 

Each of the above economists viewed the rate of interest as a monetary 
rather than a real phenomenon. Of the four, Kaldor stated most explicitly 
that the money supply was endogenous, while the level of short-term 
domestic interest rates was exogenously administered by central banks as 
the monopoly supply price of additional bank reserves. Before the exist
ence of central banks, the supply price of additional money was largely 
governed by the level of foreign interest rates, the linkage depending on 
the stage of financial, institutional, and technological innovation. Counter
cyclical monetary policy is largely a late twentieth century innovation. It 
could be argued that Kaldor lived in a period for which there was more 
compelling empirical evidence for monetary endogeneity and interest rate 
exogeneity, or what Keynes termed a 'monetary production' economy. 

Notes 

1. Full employment equilibrium seems to follow naturally, since oversaving and 
underinvestment is then impossible. 

2. Panico (1983) has proclaimed the existence of a contradiction between Marx's 
conclusions that the rate of interest cannot be based on any natural or material 
law, and the existence of links between the rate of interest, the rate of profit, the 
wage rate and the material conditions of reproduction in the financial sector. 
Marx could not perceive these links since he never worked out his analysis of the 
credit system and the role played by financial capitalists. But in fact the material 
conditions of reproduction and the wage rate in the financial sector determine 
only the spread required for intermediation- i.e., the difference between the 
banks' borrowing and lending rates. The general level of interest rates remains 
undetermined, and must be introduced from outside to close the system - i.e., 
by the monetary authorities, who set the supply price of legal tender. 
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14 Money: Cause or Effect? 
Exogenous or 
Endogenous? 
P. Davidson 

Professor Hahn, a distinguished theorist, has recently written: 'The most 
serious challenge that the existence of money poses to the theorist is this: 
the best developed model of the economy cannot find room for it' (Hahn, 
1981, p. 1). 

Orthodox (Walrasian general equilibrium) theory underlies and domi
nates the discussion of money in the economic literature. Since this theory 
has no room for money in logical structure, semantic confusion and 
obfuscations pervades the professional discussions on whether the money 
supply is exogenous or endogenous and therefore whether changes in the 
stock of money is a cause or an effect. If it is exogenous it can only be a 
cause. Since the Monetarist approach of Milton Friedman (1974, p. 44) 
claims that it 'is a well-developed theory, summarized in the Walrasian 
equations of general equilibrium', and since in the Walrasian system, as 
Hahn suggests, there is no role for money, it can only be considered as an 
exogenous cause. Logically it cannot be an endogenous effect. 

Ultimately what is involved is the question of movements along vs. shifts 
in money demand and supply functions. To a nonacademic economist or 
policy maker, whether things are interpreted as movements along fixed 
curves or shifts in curves must seem to be an esoteric tempest in a teapot. 
This paper, however, demonstrates that these analytical subtleties can 
have important policy implications. 

Before developing the case, however, it should be noted that despite his 
use of the motto 'money matters' Professor Friedman remains loyal to the 
general equilibrium's axiom of reals (see discussion of this axiom below). 
This axiom is the logical reason why Walrasian theorists 'cannot find room' 
for money, i.e., money is neutral in their theory. This neutrality postulate 
prevents money from having any long-run permanent effects on real 
income, employment, and economic growth. For example, Friedman 
(1974, p. 27) characterizes the Monetarist approach as: 'changes in the 
quantity of money as such in the long run have a negligible effect on real 
income so that nonmonetary forces are "all that matter" for changes in real 
income over decades and money "does not matter" . . . I regard the 
description as "money is all that matters for changes in nominal income 
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and for short-run changes in real income" as an exaggeration but one that 
gives the right flavor to our conclusion.' 

In contrast to the Monetarist general equilibrium view that money does 
not affect real outcomes, at least in the long run, Keynes and some Post 
Keynesians (Kaldor, 1982; Moore, 1983) have striven to develop an 
alternative model where not only does money play an important and 
unique role in the real economy, i.e., where money is not neutral in either 
the short - or long-run, but where also a money economy operates 
differently from a non-monetary general equilibrium system. 

In section 1, a brief outline of the role of money in such a post-Keynesian 
entrepreneurial, monetary-production economy is outlined. Section 2 indi
cates that the terms exogenous and endogenous in relation to the money 
supply have often been used in the literature in sometimes different and 
sometimes conceptually incompatible manners. This semantic reason is the 
basis for the Steele-Bootie loggerhead. A taxonomic scheme for dis
tinguishing exogenous vs. endogenous money is therefore developed. With 
this classification scheme, section 3 is able to distinguish between the two 
processes for changing the supply of money - the portfolio change process 
and the income generating-finance process. Finally, Section 4 analyzes the 
financing of real bills and inflation bills. 

1 MONEY'S ROLE 

It should have been obvious to Hahn, but apparently is not, that his 
acceptance of one of the fundamental axioms of neo-Classical economic 
theory is the reason that there is no room for money in orthodox theory. 
This axiom, which Hahn argues 'most economists would accept' (1981, 
p. 34) can be stated as 

the objectives of agents that determine their actions and plans do not 
depend on any nominal magnitudes. Agents care only about 'real' 
things, such as goods (properly dated and distinguished by states of 
nature), leisure and effort. We know this as the axiom ofthe absence of 
money illusion, which it seems impossible to abandon in any sensible 
analysis (Hahn, 1981, p. 34). 

What seems 'sensible' to Hahn, however, is absurd if one wishes to 
portray the role of money in the real world. For this axiom (which Hahn 
labels 'the absence of money illusion' but is better termed 'the axiom of 
reals') suggests that money is neutral, i.e., that it has no real effects. No 
wonder there is 'no room' for money in an economic theory which tries to 
'explain' real changes in the economy but which is built on a postulate that 
money does not matter. 
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Keynes, of course, argued that money was not neutral (Keynes, 1973, 
p. 411) and that in the theory which he was articulating 'money plays a part 
of its own and affects motives and decisions' (Keynes, 1973, pp. 408-9) in 
both the long run and the short run! In other words, in a Keynes-Post
Keynesian theory, there is a unique and important real role for money in 
both the short-run and the long-run- money matters! 

Elsewhere I have developed the Post Keynesian analysis which argues 
that (a) in an economy moving through calendar time and (b) in a world of 
uncertainty where the future is not merely a result of an ergodic random 
draw from a given and unchanging probability distribution, while (c) 
production takes time, the most efficient way to organize production is via 
forward monetary contracts (Davidson, 1982-83). This creates a need for 
liquidity - a concept which only has meaning and relevance in a world 
which does not rely on the axiom of reals (Davidson, 1984) and where the 
demand for liquidity can affect real expenditures. Liquidity, the ability to 
meet your contractual monetary obligations as they come due, is the name 
of the game when we want to discuss a role for money in the real world -
and the public's sudden changes in their perceived needs for liquidity, as 
we have learned again in the stock market fall of October 1987. 

Of course, Frank Hahn should have realized the importance of the need 
for liquidity for meeting nominal contractual commitments and hence its 
potential effect on real spending decisions, since Arrow and Hahn meticu
lously demonstrated that: 

the terms in which contracts are made matter. In particular, if money is 
the goods in terms of which contracts are made, then the price of goods 
in terms of money are of special significance (nominal magnitudes 
matter!) This is not the case if we consider an economy without a past or 
a future .... If a serious monetary theory comes to be written, the fact 
that contracts are made in terms of money will be of considerable 
importance (Arrow and Hahn, 1971, pp. 356-7; italics added). 

Moreover, Arrow and Hahn demonstrate (p. 361) that if contracts are 
made in terms of money [so that money affects real decisions] in an 
economy moving along in calendar time with a past and a future, then all 
existence theorems are jeopardized. The existence of money contracts - a 
characteristic of the world in which Keynes lived and which we still do -
implies that there need never exist, in the long run or the short, any general 
equilibrium market clearing price vector. 

The Need for Money Contracts 

Time is a device which prevents everything from happening at once. Pro
duction processes take time and hence the decision to organize production 
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in a certain manner must occur earlier in time than the outcome. If the 
economic world has, or can have, important non-ergodic circumstances 
associated with it, then future outcomes of any economic process can never 
be forecasted with statistical precision at the onset of the process. In an 
nonergodic environment, people recognize that the future may be unpre
dictable in any stochastic sense, and hence the sensibility of human beings 
prevail. 

Sensible expectations rely on existing human institutions which have 
evolved to permit fallible humans to cope with the unknowable. In such a 
world, the attribute of dignity associated with all human motivation is 
necessarily geared not to rationality, but to sensibility. In such a world, the 
institution of fixed money contracts which limit nominal liabilities are an 
essential adjunct of organizing production processes. 

Only if entrepreneurs' monetary liability is contractually limited, and if 
entrepreneurs obtain reasonable assurances from their bankers that they 
can obtain the necessary financing of their working capital production 
contractual commitments will their animal spirits be bolstered and their 
dignity protected sufficiently to undertake the burdensome organization of 
large scale production. In the absence of money contracts, it is unlikely 
that entrepreneurs, facing a statistically unpredictable and unknowable 
future, would undertake large scale, long-lived, complex production pro
cesses. By using fixed money contracts for purchases and sales, entrepre
neurs can 'control' their cash positions - their cash-outflows and in-flows -
even though they recognize they can not predict the future in a statistically 
reliable sense. If prediction is not possible, then 'control' is essential. 

Lower life forms enter into organizational structures for the efficient 
operation of production and consumption processes (e.g., herds of eleph
ants, schools of fish, colonies of ants, etc.) None, however, utilize contracts 
and money to achieve their production and consumption objectives. Only 
homo sapiens, who can recognize the passage of time and the fundamental 
uncertainty of a nonergodic world, use monetary contracts as an essential 
adjunct to complex interdependent production and consumption pro
cesses. Thus, human economic activity has evolved institutions of contracts 
and money in order to 'assure' legal future outcomes in a nonergodic 
environment. 

In the real world, money is anything that legally discharges a contractual 
liability under the civil law of contracts. All contracts are calendar time -
either spot or forward - oriented. A spot contract designates delivery and 
payment at the moment of signing, while a forward contract designates a 
specific future calendar date for delivery and payment. Each party to a 
forward contract recognizes that the other party, despite possessing good 
faith at the time of signing of the contract, may be unable and/or unwilling to 
execute the contractual terms at the specified date. Legal enforcement 
permits each party to have sensible expectations that if the other party does 
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not fulfill its contractual obligations, the injured party will be entitled to 
just monetary compensation. 

In the real nonergodic world - unlike the ergodic neo-Classical system -
recontracting without penalty whenever a buyer or seller has made an error 
is simply not permitted. Forward nominal contracts for sale of goods and 
services are human institutions devised to enforce money wage and price 
controls over the life of the contracts. Business firms and households abhor 
what neo-Classical economists love - namely a flexible price system and 
recontracting without penalty. 

Money contracts, therefore, attenuate potential conflicts by assuring 
both parties that even if uncertain future events adversely affect one party's 
ability to meet its commitments, the other party will have a remedy in law. 
The existence of contracts, and the means to discharge contractual obliga
tions, i.e. money, affect the real production decisions in a monetary 
production economy. Moreover, financial institutions which play an essen
tial role in governing the money supply affect the short-run and long-run 
real outcomes of the economy. 

2 EXOGENOUS VS. ENDOGENOUS MONEY: THE 
CONCEPTUAL FOUNDATIONS 

A recurring theme in the long evolution of monetary theory is the dispute 
whether changes in (bank) money supplies play a causal part in influencing 
economic activity or whether variations are an effect of economic activity, 
overcoming the obstacles of barter in an interdependent production econ
omy. The view of money as causal represents a Currency School legacy, 
descending from Lord Overstone and the charter revision of the Bank of 
England in the 1840s. Money, viewed as an effect, constituted the core of 
the 'real bills' Banking Principle doctrine espoused at the time of William 
Tooke. Precusors abound as Marget's (1938) careful documentation re
veals. 

In recent times this Currency cause vs. Banking School effect contro
versy has evolved into a dispute between the Monetarists who argue that 
the quantity of money supplied is (should be) exogenous and therefore is a 
cause of inflation and the Post Keynesians who, following Keynes (1973, 
pp. 222-3), believe that changes in the quantity of money supply should be 
endogenous or an effect, i.e., responsive to changes in the demand for 
liquidity and hence observed changes in the stock of money are often an 
endogenous effect. Thus cause vs. effect have, in the recent literature 
become intertwined with the terms exogenous vs. endogenous. 

If the money supply is exogenous, as Monetarists believe, then to the 
extent that changes in quantity of money is associated with changes in the 
price level it can only play (by definition) a causal role. If the money supply 



248 Money: Cause or Effect? 

is often endogenous or an effect, on the other hand, then anti-inflation 
policies aimed at restricting the growth of the money supply will be 
effective only if they restrict changes in aggregate demand. Thus the 
theoretical issue of whether money supplies are exogenous or endogenous 
have important implications for the cause vs. effect role of monetary policy 
in a modern market-oriented production economy. 

Unfortunately, the conceptual basis of the terms exogenous vs. endogen
ous have not been clearly defined. The participants in the debate have 
often used and confused two different concepts, (a) the magnitude of the 
interest elasticity of the money supply function and (b) the independence 
(stability) of the money supply function. 

The Quantity of Money Supplied (Elasticity) Concept 

Under the elasticity of supply approach, if, and only if, the quantity of 
money supplied by the banking system is perfectly inelastic with respect to 
interest rates then money is exogenous. If the quantity of money supplied 
in the system is less than perfectly inelastic, then money is endogenous. If, 
and only if, the quantity of money supplied is assumed to be always and 
only determined by policy rules, actions, or other noneconomic forces, 
then the money supply function must be perfectly interest inelastic. Hence, 
the only postulated cause of changes in the observed quantity of money is 
specific policy actions by the Monetary Authority of other noneconomic 
forces. Thus, (by hypothesis) changes in the measured money supply may 
be the cause of some economic event, it can not be the result (effect)! 

An exogenous quantity of money supplied concept must and will be 
associated with a perfectly interest inelastic money supply function in the 
interest rate vs. quantity of money quadrant as, for example, Sx in Figure 
la. Providing one can properly define what is meant by money, the 
quantity of (bank) money supplied will be solely and exogenously deter
mined as a policy variable by the Monetary Authority. Any change (shift) 
in the demand function for money from say D1 to D2 in Figure 14.1a will 
play against the perfectly inelastic or vertical supply function of money (Sx) 
to induce pari passu changes in the rate of interest from ia to ib. Thus, in 
this case, a perfectly inelastic money supply is also associated with an 
independent supply of money function (i.e. independent of factors affect
ing the demand for money function). 

Contrary to the obvious facts, Monetarists have assumed this extreme 
case governs the real world. Hence Monetarists have argued for a 'rule' to 
govern an independent time rate of growth of the quantity of money 
supplied. This rule would shift the perfectly inelastic money supply func
tion solely due to the passage of time and independently of any short run 
changes in the demand function for money. B. J. Moore has termed those 
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who believed in a Monetarist rule Verticalists. 
If an exogenous money supply is defined strictly and solely with an 

perfectly inelastic money supply function, then any money supply function 
which either is less than perfectly inelastic must be associated with an 
endogenous money supply. Consequently, a perfectly elastic (horizontal) 
supply function such asS~ in Figure 14.1b is only one form of money supply 
endogenity; endogenity can also be associated with an upward sloping, less 
than perfectly inelastic function (.5;, in Figure 14.1b) or even conceivably a 
downward sloping money supply function (S~ in Figure 14.lb). 

Moore has associated those who believe that the quantity of money 
supplied by the banking system will alter in response to the demand for 
money changes as Horizontalists. These Horizontalists, of whom Kaldor 
(1982) is the prime example, conceive of an endogenous money supply in 
terms of a perfectly elastic (horizontal) money supply function, snl in 
Figure 14.lb. Thus, for the Horizontalists, when the demand for money 
function exogenously shifts from D 1 to D2 , the quantity of money supplied 
increase from M~ toMb in Figure 14.lb, even ifthe money supply function 
has not shifted. But as the above discussion indicates, strict Horizontalists 
represent only an extreme (or corner position) of those who profess the 
endogenity of the quantity of money supplied elasticity approach. For 
example, if Sn2 in Figure 14.lb is the money supply function then with an 
exogenous shift in money demand from D1 to D 2 , the quantity of money 
supplied endogenously increases from M~ toM~ in Figure 14.1b. 

In sum, exogenity vs. endogenity hinges on the magnitude of the 
elasticity of supply of money. An exogenous money system is only associ
ated with the extreme case of a perfectly inelastic supply function. All 
endogenous money supply advocates have a less than perfectly inelastic 
supply function in mind when they argue that observed or measured 
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changes in the quantity of money is normally an effect (of a change in the 
demand for money), rather than a cause. 

The Independent (Stability) Money Supply Function Concept 

The other possible view involves whether the supply function of money is 
strictly and always independent of the shift factors which exogenously 
change the demand function for money or not. This independence (or 
stability) of the supply function of money is not constrained by the actual 
elasticity of money supply function at any point of time. 

In this stability of supply approach, the emphasis is on the independence 
vs. the interdependence of the supply function of money vis-a-vis the 
demand function of money. As long as the money supply function is 
assumed to always be independent of the factors affecting the demand 
function for money, any independent shift in the supply function must be 
interpreted as an exogenous change in the money supply which can be a 
cause but not an effect. On the other hand, as long as the money supply 
function is stable and does not change, observed changes in the quantity of 
money supplied can not be the initiating cause of any economic event. 

These Two Views do not Always Provide a Common Ground for 
Exogenous vs. Endogenous Money Concepts 

These elasticity and stability concepts do not necessarily provide a common 
ground for distinguishing between exogenous and endogenous money as 
cause or effect. Hence both must be used to provide clear definitions. 

If, for example, every time there is an exogenous change in the demand 
for money such as D1 to D2 in Figure 14.2b, if the supply function of money 
in the system also changes (from S1 to S2 in Figure 14.2b), then the money 
supply function is interdependent and the quantity of money supplied is 
always endogenous in that it responds to changes in demand for money. 
(This would be true under the interdependence criteria even if S1 and S2 

were vertical- as in the elasticity view.) If, however, the money supply 
function S1 in Figure 14.2b (or S1 in Figure 14.2a) remained unchanged 
while the demand curve shifted from D1 to D2 , the money supply function 
is independent (exogenous under the stability view) but the quantity of 
money supplied increases from Ma to M! and is endogenous under the 
elasticity approach- just as the Horizontalists claim. 

Thus, in this latter view, even if the money supply function is (un
changed) as long as it is not perfectly inelastic with respect to the price 
(interest rate) variable, an observed or actual (measured) change in the 
quantity of money supplied to the system is an effect rather than a cause. 

These two - elasticity vs. independence - conceptions therefore do not 
necessarily provide a common ground and are not therefore strictly altema-
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tives for classifying all possible money supply cases as either exogenous 
or endogenous. A perfectly inelastic and always independent money 
supply function is uniquely associated with an exogenous money supply. In 
such a regime, any observed change in the quantity of money such as from 
Ma to Mb in Figure 14.3b must be due to an exogenous (independent!) 
policy variable shifting the entire supply function from sl to s2 as the 
demand function shifted from D1 to D2 • This independent and perfectly 
inelastic supply of money function conception implicitly underlies Mon
etarists's arguments that the money supply is exogenous for in this case the 
change in the measured money supply can only be a cause not an effect! 

If however, the money supply function is perfectly inelastic (exogenous 
under the elasticity interpretation) at any point of time, e.g. S1 in Figure 
14.3a, and if this vertical supply function shifts concommitently to S2 every 
time the demand for money function exogenously shifts from D1 to D2 , 

then the money supply function is interdependent and the measured 
change in the quantity of money supplied from Ma toMb in Figure 14.3a is 
an effect due to a change in the demand for money rather than a cause. 
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Hence, the observed change in the money stock is an endogenous quantity 
of money supply response despite the inelasticity of the money supply 
function. 

Similarly, if the money supply is not perfectly elastic (e.g. horizontal) it 
is endogenous (under the elasticity interpretation), but if the supply 
function is unchanged (at say Sn2 in Figure 14.1b) when the demand for 
money function shifts from D1 to D2 in Figure 14.lb, then money supply 
function is independent, while any observed changes in the quantity of 
money supplied (from M;. to~ always an effect, not a cause. Of course, 
a less than perfectly inelastic money supply function may also shift when 
the demand for money function changes, and hence the money supply 
would be endogenous under either view in this case. 

Every elementary principles textbook in Economics stresses the import
ance of distinguishing between a change in the quantity of a commodity 
supplied (or demanded), i.e. a movement along a supply (or demand) 
curve, and a change in supply (or demand), i.e. a shift in a supply (or 
demand) curve. Most Economic Principles instructors warn of horrendous 
errors (and failing grades) in any economic analysis of changes in prices 
and quantities by any freshman who can not distinguish between move
ments along a curve (changes in quantities supplied or demanded) and a 
shift in a curve (changes in supply or demand). Yet just such a confusion 
has hindered the professional discussion regarding the 'quantity of money' 
and its role in the economy as either cause and/or effect and whether 
money is exogenous or not. 

No wonder that even after a century of discussion, there continues to be 
considerable debate over this cause vs. effect- and exogenous vs. endogen
ous- and independent vs. interdependent money supply issue. Since the 
words and concepts have not been clearly, crisply, and uniquely defined, 
the various combatents in the continuing controversy often use the same 
terms to convey somewhat different meanings. Until we get our concepts 
semantically in order, little progress in the dialogue and discussion over the 
cause vs. effect role of money can be expected. 

For conceptual simplicity and completeness, therefore, differences in 
conceptualization of the 'money supply' can be distinguished by: 

1. the elasticity of the money supply function, i.e., perfectly interest 
inelastic vs. any interest elasticity; and/or 

2. independence vs. interdependence of the money supply and money 
demand functions. 

An exogenous money supply then can always be identified as a causal 
factor if it is defined as when either the money supply function is perfectly 
inelastic and when the money supply function shifts independently of the 
demand for money function. An endogenous money supply can be ident
ified as an effect therefore if it is defined as associated either with a less 
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than perfectly interest inelastic money supply function or an interdepen
dent shift of the supply function. 

3 THE SUPPLY OF MONEY PROCESS REVISITED 

For many years, Post Keynesians have been warning that orthodox ma
croeconomic theorists have not properly depicted the money supply pro
cess (e.g. Davidson and Weintraub, 1973; Davidson, 1972). Keynes' 
(1936, ch. 17) 'essential properties' of money (and all liquid assets) involv
ing a zero (or negligible) elasticity of production of the money commodity 
immediately determines the market supply behavior of producers of the 
money commodity in the private sector. If one is to properly specify how 
observed changes in the supply of money come about, one must relate 
them to the relevant banking institutions and operations which bring forth 
money. In the real world, Keynes reminded us at the very beginning of his 
Treatise on Money (1930, p. 3), money 'comes into existence along with 
debts, which are contracts for deferred payment and ... offers of con
tracts for sale or purchase', that is, the supply of money, and debt and 
production-offer contracts are intimately and inevitably related. For Key
nes, money does not enter the system like manna from heaven, nor is it 
dropped from the sky via a Friedmanian helicopter, (i.e. the money supply 
function is not always independent of demand factors), nor is it produced 
from the application of labor to the harvesting of money trees. For Keynes 
and Post Keynesians, the supply of money in a modern economy can 
increase only via two distinct money supply processes - both of which are 
related to contracts, one is associated with endogenous money, the other 
with exogenous money. 

The Income Finance Process 

In the first money supply process, which may be called the income 
generating-finance process, an increased desire to buy more reproducible 
goods per period- the finance motive (Keynes, 1973, pp. 215-23), (David
son, 1965, 1978)- induces individuals, firms, governments, and foreigners 
to enter into additional debt contracts with the banking system. If these 
contracts are accepted by the banking system without any simultaneous 
intervention or action by the Central Bank, then the money supply elas
ticity can not be perfectly inelastic. The additional debts of banks are 
issued and used to accept and pay for additional offer contracts of pro
ducers and workers. In the finance process, therefore, changes in the 
quantity of money supplied are always endogenous under the elasticity 
interpretation. If, however, these private debt financing contracts can, on a 
systemwide basis, only be accepted by private bankers if there is an 
accommodation by the Central Bank via its lender of last resort function 
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then the institutionally based money supply function will be interdepen
dent if the Central Bankers do their jobs, by permitting an endogenous 
(less than perfectly interest inelastic) money supply response. If the Cen
tral Bankers are to be lenders of last resort to prevent a banking system 
collapse, all they can control is the bankers' cost of obtaining reserves and 
hence the interest rate. 

In the income generating finance process, an exogenous increase in 
aggregate demand for goods provokes the demanders for money to initiate 
the process which increases the quantity of money supplied, as long as 
banks are willing and able t~ make additional bank-debt contracts avail
able under the rules of the game (and, of course, it is in the self-interest of 
bankers to do so). This increase in the measured money supply is used to 
finance additional orders for producible goods. Depending on the various 
cost elasticities of the various industries stimulated, increases in real 
income and prices will expand along with the increase in the endogenous 
quantity of money supplied. 

The Portfolio-Change Process 

In the second money supply process, which may be labeled the portfolio
change process, the Central Bank initiates the change in the money supply 
by buying existing liquid assets from the portfolios of the banking system 
and/or the general public. These sold assets are initially replaced in the 
banks' portfolios by bank reserves or in the portfolio of the general public 
by bank-debt contracts as an alternative store of value at a rate of exchange 
which the sellers find very favorable. In the portfolio money supply 
process, the initiating cause of a change in the money supply is an explicit, 
ceteris paribus, policy decision on the part of the Monetary Authority to 
shift the supply function of money at any given rate of interest. Thus the 
portfolio money supply process always involves an exogenous change in 
the money supply function. 

In the portfolio-change process, changes in the money supply are im
mediately used by the public as a substitute for securities as a vehicle for 
transfering purchasing power to the indefinite uncertain future. This inde
pendent increase in the money supply function due to open market 
operations initiated by the Central Bank, will increase the demand for real 
produced goods only via the usual Keynesian effect of lowering the cost of 
financing the purchasing of durables. 

4 FINANCE- REAL VS. INFLATION BILLS 

The income generating-finance process demonstrates that the financial 
system holds the key to facilitating the transition from a lower to a higher 
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level of economic activity. As long as long-duration, mass production 
processes must be planned ahead if they are to be efficiently organized in 
any non-slave or non-cooperative economies, then entrepreneurs will 
require the institution of long duration forward contracts to ensure the 
cooperation of owners of factor inputs in delivering on time factor services 
and materials according to the production schedule. Since these contrac
tual commitments require monetary payments (cash outflows) to factor 
owners before the product is sold and sales revenues (cash inflows) are 
received, entrepreneurs must be assured that they can obtain sufficient 
finance to meet these production cash outflow commitments. Any inability 
to obtain sufficient financial commitments today prevents entrepreneurs 
from initiating production activities, no matter how profitable these pro
duction processes are expected to be at a later date when the product is 
finally sold. 

In an entrepreneurial system of organizing production, economic growth 
requires a banking system that will provide an 'elastic currency' so that the 
expanding needs of trade can be readily financed. In the absence of a 
financial system which can provide such an endogenous money supply 
system, an entrepreneurial, market-oriented, monetary, production econ
omy will find that its best made plans for expansion will be stymied. 

Unfortunately, the same banking system which provides a mechanism 
for the endogenous expansion of the money supply to meet the needs of 
trade (the real bills doctrine) can not normally distinguish between entre
preneurial increased requirements to finance larger payrolls due to (a) 
increased employment (at a given money wage) associated with a larger 
production flow and (b) higher money pay per unit of labor [or other 
factor] effort (after adjusting for changes in labor productivity) i.e. higher 
efficiency wages or unit money costs of production. Consequently any 
banking system designed to provide a financial environment which eases 
the transition from a lower to a higher level of employment and output is 
also capable of supporting inflationary forces due to economic, social, and 
political demands from various groups for higher money incomes in order 
to obtain, ceteris paribus, a greater share of any aggregate output flow. In 
other words, any financial structure which is appropriately designed to 
provide an endogenous money supply under the real bills doctrine is 
simultaneously capable of creating a permissive environment for wage or 
profit inflation. Any healthy banking system apparatus which meets the 
needs of trade can be subverted to create an elastic curreJ!.CY of 'inflation 
bills' rather than 'real bills'. Any deliberate policy aimed at restricting the 
banking system's ability to issue 'inflation bills' will therefore concurrently 
limit its ability to supply sufficient real bills to maintain economic expan
sion. 

As modern banking institutions evolved in organizing their loan ac
tivities, they essentially evolved a money supply function which would 
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realistically never be perfectly inelastic under the fractional reserve rules of 
the game. 

It is true that in the Marshallian market period analysis all supply are 
stocks, by definition, and the time interval is too small to permit any flows 
to enter the diagram, then the Marshallian supply curve must be vertical or 
perfectly inelastic. Hence if one analysis a market economy under the 
assumption of a Marshallian market period situation, then the money 
supply function is perfectly inelastic, and the volume of money supplied is, 
by definition, exogenous. But in such a 'market-period' system, the volume 
of aggregate supply- or GNP- is also exogenous. Hence one cannot, in 
this model, show any relationship between changes in the money supply 
and changes in GNP. 

The error occurs when economists try to transfer the market period 
supply function for money to an analysis where all other supplies have flow 
characteristics, i.e. goods are producible. Assuming the equivalent of a 
market-period exogenous - perfectly inelastic - money supply while per
mitting short-run flows of output not only runs into logical difficulties, but 
it is a poor description of what happens in the real world where banking 
systems have been explicitly designed to produce an "elastic" monetary 
system. 

In a textbook world of the process of money creation, of course, it is the 
exogenous introduction of new reserve assets into the banking system's 
balance sheet which is the initiating cause of an increase in the money 
supply, at any interest rate. Under these textbook conditions, the money 
supply function can be conceived of as being perfectly interest inelastic and 
independent of the money demand function. Only an exogenous change in 
the aggregate reserve asset position of the banking system can induce a 
change in the money supply. Unfortunately, this artificial construct has 
been misinterpreted by many economists as a proper description of current 
real world banking systems. 

Under any fractional reserve system, bankers are motivated to search 
out borrowers and to expand loans as long as the interest they receive 
exceeds the interest cost of 'excess' reserves. Hence even in the textbook 
world of a 'high-powered monetary reserve base', the central bank will 
always make some reserves available to the banking system- although they 
may raise the price as they increase the flow. A central bank that did not 
provide additional reserves - at some cost, of course - would be a 
contradiction in terms. For the function of a central bank is to operate as 
the bankers' bank. And just as the bankers' customers will deal with their 
bankers only as long as they tend, as a rule, to make further liquidity 
available, as need be; so the bankers will deal with their banker only if the 
latter is sufficiently accommodating. 

Moreover, as long as the Central Bank permits differing reserve ratios 
for differing bank liabilities, based on their maturity dates, then the 



P. Davidson 257 

banking system has a built in process of endogenous money making- if one 
includes in a broad definition of money, all the liabilities of the bankers. 
Hence, especially under a liability management banking system, for exam
ple, with a Monetary Authority charged with the responsibility of prevent
ing any systematic liquidity crisis from creating a banking collapse, an 
endogenous money supply is assured. The only question is the interest rate 
costs to the banking system of inducing additional reserve assets into their 
balance sheets during any expansion. As long as there are additional 
borrowers who are willing to pay the going interest rate or more (at which 
bankers can make a profit), bankers will have an incentive to expand their 
loans. 

In a liability management context, bankers can, even on a system wide 
basis, increase the lending power of their existing reserve asset base by 
paying the public to give up very liquid assets of demand deposits and 
accepting less liquid bank liabilities - time deposits and even CDs - in 
return. Since the reserve requirements on the very liquid demand deposits 
is greater than on the less liquid time and savings deposits even if no 
additional bank reserves are created, liability management by the banks 
(i.e. paying the public to switch from more to less liquidity bank liabilitie~ 
or vice versa) means that the same reserve base can endogenously expand 
or contract to meet the changes in net demand for new loans by borrowers. 
Although the net demand deposits of the banking system need not change, 
and hence the narrowly-defined money supply quantity need not rise, the 
broader based measure of the money supply will definitely change, while 
one might observe a change in the velocity of the narrow based measure of 
money as well. 

The Central Bank can moderate the interest elasticity of supply resulting 
from liability management by providing the banks with an alternative 
source of bank reserves compared to paying the public to alter the liquidity 
of its portfolio. Thus in a modern banking -liability management- system, 
the Central Bank can never prevent some money endogeneity. The Monet
ary Authority can only increase the elasticity of the money supply function 
in response to a change in the public's demand for money, or produce an 
exogenous shift in the money supply function via the portfolio balance 
process. Consequently, the Central Bank's power to 'lean against the wind' 
in inflation is much more limited than Monetarists claim. 
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15 Change, Continuity, and 
Originality in Kaldor's 
Monetary Theory* 
M. Lavoie 

1 INTRODUCTION 

For Harry G. Johnson, perhaps the most famous Canadian economist, 
Nicholas Kaldor and John Hicks were 'illiterate monetary policy amateurs' 
(1978, p. 126). It is well known that Milton Friedman (1970) in his response 
to Kaldor's 'New Monetarism', called him a Johnny-come-lately. In much 
more diplomatic terms, this was also James Tobin's more recent assess
ment of Kaldor's involvement in the monetarist debates (1983, p. 36). On 
the other hand, British authors, such as A. P. Thirlwall (1983, p. 43) and 
Grahame Thompson (1981, p. 68), have claimed that Kaldor's memoranda 
on money presented the most effective repudiation of key monetarist 
assumptions. 

My intent is to throw some light on these somewhat divergent opinions. 
Kaldor's views on domestic money went through three different stages, 
each distant in time by about ten years. In 1958, Kaldor presented his 
memorandum to the famous Radcliffe Committee. In 1970, he published 
his Lloyds Bank Review article, which was designed to put a stop to the 
growing popularity of monetarism in Britain. In 1980, Kaldor had another 
go at monetarism, in his memorandum to a wide-searching House of 
Commons committee. This task developed itself into a series of articles 
(1981, 1981b) and a book (The Scourge of Monetarism, 1982), the title of 
which says it all. 

I shall study these three periods in turn. In a further section, I shall have 
a look at the monetary ideas of other Cambridgian economists, such as 
Joan Robinson and Richard Kahn, from the 1950s to the early 1970s. This 
will allow us to understand Kaldor's evolution in a wider context. Finally, I 
shall survey the importance accorded to the notion of endogenous money 
by other economists (the so-called reverse-causation argument), particu
larly with respect to the Friedmanian attack on mainstream economics. 

*This paper was also presented at the 1988 meeting of the History of Economics Society in 
Toronto. I made use of comments by V. Chick (London), A. B. Cramp (Cambridge), D. 
Laidler (Western Ontario), F. Petri (Siena) and T. K. Rymes (Carleton). 
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This will be done for both Europe and the United States, looking mainly at 
the 1960s. 

The reader should perhaps be warned that the author has already been 
convinced of the validity of the concept of endogenous money. The 
analysis that follows will not attempt to value the merits of Kaldor's 
arguments in favour of endogenous money. 1 The task which I have as
signed myself is to see to what extent Kaldor's arguments have changed or 
become more complete, and to discover to what extent they can be found 
in the writings of other authors and critics of monetarism. 2 I am thus 
attempting to answer two questions: how much have Kaldor's ideas on 
money changed and how original were Kaldor's views on money? 

2 THE EVOLUTION OF KALDOR'S VIEW 

The Radcliffe Memorandum (1958) 

The main message of Kaldor's memorandum to the Radcliffe committee is 
that the velocity of money is quite flexible within reasonable bounds. It 
means that within these bounds, changes in the velocity of money are 
almost limitless. Thus, Kaldor's major argument against the feasibility of a 
fine-tuning monetary policy is that economic agents have the ability to 
create substitutes to money and to economize on their transaction bal
ances. 3 Thus, 'considerable changes in the money supply in relation to the 
national income can take place without inducing spectacular changes in 
interest rates' (1964, p. 131). Economic agents, through increases in the 
velocity of money could evade the attempts by the central bank to control 
the money stock and influence the economy. Kaldor gives the United 
Kingdom of post 1955 as an example, where increases in velocity had 'fully 
compensated for the failure of the money supply to expand pari-passu with 
the rise in prices and income' (1964, p. 129). Nevertheless, Kaldor recog
nizes that money substitutes may not be devoid of inconvenience and that 
therefore short-term interest rates may rise (1964, p. 30). 

Kaldor's second task is to show that whereas fine-tuning by the monetary 
authorities is next to impossible, drastic steps in raising the rate of interest 
will have spectacular effects on the economy (1964, p. 132 and 135). 
Kaldor's theory is that within a large margin, increases in interest rates 
only temporarily lead to a postponement of expenditures. Furthermore, as 
a consequence of the large gap between the required prospective rate of 
profit and the money rate of interest, small changes in the latter do not 
restrain long-term investment. However, Kaldor recognizes quite clearly 
that large increases of the interest rate will have a tremendous deflationary 
impact. He is opposed to such drastic measures because they can easily be 
overdone, and because the wide fluctuations in interest rates that those 
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measures induce will create more uncertainty, leading to a higher average 
long-term interest rate. Furthermore, he points out that high interest rates 
adversely affect the capacity of governments to make their interest pay
ments on accumulated debt (1964, p. 136). 

The rest of the memorandum is devoted to the problem of inflation. 
Again Kaldor takes a quite reasonable position, in light of our recent 
experience, asserting that huge levels of unemployment should restrain 
wage demands and inflation, while moderate ones will not do. In the case 
of a true demand inflation, he falls back on the traditional fiscal policy. In 
fact, besides the emphasis on limitless changes in velocity and the innocu
ous impact of small changes in interest rates, Kaldor's presentation is quite 
traditional. He agrees with the standard Keynesian argument that changes 
in the money supply only exert their effect through changes in the level of 
interest rates and that therefore the latter should be controlled rather than 
the money supply or the credit aggregates. Kaldor puts a lot of weight on 
open market operations and portfolio effects. He denies that changes in the 
supply of bank credit has any effect on national income (1964, p. 134). He 
even states that interest rates result from the pressures of the demand for 
loans (1964, p. 131, fn. 1)! 

To sum up, Kaldor's 1958 memorandum has little links with the full 
endogenous money theory that he shall develop in the eighties. To oppose 
the old Quantity theory of money, and perhaps elements of the neo
Classical synthesis, Kaldor relies mainly on the substantial flexibility of the 
velocity of money. This line of approach was fully adopted by the Radcliffe 
Report. This led R. F. Harrod (1965, p. 797) (who himself contributed to 
the memoranda) to say that Kaldor's brief may have had the largest 
influence on the Committee. Indeed, in his assessment of the Committee's 
report, Kaldor (1960, p. 19) praises their statement that 'it is impossible to 
limit the velocity of circulation', while he regrets that the justification for it 
was downplayed, perhaps to avoid a clear break from the traditional view 
of the supply of money. 

The Lloyds Bank Review Article (1970) 

Whereas in the Radcliffe memorandum there was hardly any explicit 
reference to the Quantity theorists, Kaldor decided in 1970 to write an 
article titled 'the New Monetarism', which was entirely devoted to the 
claims of the Chicago school. Faced with the persuasive talents of Fried
man, Kaldor countered with his own. According to Kaldor himself, most of 
the arguments formulated against Friedman in 1970 had already been 
presented in a series of lectures in 1958 (1978, p. 26, fn. 1). In fact the 
reverse-causation answer to Friedman's results dawned on him, Kaldor 
says, in the early 1950s (1982, p. 22). 

There are however substantial differences between the Radcliffe brief 
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and the Lloyds Bank paper. In the former, Kaldor had insisted upon the 
variability of the velocity of money. In the latter, although he does not 
seem to be impressed whatsoever by the econometric computations of the 
monetarists, Kaldor appears to accept as a fact the relative stability of the 
velocity of money. 4 He then assigns himself the task to explain this 
stability, without having recourse to Friedman's causality from money 
towards income. 

Reversing causation, Kaldor claims that the crux of the issue is that the 
money supply is endogenous, not exogenous. 'The money supply 'accom
modated itself to the needs of trade' (1970, p. 8). This is where Kaldor 
innovates, in comparison to his 1958 presentation. Whereas in the Rad
cliffe memorandum Kaldor underlined what would happen to the velocity 
of money if the monetary authorities did not cooperate, in 1970 Kaldor 
claims that monetary authorities cannot but accommodate if they want to 
keep control upon money creation, unless they are ready to disrupt the 
whole economy (1970, p. 7-9). This explains why, in Kaldor's view, there 
have been few financial innovations and no appearance of money substi
tutes, and why the velocity of money has been fairly stable. Central banks 
are forced to show moderation in the exercise of power, specially when the 
interest-elasticity of money is low. Basically, the rate of change of the 
money stock is influenced by the rate of change of money income. 

Kaldor's evidence is mainly anecdotal. His best point is that in Britain 
high powered money is endogenous since the Bank of England has an 
agreement with the clearing banks to supply the required reserves (1970, 
p. 15). Otherwise he gives the Christmas example, where the seasonal 
increase in the money supply is due to increased spending by the public 
rather than the reverse. He argues against the significance of Friedman's 
time lags along lines quite similar to those formally presented by James 
Tobin (1970) the very same year (1970, p. 10--11). He uses Friedman and 
Schwartz' own figures to show that increases in the monetary base in the 
USA, in the 1930s, could not induce increased money supply and activity 
(1970, p. 12-13). 

To sum up, Kaldor still relies heavily on a simplified version of the 
argument of the highly flexible velocity of circulation. Any successful 
attempt by the central bank to control the quantity of money will automati
cally speed up its velocity. For Kaldor, the fact that velocity has not 
changed shows that central banks have mostly accommodated, perhaps 
because they can hardly do otherwise. As in the 1958 memorandum, 
Kaldor does not deny that changes in interest rates will affect investment 
(or the propensity to save!). But despite Kaldor's claim that money is 
endogenous, there is hardly any description of this endogeneity mechan
ism. The process of the appearance of money remains a black box. 5 
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The Scourge of Monetarism Papers (1980-2) 

The black box of Kaldorian money creation was to be opened ten years 
after the Lloyds Bank Review article. Kaldor's renewed interest in money 
matters sprung from the demands of a German encyclopedia of economics 
and a House of Common's inquiry. To criticize monetarism, Kaldor 
provided empirical evidence against it but also a well-formulated alterna
tive monetary theory, which ran counter to monetarism, neo-Classical 
synthesis and even Keynes' General Theory. The positive heuristics can 
most clearly be found in an article written with James Trevithick, also of 
Cambridge, and published once more in the Lloyds Bank Review {198lb). 

There Kaldor presents what I consider to be the main elements of a 
theory of endogenous money. First, contemporary and a large segment of 
past economic systems are based upon credit-money rather than com
modity-money. Under credit-money, the supply of money is a reflection of 
the variations in loan-expenditures. 'An increase in bank lending is necess
arily reflected in a corresponding increase in bank deposits, since the 
increased spending swells the deposits of the recipients' {1981b, p. 7). 
When expenditures are financed by drawing on the unused portion of an 
overdraft facility, as is often the case, this process is even more automatic. 

Kaldor's first basic proposition is that credit-money is created by bor
rowing from banks. His basic second proposition is that money is 'ex
tinguished as a result of the repayment of bank debt' {1981b, p. 7). Again, 
this happens automatically if economic agents are making use of over
drafts, since the rate of interest on loans is always higher than the one on 
deposits, and since they can always draw on their line of credit. Kaldor 
(with Trevithick) has thus reasserted the flux-reflux theory of the Banking 
School. 

A straightforward consequence is that there can never be any excess 
supply of money in the economy. It cannot 'cause' inflation, because any 
such excess would be used to pay back the overdraft rather than be spent 
on goods (and increasing aggregate demand). Another consequence is that 
net money creation thus becomes the difference between two opposite 
financial flows. Money is analyzed more as a flow than a stock, and as a 
consequence portfolio effects take a secondary role. Even if these effects 
are considered, Kaldor reverts to his old 1970 argument, stating that an 
interest-inelastic demand for money will prevent the central bank from 
using open market operations to seriously restrain money creation, for fear 
of destabilizing a financial system based on credit pyramiding. 

Kaldor also develops the reverse causality between the money stock and 
high powered money. The latter is determined by the former. Central 
banks cannot control high powered money as such. They can only encour
age or discourage the accumulation of money and base money by lowering 
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or raising the rate at which they are prepared to provide reserves (1982, 
p. 25). 6 This is why Kaldor considers that 'a given stance of a monetary 
policy is best expressed by a chosen rate of interest' (1981b, p. 6), rather 
than a fixed supply of money or reserves. The elasticity of the money 
supply, at the rate of interest chosen by the monetary authorities, is 
infinite. This gave rise to Kaldor's famous graph, where the supply curve of 
money is horizontal (1982, p. 24). 

The Kaldor of the 1980s has somewhat dropped the case of infinitely 
flexible velocity of money, perhaps to be able to 'demonstrate' that 
monetary restraints could indeed create some large inconvenience and lead 
to drastic changes in interest rates and unemployment rates: after all, 
monetarism is said to be a scourge! It may also be noted that Kaldor, 
having then fully endorsed an endogenous money theory, has reversed his 
views upon appropriate monetary control. In the Radcliffe memorandum, 
when monetary policy had to be applied at all, Kaldor mainly proposed to 
act upon interest rates. But in his House of Commons memorandum, 
Kaldor recommends a return to lending controls, to which he was opposed 
in 1958. Furthermore, he considers reserve ratios to be meaningless (1982, 
pp. 106--7). 

To sum up, Kaldor's opinions on money matters have changed quite 
substantially between 1958 and 1982, although he is opposed at all times to 
any form of a Quantity theory of money. But whereas his critiques of the 
latter initially seem to derive from some standard IS-LM scheme, plagued 
by rigidities and a highly flexible velocity of money, Kaldor's vision of a 
monetary economy later drifts towards a much more radical and unortho
dox stance, which makes it incompatible with neo-Classical theorizing. 

3 THE CAMBRIDGE VIEWS ON MONEY 

As it has been recently noted by Jan Kregel (1985, p. 133), money seems to 
play no role in the Cambridge theories of growth and distribution. It is 
therefore difficult to believe that there existed some common thread on 
monetary matters between the major proponents of these Cambridge 
theories. In this section, I propose to show that to some extent such a 
thread existed, and I intend to compare it with Kaldor's evolutive view. 

Joan Robinson 

Although Joan Robinson was mainly enthralled with the capital contro
versies, she eventually did get into the debate against monetarism. In her 
magnum opus, The Accumulation of Capital, she appears to take a rather 
conventional stance on monetary matters. In particular, she endorses fully 
Keynes' liquidity theory, while her short-run approach is reminiscent of the 
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IS/LM Model (1956, ch. 5, 23). In the long-period, she supports Kaldor's 
position of 1958, since she believes that the supply of money adapts itself to 
its demand, through innovation and changes of the velocity. The previous 
Rate of Interest and Other Essays (1952) cater similar views. There are 
however some interesting passages, where the rate of interest is deter
mined by the external balance constraint of the economy. This is basically 
Kaldor's position in the eighties (1982, p. 24). In the case of a worldwide 
boom, Robinson adopts a demand-determined supply of money (1952, 
p. 128). Robinson also underlines the importance of bank advances and the 
use of overdrafts (1952, p. 21). But all this is rather sparse. 

In her critique of monetarism, Joan Robinson predominantly proposes 
to reverse the causality of the Quantity equation, without giving much 
argument for this. She expresses her dissatisfaction with the IS/LM analysis 
and with the use of wealth effects on consumption (1970, pp. 508-9). She 
uses Tobin's title (1970) to describe the method of monetarism: post hoc 
ergo propter hoc (1970, p. 510). She has abandoned the standard liquidity 
preference theory as she states that 'the main determinant of the level of 
the interest rates is the state of expectations' (1970, p. 505). This renuncia
tion was to be reasserted ten years later (1982, p. 296). 

In my view, Robinson's most interesting remarks come when she ex
plains why Keynes assumed a vertical supply curve of money in the General 
Theory. 'It would have been much simpler to start by assuming a constant 
rate of interest and a perfectly elastic supply of money. But then his whole 
case would have been dismissed as a misunderstanding of the orthodox 
position . . . The concessions which he (Keynes) made to orthodoxy about 
the rate of interest were used to provide a mollifying version of his system 
of ideas which turned it back once more into a variant of the quantity 
theory' (1970, p. 507). The first sentence reflects, ten years in advance, 
Kaldor's horizontal supply curve of money. The second sentence refers to 
F. A. Hayek, whose Prices and Production (1931) gave some credibility to 
the Treasury View, and who, as a consequence, was considered to be 
Keynes' main rival influence.7 The theme of the last sentence was to 
become one of Kaldor's major proposition (1982, p. 21). 

Thus in these criticisms of Keynes or Keynesianism, Mrs Robinson 
seems to be way ahead of Kaldor in 1970. But in the rest of her works, the 
monetary apparatus appears rather traditional. Her dissatisfaction with 
standard tools is vaguely expressed, and her support of endogenous money 
is far from being well argued. It seems that she has the proper intuitions 
but that she cannot get disentangled from Keynes' General Theory. 

Richard Kahn 

Richard Kahn also submitted a memorandum to the Radcliffe committee. 
What is striking about his brief is that it announces Kaldor's recent theory 
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of endogenous credit-money much better than Kaldor's own contribution 
to the Radcliffe committee. On the subject of money, it seems that Kahn 
was a few steps ahead of his contemporaries. 

In his 'Notes on Liquidity Preference' (1954), Kahn argues explicitly 
against the simultaneous equations of the IS/LM model. He blames Keynes 
for having sometimes pictured the state of liquidity preference as a stable 
relationship (1972, p. 90). More importantly, he attributes validity to some 
of the criticisms made by Dennis Robertson against Keynesian liquidity 
theory. In particular, he agrees with Robertson's statement that most of 
the expansion of the money supply is due to the banks performing their 
banking role, i.e. lending money to those 'who want to make productive 
use of it' (1972, p. 93). Kahn is not yet totally convinced in 1954 that the 
proper emphasis of a monetary analysis should be put on the flow of bank 
advances and credit, rather than on the analysis of securities and cash 
(1972, p. 94). Four more years will be needed for that. 

Kahn reverses his priorities in his Radcliffe memorandum. The portfolio 
aspects of money and standard liquidity preference analysis become minor 
elements of his presentation, while bank advances take the forefront. With 
respect to the Quantity theory, Kahn already picks up the reverse-causa
tion argument, as well as the credit-money analysis: 'The quantity of 
money . . . is an effect and not a cause . . . The Committee should view 
with suspicion any line of argument which attributes to the behaviour of 
the supply of money a significance of its own, apart from its relationship 
with rates of interest and bank advances. This is no mere hair-splitting 
matter' (1972, p. 147-8). Kahn repeatedly stresses that monetary policy 
can only be expressed in terms of bank advances and of interest rates on 
loans. Investment requires bank advances (1972, p. 128). 

Elements of analysis, similar to Kaldor's 1958 presentation, can also be 
found. 8 Most interesting however are Kahn's practical recommendations, 
which are identical to those of Kaldor in the eighties. Kahn rejects the use 
of reserve ratios for banks, which he calls an 'indirect and imperfect 
method of limiting the banks' advances' (1972, p. 150). Kahn thus rec
ommends a direct approach, the regulation of bank advances, which avoids 
the unreliable and clumsy control of the money supply (1972, p. 151). 

In a later work, Kahn underlines again the importance of bank advances 
for investment and working capital, and he assumes that they arise from 
overdrafts (1972, p. 229). Kahn's perception of the functioning of the 
monetary system theory corresponds quite closely to that of the modern 
proponents of the theory of endogenous money. It could almost be said 
that the evolution of Kaldor's views was such that he gradually adopted 
Kahn's approach. In a way, this is not surprising since Kahn had translated 
Wicksell's Interest and Prices (1936), and had been forced to get immersed 
in the study of pure credit economies by doing so. 
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At Cambridge or Near Cambridge 

While to some economists the ideas contained in the Radcliffe Report or in 
Kaldor's memorandum seemed to be new and daring, it was not the 
opinion of A. B. Cramp, who in the 1960s was to become a fellow of 
Emmanuel College in Cambridge. Cramp (1962) thought that the debates 
between the Radcliffe and the Quantity theories of money replicated to a 
large extent the debates between the Banking and the Currency Schools. 
Despite the fact that economists such as John Stuart Mill had sided against 
the latter, the Banking School had fallen into oblivion. Economists such as 
J. M. Keynes had been partly responsible since, while pretending to 
oppose the Quantity theory, he proposed tools to refurbish it, such as the 
money/reserve multiplier or large segments of the liquidity preference 
theory (1962, pp. 13-14). 

In a paper published in 1970, a few months after Kaldor's Lloyds Bank 
article, Cramp draws several crucial distinctions between the modern 
Quantity theory and 'Radcliffism', which he sees as the proper Keynesian 
alternative to monetarism (1971, p. 63). Friedmanians attach great import
ance to monetary stocks, the reshuffling of portfolios by asset-holders, the 
exogeneity of the monetary base. The analysis stems from a static econ
omy. Radclifficism, on the other hand, emphasizes the flow of credit, the 
decisions of borrowers and their liabilities. The analysis presumes that the 
economy is growing (1971, p. 64). 

On the subject of money endogeneity and flexible velocity, Cramp is 
in-between Kaldor's 1958 and 1970 papers. Central banks may attempt to 
restrict monetary expansion: the velocity of money will then increase and 
interest rates go up. Usually, however, reserves will be passively provided. 
'Monetary policy is a weak tool unless used with such vigor as to court 
disruption of the financial markets' (1971, p. 74). This, says Cramp, is the 
lesson that was drawn in the Radcliffe Report and that can be quoted from it. 

In his support of the thesis of endogenous money, Cramp is one step 
ahead of Kaldor. He dismisses explicitly the money multiplier story. 'The 
causation runs primarily from money stock to high-powered money rather 
than vice-versa ... It is not the extra 8 of cash that produces the extra 100 
of deposits, but the extra 100 of deposits that requires the central bank to 
create an extra 8 of cash ... The extra 100 of deposit liabilities arises from 
the banks lending an extra 100' (1971, p. 70). The thesis of credit-money, 
which Kaldor was to develop ten years later, is here succintly but clearly 
exposed. 

Curiously absent from Cramp's analysis, however, is the concept of the 
overdraft. Cramp being a monetary historian, this omission is surprising 
since Keynes had described with some care the functioning of overdrafts 
(1930, pp. 41-3).9 As it has recently been pointed out by B. J. Moore 
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(1984, p. 66), the existence of overdrafts, i.e. unused lines of credit which 
are not regulated and hardly monitored, is a crucial fact supporting the 
theory of endogenous money. When Keynes tries to extricate himself out 
of the mess that Ohlin, Robertson and the finance motive got him into, he 
digs out overdraft facilities as a last-resort argument (Keynes, 1973, 
p. 223). 

It was left to John Hicks, in 1974, to mention the contrast between the 
standard textbook economy and the overdraft economy, where the analysis 
rests in the latter on the availability of borrowing rather than on the sale of 
liquid assets (1974, pp. 50-6). When Hicks came to revise his views on 
liquidity in 1982, his approach was very similar to that of the contempor
aneous Kaldor. His credit-money economy is Hicks' overdraft economy. 
Hicks believes that Keynes is now too monetarist. Open-market policy is 
impotent because, while it can fix interest-rates, it cannot control reserves 
or money since there are no speculative funds held in cash at all (1982, 
p. 264). 

It may thus be said, to sum up this second section, that a certain tradition 
of the endogeneity of money always existed at Cambridge, but that this 
tradition, as a consequence of the overriding triumph of Keynes' General 
Theory and Hicks' IS-LM analysis, had been reduced to its vaguest 
expression. However, under the pressure of the revival of the Quantity 
theory, Cambridge Keynesians were gradually forced to reassess their 
acceptance of Keynes' formal presentation of the liquidity preference 
theory, and they had to search for more precise presentations of their 
intuitions. While Kaldor undoubtedly put together the most comprehen
sive statement of a credit-money economy in the 1980s, colleagues of 
Kaldor at Cambridge were also on the same track. In some instances, they 
even seemed to be ahead, although lacking Kaldor's persuasion and 
enthusiasm perhaps. 

4 THE REST OF THE WORLD 

The United States 

This subsection is mainly devoted to Milton Friedman's claim that Kaldor 
in 1970 was a Johnny-come-lately. James Tobin recently reiterated that 
claim when he said that 'perhaps more than Kaldor realizes . . . his points 
[were] made in the debates on monetarism in the United States in the 
1960s' (1983, p. 36). Depending from which angle one looks at some of the 
major monetary debates around 1970 in the US, these assertions may or 
may not seem to carry much weight. All of the evidence does not point in 
the same direction; some subjective judgment must be made. 

It may be first noted that when Friedman is on theoretical grounds, as is 
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the case in the Journal of Political Economy 1972 debate, none of Fried
man's critics consider the endogeneity of money as an issue worth 
discussing. 10 In view of the fact that Friedman (1970) himself recognized 
without hesitation that monetarism stands or falls without or with endogen
ous money, this behaviour is rather surprising. Tobin, for one, stated there 
that the main issue with monetarism is the shape of the LM curve, mainly 
the interest-elasticity of the demand for money (Gordon, 1974, p. 77). 

Opponents to Friedman bring up some version of the endogeneity of 
money when they discuss empirical results. Endogeneity is discussed, it 
seems to me, not so much as a theoretical argument, but rather as a ploy, 
among many others, to diffuse the validity and the impact of Friedman and 
Meiselman's (1963) or Andersen and Jordan's (1968) single-equation 
econometric results. Both D. D. Hester (1964, p. 368) and Ando and 
Modigliani (1965, p. 711-3), in response to the first study, point out that 
the money supply is not really exogenous. Ando and Modigliani however 
accept the exogeneity of the monetary base. 

Those who criticized the second study, the St. Louis equation, went a bit 
further. Both De Leeuw and Kalchbrenner (1969) and R. G. Davis (1969) 
noted that part of the monetary base, currency and borrowed reserves, 
were endogenous. Both of them, however, recommended the use of 
non-borrowed reserves in the St. Louis equations, assuming that these 
were indeed exogenous. 11 Retrospectively we may easily say that their 
criticism fell short. However, such was the impact of these studies and of a 
book describing and measuring accomodative actions of the Federal Re
serve (Hendershott, 1968), that one of the author of the St. Louis equation 
decided to devote an article to the so-called 'reverse-causation argument', 
as indicated by its title (Andersen, 1969). It is also no hasard that C. A. 
Sims (1972) decided to use money and income for his newly-found 'causal
ity' test. 

To his credit, it must be said that Friedman never denied the possibility 
of reverse-causation. In answer to his critics, he either recognized that a 
minor part of the movement of the money stock might itself be induced 
(1965, p. 781), or that the possibility had been seriously considered in his 
previous studies and that the evidence gathered forced him to reject it 
(1964, p. 376). This last answer, based mainly on the analysis of leads and 
lags, prompted James Tobin to write the paper to which I have already 
referred, Post hoc ergo propter hoc (1970), where he demonstrates that 
within an economy where the money supply is passive and endogenous, 
variations in autonomous expenditures induce fluctuations in money that 
lead those of income. Tobin described in equations what Kaldor had put 
into words. 12 In Tobin's 'ultra-Keynesian' model, the central bank pro
vides just enough reserves to keep the rate of interest constant. The supply 
of money is thus infinitely elastic at the chosen rate of interest. We are back 
to Robinson's 1970 sentence and to Kaldor's 1982 diagram. 
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Tobin's 1970 model is undoubtedly a major formal step towards a theory 
of endogenous money. It is a much better explanation of Friedman's leads 
than the reinstatement of Keynes' finance motive which, as we have seen, 
negates the existence of overdrafts. But Tobin seems to be developing the 
model for negative purposes not for constructive ones, i.e. he does not 
attach much importance to it, except as a tool to knock down Friedman. 
Tobin entertained the idea of money endogeneity because it 'explained 
many of the pseudo-reduced-form correlations' that boosted monetarism 
(Tobin, 1983, p. 36). 

Quite different, in spirit and in form, is the contribution of Alan R. 
Holmes (1969). He does not present a model. He wants to show what a 
central bank does and can do. His basic point is that the money supply and 
the monetary base are demand-determined and that the Federal Reserve 
can only fix the rate of interest, whatever its targets. Holmes first under
lines that 'banks have on their books a large volume of firm commitments 
to lend money' (1969, pp. 67-8); they offer overdrafts. Holmes has a 
complete theory of credit-money, where the causality runs from credits, to 
deposits, to reserves: 'In the real world, banks extend credit, creating 
deposits in the process, and look for the reserves later . . . Within a 
statement week, the reserves have to be there, and in one way or another, 
the Federal Reserve will have to accomodate them' (1969, pp. 73-4). 
When less reserves are provided through open market operations, 'interest 
rates, spreading out from the Federal funds rate, will have been on the 
rise ... A switch to money supply as the target of monetary policy would, 
of course, make no difference' (1969, pp. 74-5). Holmes is in fact telling us 
that the US financial system, considered by all to be the textbook money
multiplier economy, cannot but behave like a Kaldorian credit economy 
(or an Hicksian overdraft sector). 

Trying to sum up this subsection, it may be said that although the 
endogeneity of money had been an issue in the debates on monetarism in 
the US, it was always a minor one. Endogeneity was either omitted or used 
as means to turn down empirical evidence. It was put forward for destruc
tive uses not for constructive ones. Furthermore, very few authors recog
nized that endogeneity affected the monetary base as well. The only 
exception, it seems to me, was Holmes, who was situated within one of the 
Federal Reserve Banks. One had to wait until 1973 to see in the United 
States a full-fledge attack against monetarism based on money endo
geneity. The authors (Lombra and Torto, 1973), incidentally, do not 
mention Kaldor. 13 

Continental Europe 

I shall focus my analysis of Continental Europe on only three authors, one 
each from a different country, each at a ten-year interval. They are 
Friedrich A. Lutz, Jacques Le Bourva and Paolo Sylos Labini. 
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In his article, written in the summer of 1969, the well-known German 
economist F. A. Lutz (1971) is concerned with the range of validity of the 
analysis of the standard money multiplier. He believes, with great 
circumspection, that it may be relevant for textbook economies such as the 
United States (1971, p. 150). But he has no doubt that the analysis is 
irrelevant to banking systems such as the German one, where only secon
dary liquid assets ratio may play a role (1971, p. 146). Lutz's position is 
thus similar to Hick's 1974 views: overdraft economies are distinct from 
textbook economies. What is ironic is that Lutz's description of the process 
of money creation in Germany is identical to the process described by 
Holmes for the United States. We may thus conclude that both the 
German and the American banking systems are part of the overdraft 
sector, which is Hicks' view in 1982! 

The most explicit and precise statements of a theory of endogenous 
money are to be found, in my opinion, in two articles by French economist 
Le Bourva (1959, 1962). Trying to explain in his 1959 article the reversal of 
causality between money and prices, something of a tradition in France 
since Albert Aftalion's Monnaie, prix et change (1927), Le Bourva presents 
a monetary theory which he associates to Knut Wicksell and to the 
Banking School, and which he contrasts to the Quantity theory and to 
Keynes' views. Le Bourva's 1959 paper precedes Kaldor's 1981-82 ident
ical presentation. In Le Bourva's model the rate of interest is autonomous, 
chosen by the banking system, and the supply curve of money is infinitely 
elastic: he even has a graph with the now standard horizontal supply curve 
(1959, p. 720). Le Bourva puts much emphasis on the initiative of the 
firms: their demand for new loans generate new deposits. Money is a 
dependent variable, usually the result of the activation of the unused 
portion of existing lines of credit (1959, p. 721). Le Bourva also underlines 
the importance of money destruction: if there were excess money, it would 
be used to pay back past loans (1959, p. 723). The only thing really missing 
from Le Bourva's account is the link between money and high powered 
money. 

This omission is rectified in his 1962 article, where the links between the 
central bank and the commercial banks are analyzed in detail. Le Bourva's 
position is that the central bank is powerless unless it decides to impose 
quantitative limits to credit aggregates. High powered money is otherwise 
fully demand-determined, although the central bank sets the rate of 
interest (discount rate, and day-to-day money market). Le Bourva also 
brings forward a point to be underlined later by Cramp: money is not only 
a stock, it should also be considered as a flow, specially in the view that all 
production (which is a flow) must be somehow pre-financed by credit
money. The integration of money to the economic system is done through 
this pre-financing (1962, pp. 37-8). Again Le Bourva underlines the 
flux-reflux theory which is so detrimental to monetarist views. 

Whereas in Cambridge, economists seemed to have been forced to 
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specify an alternative monetary theory as a result of the invasion of the 
monetarist ideas, in France a theory of endogenous money was proposed 
because there existed a vacuum. Indeed Le Bourva thought that the 
Quantity theory was dying. He thought that the well-known criticisms 
against it, based on the instability of the velocity of money were accepted 
by all. Still, he believed that these were trite criticisms. The fundamental 
objection to the Quantity theory was, in his view, the reverse causality that 
emerged from the determination of the volume of money (1962, p. 29). As 
a consequence of all this, Le Bourva did not believe that the monetary 
policy ought to have any responsibility in the stabilization of the price
level, a position also upheld by the Cambridgians. Besides situations of 
excess demand for raw materials or agricultural goods, Le Bourva at
tributed price increases to psychological thresholds inducing wage de
mands and increased profit margins (to finance new capacity) (1959, p. 
730). There is little doubt that Le Bourva considered his monetary theory 
as a natural companion of the Cambridgian approach since, when he deals 
with the question of income distribution, he refers to Robinson's Accumu
lation of Capital (1962, p. 52). These links go both ways, however, since Le 
Bourva's monetary theory is based on the Banque de France view, sup
ported among others by A. Boccon-Gibod, whom Kaldor knew well. 14 

But long before Le Bourva, the hypothesis of a given stock of money had 
been under heavy criticism from a well-known post-Keynesian. Here is 
what Paolo Sylos Labini wrote in 1949, after some long discussions with 
Franco Modigliani. 

This reasoning is based on the assumption that the volume of money is 
constant ... Here is the fallacy. The production of means of payment, 
in the modem economic process, did not and does not depend ... on 
the monetary authority ... It is not true that the firms cannot 'produce' 
money: they can and do produce it: not directly but through the 
banks . . . The assumption that the volume of money is constant would 
seem to be unfounded, or rather, deceptive. Such an assumption creates 
bottle-necks, required passages, which in reality do not exist. (1949, 
p. 240) 

Sylos Labini goes on, explaining that new credit-money does not rep
resent the savings of anyone, that long-term investments are initially 
financed by short-term bank loans, and that we are left without a theory of 
interest. An economy based on an exogenous stock of money, Sylos Labini 
says, has ceased to exist more than two centuries ago. Almost forty years have 
elapsed since this point has been made, but it is not yet accepted by all. 

It is thus clear, to sum up this subsection, that some economists were 
dissatisfied from the onset with Keynes' hypothesis of a given stock of 
money. There existed in Europe a tradition of opposition to the Quantity 
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theory which, at least in the case of France, was well-formalized and 
well-developed around 1960, and which was not based on the instability of 
the velocity of money or on the definition of means of payments, but rather 
on the formalization of reverse-causation arguments. While Kaldor, on 
that basis, appears as a somewhat latecomer, the same cannot be said of 
the whole Cambridge tradition since in 1958 Kahn was thinking mainly 
along the lines presented by Le Bourva. 

5 CONCLUSION 

I had assigned myself three tasks: to follow the evolution of Kaldor's ideas 
on monetary matters; to assess the existence of a monetary tradition 
among the so-called Cambridge authors; to compare the Kaldorian tradi
tion with the criticisms of standard and monetarist theory in the 1960s, 
both in the United States and in Europe. It is quite clear that Kaldor's 
initial criticisms of the Quantity theory were based on the possibility of a 
quasi-limitless flexibility of the velocity of money, and that this was the 
Radcliffe position. Later, Kaldor adopted a reverse-causation stand, which 
was eventually developed into a criticism of Keynes' General Theory and a 
full-fledged description of a credit economy with endogenous money. 
Whereas Joan Robinson seems to have followed Kaldor's own revolution, 
other Cambridge authors such as Richard Kahn or Anthony Cramp 
seemed to have preceded it to some extent, emphasizing elements that 
were to be found in Kaldor's writings ten years or so later. Kaldor was, 
however, the first to assign a whole article to the question of reverse 
causation. Although the endogeneity of money had been invoked by 
several critics of Friedman, it had rarely been considered as a criticism of 
major importance, probably because all of these critics had some sort of 
simultaneous causation in mind and because most of the comments were of 
a statistical rather than of a theoretical nature. On the other hand, 
economists from continental Europe had long ago recognized the inad
equacy of Keynes' or Friedman's presentation of the money supply. 
Economists from France in particular, perhaps because the Quantity 
theory had never been a dominating force there, had articulated very early 
the characteristics of a credit-money economy and its consequences for 
inflation and monetary policy. 

In view of the fact that some famous neoclassical economists have 
attributed absurd views to Kaldor, it may be worthwhile to clear up the 
matter. Paul Samuelson writes that the Radcliffe Committee is 'one of the 
most sterile operations of all time' and that it 'embalmed' the 'stupid view 
that money does not matter' (1969, p. 7, 9). Robert Solow says that Kahn 
and Kaldor 'needed to be told that money matters and that shifts in the LM 
curve can affect real output. They probably still don't recognize that' 
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(Klamer 1984, p. 135). Both Samuelson and Solow claim that monetarism 
and an eclectic (neoclassical synthesis) Keynesian economics are the same, 
or that the only differences are about the elasticity of the curves, which still 
seems to be Tobin's most recent assessment (1983, p. 36). Monetarism 
would be a corrective, but only to Cambridge Keynesian economics. What 
Samuelson, Solow and others do not seem to understand is that an 
endogenous stock of money (or a limitless velocity), with reverse
causation, if it implies that money does not matter, does not imply that 
monetary policy is of no significance. Kaldor, the Cambridge authors and 
proponents of credit-money theories have emphasized time and again that, 
although the central bank could not fix the supply of monetary aggregates, 
it could still choose the level of interest rates. The monetary authorities 
thus always have to take some monetary stance. Monetary policy is a 
potent tool when drastic steps are taken. But it is also a far too dangerous 
one, as the recent past can testify, with its huge unemployment rates and 
indirect government deficits. Cambridgians simply believe that there are 
less barbarian means to stabilize prices. 

Economic theories are said to go in circles. The Quantity theory seems 
to be reigning, although anti-monarchic movements continuously threaten 
(the Banking School, the Wicksell-Schumpeter-Keynes episodes, the 
Kaldorian monetary theory). Sometimes the republican opposition seems 
to have taken control, only to find out that the revolution has established a 
monarchist republic. Theories are made more precise when they are to 
supersede or when they are about to be superseded. They come and go, 
with controversies and economic circumstances, brought out of oblivion 
and getting back into it. 

Kaldor was opposed to the Quantity theory from the beginning. But his 
opposition took different and complementary aspects through time. Kaldor 
first favored the instability of the velocity of money and the appearance of 
money substitutes when monetary authorities would show some reluctance 
in accommodating demand. He then accepted as a fact accommodative 
behaviour and developed his theory of endogenous money, where velocity 
is stable. The 1980s have, however, been years of disrupted financial 
markets, unstable velocity, financial innovation and so-called liability 
management. Several central bankers now complain that innovations 
render predictions of the money aggregates completely useless (Freedman, 
1983). If Harry Johnson's opinion of Kaldor has some validity, i.e. if 
indeed he was 'a man who rolls with the time fairly fast' (1975, p. 123), 
Kaldor today might have advocated again a theory where changes in the 
velocity of money, because of induced innovations, are of primary import
ance. In fact, this is precisely what he did in his last piece in the field 
(Kaldor, 1985, pp. 259-60). 



M. Lavoie 275 

Notes 

1. See Lavoie (1985; 1986). See also the (1988) book by B. J. Moore. 
2. A. P. Thirlwall (1987, ch. 12) has written a chapter surveying and evaluating 

Kaldor's monetary views. Thirlwall's piece, however, is mainly concerned with 
policy matters. See Desai (1989) for another independently written assessment 
of Kaldor's criticism of monetarism. 

3. The creation of money substitutes could be considered to be part of the realm 
of financial innovations, which had been underlined by H. P. Minsky (1957) at 
that time, and which have again been pushed recently to the forefront (Ge
deon, 1985; Rousseas, 1985, 1986). 

4. Finding negative money multipliers with resounding correlation, Kaldor com
ments: 'Which only goes to show what 't' values and~ are worth' (1970, p. 6). 

5. Although on a side issue, Kaldor mentions the demand for loans as a cause of 
bank deposits (1970, p. 14). 

6. The argument is developed elsewhere (1981, pp. 16-19). 
7. In 1970, Kaldor also links Friedman to Hayek: both argue that tampering with 

the money supply induces painful adjustments (Kaldor, 1970, p. 3). 
8. The velocity of money is unstable (1972, p. 147); to control inflation by 

deflating demand is possible but would require very high unemployment rates; 
monetary policy is difficult to fine-tune and, because it is unpredictable, often 
leads to excessive squeezes (1972, p. 139); restrictive measures are often 
justified by unfavourable balance of payments (1972, p. 148). 

9. Cramp's present position is expressed in four articles of the New Palgrave 
(1987). 

10. It is mentioned, en passant, by Brunner and Meltzer (Gordon, 1974, p. 72) and 
by Paul Davidson (Gordon, 1974, p. 103). 

11. Although Davis (1969, p. 126) adds that one would have then to demonstrate 
the stability of the relationship between non-borrowed reserves and the money 
supply. 

12. In fact the resemblance is such that one wonders whether Kaldor had seen a 
draft of Tobin's paper when he wrote his 1970 article. 

13. Nor do Davidson and Weintraub (1973), who tackled a similar subject. 
14. This I have been told by Professor Jean Weiller. Le Bourva refers to Boccon

Gibod and Berger and to their Banque de France view in his introduction 
(1962, p. 29). Note that English central bankers of the fifties also held some of 
these views, which today would be considered non-orthodox (seeN. Wulwick, 
1987). 
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Business Cycles 



16 A Keynesian Business 
Cycle* 
R. H. Day and T. Y. Lin 

the presence or absence of a fluctuation inherent to the economic 
process is practically and scientifically the fundamental problem. (J. A. 
Schumpeter, 1935, p. 2) 

The Keynesian business cycle follows a straight forward scenario. Begin in 
an expansion with a rising volume of transactions. Under tight money, 
interest rates rise. If they rise sharply enough investment is eventually 
reduced. If this depressing effect is strong enough, a recession is induced by 
the corresponding fall in aggregate demand; unemployment and excess 
capacity increase, the transaction demand for money decreases, and the 
interest rate falls. If the latter influence is sharp enough investment may 
overcome the depressing influence of excess capacity and low profits. 
Recovery sets in and the stage is set for a repetition of the story. A 
dramatic example of such interactions occurred in the early 1980s when the 
price level was brought under control with tight money policy; interest 
rates reached unprecedented levels and investment in some sectors came to 
a virtual standstill. When interest rates eventually fell, the impact on new 
housing starts and investment was immediate and substantial. 

In this paper we show how business fluctuations of this Keynesian type 
arise in a dynamic version of the IS-LM model. We show first that periodic 
cycles or deterministic fluctuations that behave like stochastic processes 
can persist when demand for money and goods have classic 'textbook' 
forms. 1 We then consider an operational version of the model with plaus
ible parameter values. Examples are given using data for each of three 
periods (early 1930s, early 1960s and late 1970s). The first example displays 
a stable, two-period cycle; the second exhibits a two-period cycle with 
random amplitude; and the third exhibits fluctuations with both erratic 
periodicity and ra.ndom amplitude. In order to see how robust these results 
are we compute the bifurcation diagram for each of the examples for 
continuous variations in the endogenous demand for investment goods. 

* Work on this undertaking by the first author was commenced and initial drafts prepared at 
the Industrial Institute of Economic and Social Research in Stockholm and at the Netherlands 
Institute for Advanced Study in 1984. It was completed during the 50th anniversary of The 
General Theory. Discussions with David Lilien and some cogent remarks of an anonymous 
referee were very helpful in preparing the final version. 

281 
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This method, which involves comparing the attractors to which trajec
tories are drawn for various values of the parameters, is a generalization of 
the method of comparative statics where equilibria are compared for 
marginal changes in various parameters. Such equilibria represent the 
'long run' behavior of an implicit or unspecified dynamic process under the 
assumption of asymptotic stability. In the nonlinear, explicitly dynamic 
model under consideration here the long run attractors may be uncount
able sets (with positive measure). Nonetheless they are systematically 
dependent on the parameters of the system even though the latter need not 
be stable! 

One may reasonably ask if such a method is meaningful for a 'short-run' 
model. Two answers may be given. First, one wishes to know if short-run 
behavior is 'transient' and would change with the passage of time. Thus, a 
short-run fluctuations could die out and a stationary state emerge, or 
erratic fluctuations could converge to cycles perhaps of very high order. 
Second, and more importantly, some variables are assumed to be fixed 
because they change relatively slowly in the short-run. We would really 
like to know how the dynamics are influenced when these 'variables' are in 
fact allowed to vary. The bifurcation diagram suggests a clue, for if a given 
kind of behavior is robust and occurs for widely varying values of the fixed 
variables, then that qualitative behavior is likely to persist in the more 
general model. Bifurcation analysis is thus a first step in the investigation of 
less restrictive assumptions. 

In actual economies where the money supply itself varies (because of 
policy changes, international trade, etc.) where echo effects of capital 
accumulation exist, and where prices are allowed to adjust, the business 
cycle is very much more complicated than in the model analyzed here. For 
this reason our model is not likely to be adequate as a basis for econometric 
analysis without substantial generalization. But the dynamic interaction of 
interest rates and aggregate demand are part of the story and under some 
conditions likely to have a substantial influence. The Keynesian analysis, 
therefore, will surely retain its interest for a long time. Its integration of 
monetary and commodity sectors in a single coherent framework illustrates 
with graphic simplicity how empirical properties of supply and demand 
determine the employment effects of monetary and fiscal policy. That 
intriguing new insights can still be derived within this 'classic' framework 
when attention is shifted from the usual comparative static analysis to an 
explicitly dynamic formulation adds some very new wine to a quite vener
able cask. 

Benassy (1982, 1984), Bohm (1978) and Malinvaud (1980) provide a 
basis for believing that a dynamic Keynesian theory may be of more than 
pedagogical value. In these and in other models involving switching re
gimes or multiple phase dynamics,2 economies may be governed by quite 
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different dynamic forces at different stages of development, switching from 
one phase or regime to another in response to endogenous changes in 
state. Such models explain why a given set of equations may only be 
relevant part of the time and only under certain conditions. Thus, one 
could imagine that under some conditions the Keynesian theory provides a 
very good approximation when prices are changing slowly and excess 
capacity persists, while, as conditions change, the economy may escape this 
Keynesian regime and enter a different one of stagflation or of classic 
inflation. 

The setting of this conference in honor of Nicholas Kaldor is an appro
priate place to reconsider the basic Keynesian insights for Kaldor was an 
ardent champion of Keynes; he was actually more successful in establishing 
an explicitly dynamic analysis of the business cycle, and he was one of the 
very first economists to recognize the crucial influence nonlinear relation
ships can have in determining the qualitative properties of economic 
adjustments over time. The spirit of the present contribution is in other 
regards closer to Hicks and Hansen in its explicit incorporation of the role 
of money and interest. Indeed, in our version of the theory it is precisely 
this role that induces nonlinearity and all the qualitative results that follow. 
For this reason, we wish to dedicate this work not only to Nicholas Kaldor 
but also to John Hicks and Alvin Hansen. All three did so much to 
establish macroeconomics as a branch of economic science. 

1 THE MODEL 

Let m, g and t be indexes denoting money, goods and labor respectively. 
Prices and wages are assumed fixed while real output, Y, and the real 
interest rate, r, are variable. Denoting Dm and sm as the aggregate demand 
and supply functions for money we have, assuming temporary market 
clearing, the equation for the monetary sector 

Dm (r,Y) = sm (r,Y) = M. (1) 

If the supply of money, M, is exogenously determined as indicated in the 
right-hand identity, the LM curve is derived in the usual way: 3 

r = Lm (Y;M). (2) 

The aggregate demand curve for goods may be denoted by D8(r,Y;G,!-J.,t) 
where G and r are government expenditures and the income tax rate 
respectively and were 11. is a shift parameter reflecting the importance or 
intensity of endogenous investment demand. If the parameter 11. is zero 
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then there is no induced but only autonomous investment. If 1-L > 0 then 
induced investment enters the picture. Substituting for the interest rate 
using (2) we obtain the aggregate demand curve 

O(Y;G,/.L,r,M):=D8 [Lm(Y;M),Y;G,~J,l"]. (3) 

Assuming that supply adjusts to demand with a lag then the difference 
equation 

(4) 

describes the progress of aggregate income through time. 4 

The qualitative features usually assumed for the demand for money and 
goods are that iJDiJi:Jr < 0, iJDi/iJY > 0, i = m, g. Under these standard 
assumptions and given (1) the LM curve is upward sloping. In accordance 
with usual practice we may assume that the slope of the LM curve is 
relatively low at low income levels and rises as income rises becoming 
unbounded as Y approaches a value, say, ym_ 

Next consider the slope of the aggregate demand function, 

d8 i:JD8 dr i:JD8 
-+--· 
dY ay (5) -=--

dY or 

It can be positive or negative depending on the relative magnitudes of the 
component terms in (5). Given the conventional LM curve, increases in 
income from an initially low level do not influence the interest rate very 
much; the capacity and profit influence of income that underly the positive 
income effect on aggregate demand will dominate and aggregate demand 
will be upward sloping. But as income increases enough the interest rate 
must eventually rise sharply and the negative influence on demand for 
goods of rising interest rates can then dominate, possibly reducing it. 
Indeed, if iJDS/iJY is itself bounded above, and if the interest effect on 
investment is strong or becomes stronger as rates rise then the possibility of 
a dominate monetary crowding out effect is the more likely, just as it is the 
more likely the steeper is the LM curve. If so, then aggregate demand will 
have a nonlinear profile. In particular it may have a range in which its slope 
is negative. In such a situation cycles can exist and if the effect is strong 
enough they may persist. Thus we arrive at the story with which we began. 
As an historical aside it is interesting to note that because of the inherent 
properties of demand the problem of bounding expansion and contraction 
which worried cycle theorists of the time does not arise in a monetary 
economy with bounded money supply, a point recognized by Modigliani 
(1986, p. 146). 

The model is essentially like those of Metzler (1940), Modigliani (1944) 
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and Samuelson (1948). Samuelson preferred an adjustment story 
(p. 281-3) while Metzler emphasized the dependence of demand on past 
income (the 'Robertsonian lag'). From the adjustment point of view our 
parameter !l will be seen below to act like a 'speed of adjustment' of 
investment to 'current' (or immediately past) conditions. But this is an 
extremely crude interpretation and does not eliminate the need for a more 
sophisticated analysis in which distributed lags are incorporated explicitly. 
Indeed, it is well known that the solution of nonlinear, discrete time 
models are sensitive to the length of the time period involved, one of their 
chief limitations for theoretical analysis. It is the price paid for dropping 
the equally unrealistic assumption of instantaneous, continuous adjust
ment when differential equations are used. 

To incorporate the old Robertsonian view point not only income must 
enter with a lag, on grounds that expenditures are made from preceding 
income receipts, but also interest. Here one might argue that orders for 
durable consumer goods and capital must be made on the basis of the 
currently known (average) interest rate, not on the average interest rate 
that emerges from the current period's market. Again we have a simplified 
(naive) expectational model at work. Contemporary gluts of office build
ings (for example) and occassional over-production of various commodities 
(petroleum, wheat) all too convincingly suggest that as a first crude ap
proximation such a simple expectational model is better than the equally 
bold simplifying assumption of perfect forsight and other implausable 
proxies for rational expectations. 

In any case strong assumptions must be made if we want to derive a 
rigorous understanding of the dynamic interactions involved. A referee has 
noted, however, that at least the standard fixprice assumption underlying 
(1)-(4) can be relaxed by adding an 'aggregate supply curve' P = P(Y) with 
P'(Y) > 0. In this case (3) would become 8(Y) = .DK[Lm(Y,P(Y)), Y, P(Y)] 
and we arrive again at a first order difference equation. This adds some 
complicating wrinkles to the nonlinear profile of 9( ·) but none of the 
results possible with the original model are changed in any essential way. 5 

In such a model, of course, the aggregate price index is positively corre
lated with aggregate output. 

2 INTRINSIC NONLINEARITY 

A negatively sloping aggregate demand function may seem novel but that 
is only because the standard analysis is always conducted in the IS-LM 
framework. By using the LM curve to eliminate the interest rate from the 
demand for goods the nonlinearity we have been considering is readily 
perceived. 

In order to sharpen this point suppose that the demand for money is 
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comprised of separable transactions and liquidity components as shown in 

Dm (r, Y): = kY + L(r), (6) 

where k is the reciprocal of the transactions velocity of money. L(r) is the 
liquidity preference function. It is assumed to be downward sloping and 
bounded below by some minimal rate r' so that it incorporates a liquidity 
trap. Also, as is usual, it is assumed that as the interest rate increases, 
liquidity demand approaches zero. Given these assumptions the LM curve 
exists on the open interval (0, Mlk) and can be written 

(7) 

which is a positively sloped function. It becomes unbounded at Mlk. 
Next, assume that the demand for goods is comprised of separate 

consumption and investment components as shown in 

D8 (r,Y): = E + G + (1-T)aY + !J](r,Y) (8) 

in which E is the sum of autonomous consumption and autonomous 
investment demand, a is the marginal propensity to consume, I(r,Y) is the 
induced investment demand function, 1.1. is the induced investment demand 
shifter and 1: the tax rate as noted above. We assume as usual that 8//dr < 0 
and 81/iJY > 0 and that induced investment demand approaches or reaches 
zero when interest rates get high enough. 

Substituting the LM curve into the investment function we get the IY 
function 

H(Y;M): = J[L -l (M-kY),Y] (9) 

whose slope is 

dl (J] dr 81 -+--· 
dY ay 

(10) -=--
dY dr 

The second term on the right is positive or zero. The first term is negative, 
a consequence of the assumed forms of the demand for money and 
investment goods. Since dr/dY becomes unbounded as income increases 
and because induced investment is choked off when interest rates rise 
enough, the IY function must reach zero at some income, say Y*. Because 
of the possible stimulating influence of the income level, induced invest
ment might rise when income increases from relatively low levels. The 
crucial fact is that it must fall to zero because of the 'crowding out' effect of 
the transactions demand for cash. (Of course autonomous investment is 
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still positive.) The implication is that for 1.1 > 0 aggregate demand has a 
nonlinear, tilted-z profile first lying above the line given by A + G + (1 -
1:)aY but eventually declining to that line at Y*. 

Substituting (7) into (8) the difference equation (4) becomes 

(11) 

Clearly the investment demand shifter (or investment speed of adjustment 
parameter) plays a crucial role. If 1.1 = 0 the model boils down to the 
simplest multiplier story. When 1.1 is positive but small a bell-shaped sliver 
is added but cannot have much affect. But when 1.1 is large the bell-shape is 
more prominent and plays an important role in the dynamics. 

To see how this happens let us consider specific functional forms for 
investment and monetary demand that exemplify the Keynesian assump
tions already made and which are compatible with examples of investment 
and money demand often used in texts, for example, Branson (1979) or the 
earlier Hansen (1949), Ackley (1961) or Bailey (1962). Thus, let 

L(r): = U = /Jr, r > 0, (12) 

where A. is a parameter. If the "transactions" demand is kY where k is a 
parameter then the LM curve is 

(13) 

defined as before on the interval (0, (M- L 0)/k). For the investment 
function use 

I(r, Y): (
0 ,O~Y~Y' 

= b ((Y- Y')!(~Yf)]~ (Qir)Y , Y ~ Y' (14) 

where Y', b, ~' Q, ~'andy are parameters. The first multiplicative term in 
brackets represents the influence of the GNP level on investment when it 
exceeds a threshold Y'. Here we assume that if excess capacity is suf
ficiently great there would be no induced investment. yt is full capacity 
output and~ a proper fraction. The term ~yf might be thought of as the 
'optimal' or 'desired' level of capacity utilization. If the difference between 
income and the desired level of capacity utilization is less than ~yf then the 
investment demand associated with the Keynesian term is reduced. Other
wise it is increased. If ~ > 1 then low levels of output have a strongly 
depressing effect but levels greater than ~yf have a strongly stimulating 
influence. 

The following Wicksellian term, (g/r)Y, where Q could be thought of as 
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the real rate of return, has the effect of reducing investment as the interest 
rate increases. If r = Q investment is governed by the capacity utilization 
term. If r is less than Q then the effect is stimulating; if r is greater than Q 
then the effect is depressing. The higher y is the more pronounced are 
these influences. 

Substituting (13) into (14) we obtain the IY function 

10 ,O:SY:SY' 
I= H(Y; M): = B (Y- Y')li (M - U - kY)Y , Y' :;; Y:;; Y* (15) 

0 ' Y* :;; y :;; J"4 

where B = b(Q/J...)Y (;YI)-13, Y* = (M- L 0)/k and J"4 = M/k are constants. 
If ~ and A are both larger than unity then this function has a smooth, 
'cocked-hat' shape, first rising gradually, but at an increasing rate, then at a 
declining rate until a maximum investment is reached at Y = [~(M - U) + 
kyY']/[k (~ + y)]. Beyond this level investment declines, first at an in
creasing, then at a decreasing rate approaching zero as income approaches 
Y*. The very conventional profile of monetary and investment demand 
implied by these assumptions is shown in Figures 16.1a and b. The 
investment demand to which they give rise is shown in Figure 16.1c. (The 
dashed lines in the diagrams illustrate the piecewise linear functional form 
to be discussed below.) 

The GNP adjustment equation (11) becomes 

~ + G + (1--c)a¥1 ,0:;; Y:;; Y' 
Yt+l = E + G + (1--c)aYt + fA.B (Y1- Y')~ (M-k¥1 - L 0)Y , Y' :;; Y:;; Y* 

+ G + (1--c)a¥1 , Y* "S: Y "S: ¥'-'. 
(16) 

The phase diagram of this equation is shown in Figure 16.2 for four 
different values of fl. If fl = 0 then of course we have the usual convergent 
Kahn-Keynes multiplier, and any sequences of output adjustments con
verges monotonically to the value (E + G)/[1 - (1 - -c)a]. If fl is very 
small, as shown in Figure 16.2a, then induced investment cannot change 
this picture very much, and any sequence of output adjustments converges 
monotonically to an income level somewhat bigger than (E + G)/(1 -
(1 - -c)a). As !lis increased still more, however, the dynamics of GNP can 
change a very great deal. 

Thus, in Figure 16.2b cycles emerge but converge to a stable, stationary 
state while in Figure 16.2c a stable two period cycle occurs. As fl increases 
still more this cycle becomes unstable and a stable four period cycle 
emerges. Smaller and smaller changes in fA. lead to a succession of period 
doubling stable cycles; as each stable cycle emerges its predecessor be
comes unstable. This sequence converges to a value, say f-tc, such that for 
values of !l at and above !lc unstable periodic cycles of all orders exist and, 



R. H. Day and T. Y. Lin 289 

r r 

Increasing Y 

'A/(M- C) 1----~ 

(a) The smooth LM curve 
equation ( 13) 

(b) Smooth investment demand 
equation ( 14) 

I 

(c) The IY curve 
equation ( 15) 

Figure 16.1 The money market and induced investment (the dashed lines 
indicate piece-wise linear forms) 

also, there exists an uncountable 'scrambled set' of GNP levels, any one of 
which leads to unstable nonperiodic fluctuations. Within that set GNP does 
not converge to a cycle of any order but wanders in an erratic, more or less 
random pattern as shown in Figure 16.2d. Day and Shafer (1985) provide a 
rigorous analysis of this bifurcation story and in a second study (1987) 
establish sufficient conditions for irregular fluctuations to exist with posi
tive probability for initial conditions drawn at random, a result that shows 
that chaotic fluctuations are 'observable' in principle and behave like 
stationary stochastic processes. 

We have emphasized that the tilted-z shape of aggregate demand is due 
to the fact that we are working with the model in reduced form. An 
alternative interpretation is that aggregate demand is given by the usual, 
positively sloped linear expenditure function with a shifting, induced 
investment component. Thus, in Figure 16.3 when income is lower than Y', 
there is no induced investment. Adjustment in Y below Y' is carried out 
along the expenditure curve f 0 (from Y0 to Y1). When income is greater 
than Y', induced investment causes f 0 to shift to f 1 ; in this case the income 
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Y, 
(a) Monotonic convergence 

Y, 
(c) Stable 2 period cycle 

(b) Cyclic convergence 

(d) Conditions for nonperiodic 
fluctuations satisfied 

Y, 

Y, 

Figure 16.2 Comparative Keynesian dynamics: Qualitative changes caused by 
shifts in the intensity of induced investment 

effect on investment exceeds the interest effect. The effect is the same 
through ¥ 5 with the expenditure curve shifting progressively to e3 • At ¥ 6 

the income effect on investment is reduced by the interest effect, so much 
so that induced investment almost vanishes and the expenditure curve 
shifts back to the f 0• 

One can think of the process as a whole as one in which a sequence of 
adjustments takes place in aggregate expenditure curves, each of which is 
stable when taken by itself but which may in fact be unstable when the 
monetary interaction is explicitly incorporated. 

3 PIECE-WISE LINEAR DEMAND 

Now consider the case in which each of the basic functions is linear, but 
introduce nonnegativity restrictions on the demand for money, interest 
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Figure 16.3 The monetary interaction as a shift in expenditure curves 

rates and the induced demand for investment goods. Linear functions 
underly many standard textbook treatments such as Gordon (1978) or Hall 
and Taylor (1986), quantitative policy analyses such as Hall (1977), and 
theoretical exegesis such as Smyth and Peacock (1974). Here the nonnega
tivity restrictions usually ignored in such treatments are made explicit. 
They imply 'kinked' or piecewise linear shapes for the IS, LM, IY and 
aggregate demand functions. 

The linear demand for money is Dm (r, Y) = L 0 - A.r + kYwhere L 0 , k 
and Yare parameters. Given a fixed supply of money M and immediate 
money market clearing, r = ,0 + (k/A.)(Y- Y**) where Y** is the income 
level at which the interest rate is equal to ,0. If we assume that this value 
bounds interest from below then the LM curve is 

(
ro 

r = Lm (Y; M): = 
r 0 + (k/A.)(Y- Y**) 

,0:5 Y :5 Y** 
(17) 

,Y** ~ Y~ M/k 

In what follows we assume that ,0 = 0. The piecewise or kinked linear 
profile of (17) approximates the smooth LM curve of the differentiable 
model of the preceding section as shown in Figure 16.1a. But it must be 
noted that some parts of the smooth curve are more closely approximated 
than others. 
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Suppose investment depends - as in the example of section 2 - on the 
difference between the marginal rate of return, Q, and the real money rate, 
r, the cost that investors face for financing investment plans so that I = y 
(Q - r - d), where d is a deduction for uncertainty. In the one good 
economy a unit of capital will yield after one period PY/K, where Pis the 
price of the good. If this flow is capitalized in the usual way then Q = YIK. 
Consequently, I= y(YIK- d) - yr, or taking account of the nonnegativ
ity constraint under the assumption that disinvestment is not important in 
the short run, we have the investment function 

I(r, Y): = max {0, ~(Y - Y') - yr} (18) 

where Y' is defined by ~Y' = yd and where y = ~K. If Y' is positive it is a 
threshold below which excess capacity is so great that orders for investment 
goods are zero even though interest rates may be very low. Above the 
threshold Y', income has a stimulating effect. If Y** > Y' then investment 
is insensitive to the interest rate in the income range [Y', ¥*"'].6 In what 
follows we assume that this is true. 

Substituting the LM curve (17) into the investment function (18) so as to 
eliminate the interest rate yields our now familiar 'IY' relation, that 
incorporates both 'accelerator' and monetary 'crowding out' effects. It can 
be written in the form 

I= H(Y): = 

0 O~Y~Y' 
j3(Y- Y'), Y' ~ Y ~ Y** 

o(Y* - Y), Y** ~ Y ~ Y* 
0 Y* ~ Y~ M/k (19) 

in which o = ykf'A.- ~and where Y* = ((ykf'A.)Y** - ~Y')/o is the income 
level at which investment is driven down to its autonomous level. Given 
the assumptions made so far it is clear that after reaching the threshold Y' 
investment increases until the point Y** is reached. Beyond this point 
monetary feedback becomes important. 

Now we are at a crucial point. If o > 0 so that 

(J = ykf'A. - ~ > 0 (20) 

we shall say that the monetary effect is strong. In this case the depressing 
effect of rising interest given by the first term ykf'A. exceeds the stimulating 
influence of rising capacity utilization given by ~ and aggregate investment 
declines. In this case investment falls to its autonomous level at Y*. 

As shown in Figure 16.1 the present piecewise linear model may be 
thought of as an approximation to one with smooth, nonlinear functions. 



R. H. Day and T. Y. Lin 293 

The interval [0, Y'] approximates a situation when investment is very low 
due to extreme excess-capacity. The 'liquidity trap' range of income [0, 
Y**) approximates a region where the interest rate changes very little with 
changes in Y; the range [Y**, Y*] corresponds to a region where the 
interest rate is sensitive to growing money demand and the range above 
Y*, is the area where endogenous investment is severely reduced because 
of high interest rates. 

Substituting (19) into (8) we find that aggregate demand has four 
branches corresponding to the branches of the investment function. The 
adjustment equation for aggregate income is therefore found to be 

, 0 ~ Yr ~ Y' 
, Y' ~ Yr ~ Y** 

, Y** ~ Y1 ~ Y* 
, Y* ~ Y1 ~ Mlk (21) 

where a= (1 - 't)a, b =a+ !-1-P, c =a- !-4-0, A= E + G, B =A- !-4-PY', 
and C = A + !-4-0 Y*. 

Four examples are shown in Figure 16.4 using different values of the 
demand shifter !A-· The parameters were chosen so that the shapes of the 
aggregate demand curves are roughly similar to those of the smooti:t 
non-linear model described in the preceding section and shown in Figures 
16.1 and 2. It should be noted that in each case the qualitative behavior is 
also similar: as !A- increases fluctuations emerge; at first they are damped, 
then stable and then chaotic. In the paper by Day and Shafer cited earlier it 
is shown how to drive the combination of parameter values leading to 
stationary states, to cycles of every order and to nonperiodic fluctuations 
that behave like stochastic processes with positive probability. 

Let us emphasize that fluctuations occur in the model only if the usual 
stability condition is violated. Clearly, the stable multiplier process is 
possible in which GNP converges monotonically or cyclically to the station
ary value given by Y' = ( C/(1 - c). The stability condition is that the 
absolute value of the slope of the aggregate demand curve, lei, must be less 
than one. If, however, 

c = (1 - 1:)a - !-1-[yk/J.. - Pl < - 1, (22) 

then divergent cycles emerge in the neighborhood of Y'. Obviously this can 
happen for a wide range of parameter values compatible with the usual 
qualitative restrictions. We recall that the inequality can hold, however, 
only if (20) holds, i.e. only if 'monetary crowding out' occurs in the interest 
sensitive segment. If this is true then there will always exist a value of !A- say 
!-4-c that satisfies (22) as an equality so that for all !A- > !-1-c the instability 
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Yr+1 Yr+1 

~ ~ 
(a) Monotonic convergence (b) Cyclic convergence 

~ ~ 
(c) Stable 2 period cycle (d) Conditions for nonperiodic 

fluctuations satisfied 

Figure 16.4 Comparative Keynesian dynamics for the piece-wise linear model 

criterion is satisfied. In short, if the monetary effect (o) is strong and if 
induced demand is important enough then fluctuations of some kind will 
persist. 

4 COUNTERFACTUAL EXAMPLES 

Do such conditions have any plausibility? An answer is complicated by 
three problems. First, the range of parameter values reported in the 
literature are quite wide. Second, the fundamental nonlinearities in the 
model have traditionally been ignored, very likely a contributing factor to 
the first problem. Third, as noted above, many variables assumed constant 
in the theory actually vary in the real economy. In order to get a rough idea 
of the model's relevance we have, therefore, to conduct counterfactual 
experiments in which the parameters of the model are held fixed at values 
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that are more-or-less appropriate for specific base periods. It must be 
noted, however, that such an approach cannot get around the second 
problem, especially with respect to estimates of the LM function, for its 
slope will depend on which part of the general nonlinear relationship is to 
be approximated by the positive sloping segment of the piecewise linear 
model (recall figure 16.1a). Still, it is instructive to look at specific empiri
cal examples. 

Over the years alternative values for the crucial parameters have been 
proposed. This evidence provides a starting point but the ranges reported 
are surprisingly wide. Hall (1977), for example, estimated an adjusted 
marginal propensity to consume of 0.36 which, given an average tax rate of 
0.2, implies an MPC of 0.45. Standard texts suggest higher values. Bran
son, for example, gives a value for the MPC of 0.72, while Morley (1983, 
p. 67) gives a value of 0.65. Ackley (1961) reports values ranging from 0.5 
to 0.95 depending on the length of the data series, the independent 
variables included and the econometric methods used. We shall use a value 
midway in this range of 0.75. Note, however, from equations (22) or (24) 
that smaller values increase the possibility of unstable behavior. From this 
point of view our estimate is conservative. 

For the investment function Hall estimated the base values ~ = 1.36 and 
y = 83.8. He considered alternative values representing possible fractions 
of complete adjustment of investment possible within a given year as 
derived from Jorgensonian investment considerations. This is similar in the 
present context to a choice of values of J.l between zero and one. Hall 
considered values of f.l = 0.125, 0.25, 0.50, and 0.75. If J.l = 0.25 then the 
marginal effect of income on aggregate demand b = a + J.l~ = 0.7. Klein 
asserted (see Hall, op. cit., p. 121) that it was an econometrically estab
lished fact that this effect was instead about 1.5, a value that would imply a 
ll of roughly 0.6. We shall use this value but have chosen a more conserva
tive value of ~ = 1.16. 

From (18) recall that y = ~K so the interest effect on investment 
increases as capital stock grows, which makes sense because of the growing 
value of possible capital gains and losses in response to interest rate 
changes. Using values of capital stock for three base periods to be de
scribed below we get values for the marginal effect of interest on invest
ment, y, of 11, 21 and 27. 

Hall also estimated a linear demand curve for money L0 + kY- f..r with 
k = 0.135 and A.= 2, which gives a slope to the LM curve of k!A. = 0.06. We 
have used much lower values for A. which gives the rising portion of the LM 
curve a much steeper slope than Hall's. But remember, this implies a 
longer flat portion of the LM curve. Our estimates imply that interest is 
insensitive (the LM curve flat) over a very wide range of income, but quite 
sensitive (the LM curve steep) only when income gets very high. 

This, of course, is exactly the nonlinearity that helps drive our Keynesian 
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business cycle. If it is really present then ignoring it may strongly bias 
results. Consider Figure 16.1a. If data were available only for relatively 
low interest rates the positively sloping segment of LM will appear like line 
1. If data during a period of very high interest rates and tight money were 
used then the LM curve would appear like line 2. 

Actually it is now well known that an assumption of linearity in an 
adjustment equation like (4) will produce econometric estimates that imply 
stability. Fluctuations due to the intrinsic nonlinearity will be interpreted 
as the result of stochastic shocks. See Blatt (1978). It is scarcely surprising, 
therefore, that econometricians since Klein and Goldberger have con
tinued to produce parameter estimates that imply stability. What is clearly 
called for is an econometric reinvestigation of all the aggregate macroecon
omic relationships with an emphasis on identifying fundamental non
linearities and intrinsic 'randomness'. Such an exercise is beyond the scope 
of this paper but new methods now under development can and surely 
should be brought to bear on the issues. See Barnett, Geweke and Shell 
(forthcoming) and Nelson and Plosser (1982). 

An alternative way to gain insight on the relationship between parame
ter values and stability is to use a bifurcation approach. We can use our 
'plausible' values just obtained and then vary them continuously to see 
what happens. This shifts attention from point estimates to range estimates 
and to the robustness of cyclic tendencies. This the subject of section 5 
below. 

Returning now to the task at hand we have left to estimate the level 
parameters E, Y', Y** and Y*. These can be calibrated to fit any base 
situation by using the base data for C, I, G, r and M and solving the 
structureal equations. For example to estimate L 0 we use L 0 = M + /..r
kY so that Y** = (M- L 0)/k. For purposes of comparison we have used 
average values of C, I, G, rand M for three widely separated periods: 1: 
1930-34, the bottom of the great depression, II: 1960-65, a period of stable 
growth, and III: 1975-78, a period of stagflation. These values are given in 
Table 16.1. 7 

In order to see what these imply we have translated the parameters into 
the slopes of aggregate demand in the four regimes as shown in Table 16.2. 
The slope in the third regime is quite steep in examples I and III which is 
due in part to the rather steep LM curve in this regime. It must be 
emphasized, again however, that this corresponds with the assumption of a 
fiat LM curve in the range (Y', Y**) and this range is very wide. In 
example II the LM curve is relatively more fiat in its upward sloping range. 

The three corresponding aggregate demand functions are shown in 
Figure 16.5. Numerical trajectories of the three models are shown in 
Figure 16.6. Figure 16.7 gives the histograms for the simulated time series 
data. They suggest what might have happened if the assumptions of the 
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Table 16.1 Parameter values for counterfactual simulations 

Period 
Parameter 1 1I 11I 

Marginal Prop. Cons. (a) .75 .75 .75 
Average Tax Rate ('t) .20 .20 .20 
Inv. Intensity (!l) .60 .60 .60 
Marg. Prop. Inv.-Y (13) 1.16 1.16 1.16 
Marg. Prop. Inv.-r (y) 10.61 20.83 26.88 
Marg. Trans. D-Money (k) .13 .13 .13 
Marg. Liquidity-Money (A.) .095 .665 .191 
Autonomous Con. (E) 32.02 3.63 41.42 
Govt. Exp. (G) 46.30 204.90 298.68 
Inv. Threshold (Y') 177.28 600.30 936.15 
Inv. Maximized (Y**) 243.95 821.01 1354.99 
Inv. Crowded Out (Y*) 250.56 908.95 1383.35 
Full Cap Output (Y") 340.00 1180.00 1450.00 
Money Supply 81.22 214.13 228.61 

Table 16.2 

Period 
Slope parameter I II III 

Slope Ag. Dem. in Regime I & IV (a) .60 .60 .60 
Slope Ag. Dem. in Regime II (b) 1.30 1.30 1.30 
Slope Ag. Dem. in Regime III (c) -7.02 -1.16 -9.74 

model were approximated and they indicate the kind of dynamic forces 
that might be operating within a broader context. 

The results are strikingly different. For example I the trajectory of GNP 
rapidly converges to a two-period cycle. The histograms of GNP values 
must have two spikes corresponding to those cycle values. For example II a 
two period fluctuation is present but with irregular amplitudes. The map is 
ergodic and the support of the measure consists of two invariant intervals. 
If we let S1 and S2 be these two sets, then S2 = e(S1), S1 = e(S2) and Si = 
e(e(Si)), i = 1, 2. Thus the model is set-periodic. The behavior appears 
something like an ordinary stationary 2 period cycle with a random shock 
from a finite distribution added. Actually, however, the fluctuation is 
deterministic! For example III a much more irregular pattern is evident. 
The fluctuations vary from 2 to 5 periods from peak to peak or trough to 
trough and with highly irregular amplitudes distributed throughout the 
entire interval. The histogram also appears to be highly irregular. 

It is interesting to note that the fluctuations of GNP relative to its 
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Figure 16.7 Numerical probability distributions. (In examples II and III the 
frequencies in 50 equally spaced intervals were obtained from 3000 iterates) 
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average value are greater for periods I and III than for period II which is 
therefore the relatively more stable period. 

5 COMPARATIVE DYNAMICS: THE ROBUSTNESS OF 
STOCHASTIC BEHAVIOR 

How robust are these results? Do they occur just for the parameter values 
chosen or will similar behavior occur for others? Certainly fluctuations are 
not necessary. For example if we used Hall's (1977) estimates we would 
have found values of the slope parameters a = 0.36, b = 0.70, and c = 
-0.71. Even though the monetary effect is strong, i.e. (20) is satisfied, any 
cycles must be damped. This is because his value of 1..1. is quite small (equal 
to 0.25). In such a case fluctuations could be propagated only through the 
continual impulse of shocks as in the contemporary business cycle models 
of Lucas and Sargent. 

To see what is the scope for instability consider the criterion (20). Our 
value of ~ is 1.16. The value for k of 0.13 is not controversial, but both y 
and A., which are the marginal effects of interest on investment and money 
demand respectively, vary considerably. Using our values for~ and kin 
(20) we find that the monetary effect is strong if 

y > 9A. (23) 

Evidently, the marginal influence of interest on investment must be rela
tively much stronger than that for money. (Hall's estimates for y and A. (of 2 
and 83.8 respectively) satisfy this relation and so do ours.) 

Now consider (22). Rearranging terms we find that instability occurs if 

1..1. > [1 + (1 - 1:)a]/[yk/A. - ~]. 

Substituting our 'noncontroversial' values for a, ~. k and t we get 

1.6 
1..1. >-------=!..I.e 

[0.13y/A.-1.16] 

(24) 

(25) 

as a sufficient condition for persistent cycles. Obviously, if the monetary 
effect is strong stability will occur for all 0 < 1..1. < !..I.e and cycles or chaos for 
all1..1. ~ l..l.e· Using all of Hall's parameters l..l.e = 0.3. This is not a large value. 
Using our own values we get for the three cases, I.A.:' = 0.13, 1..1.~1 = 0.58 and 
f..l.:'u = 0.1. 

Returning to (24) and noting that it can be reexpressed as [kf..l.(y/A.) - 1..1.~] 

> 1 + (1 - t}a the investment demand shift parameter 1..1. can be inter-



R. H. Day and T. Y. Lin 301 

preted as a proportional increase in the ratio (y/A) and p. Remembering 
that the slope of the LM curve is k/J.. it is clear that even if the LM curve is 
relatively flat in the interest sensitive range a strong enough marginal effect 
of interest on investment is destabilizing. 

By varying J.t continuously and investigating the nature of the solutions 
graphically we can determine the influence of shifts in the underlying 
parameters. 8 Such a bifurcation diagram has been computed using three 
examples and varying J.t continuously. 

Values of J.t at even intervals of 0.005 ranging from 0 to 1 were picked. 
For each value the model was simulated for 450 iterates. So as to avoid 
transient behavior, only the values later than iteration 325 were plotted. 
The results are shown in Figure 16.8. The shading reflects changes in the 
density function of values associated with the long run attractor. Where the 
shading is dark there is a relatively large density and where it is light the 
opposite is true. Quite astonishing structures appear to emerge indicating a 
very orderly but very complex dependence in qualitative behavior on the 
importance of induced investment or on the parameters of money and 
investment demand. 

Two results are especially significant. First, the profile of comparable 
dynamics is very different in the three examples. Second, especially in 
example I, but to an extent in example II, qualitative behavior changes 
drastically from stable periodic to unstable, stochastic behavior and back 
again through different periodicities. Also striking is the fact that in 
example III behavior jumps from apparently stochastic behavior directly to 
a stable stationary state only once when J.t becomes small enough. 

We have conducted similar numerical experiments for other parameter 
variations with more or less similar results. 

6 CONCLUSIONS 

The moral is quite clear: Given a strong monetary effect nonperiodic 
behavior is not rare, but occurs for a very large class of parameter values. 
Moreover, a shift in a single parameter influences the qualitative behavior of 
the business cycle in a very complex manner. 

These results hold only for the counterfactual conditions assumed. They 
only reveal cyclical tendencies that may be repressed when prices, capacity 
and various supply-side effects are allowed to play an explicit role. The fact 
that fluctuations are highly robust, however, suggests that quite wide 
swings in other variables could be required to flatten them out. Certainly it 
is clear that qualitative changes in macro-behavior and random fluctuations 
in GNP can be induced by intrinsic properties of economic structure 
without the gratuitous help of unexplained or unexplainable exogenous 
shocks even if many of the parameters held fixed in the Keynesian model 
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(a) I. 1930-34 

(b) II. 1961 -65 

(c) III. 1975-78 

Figure 16.8 Comparative dynamics for induced investment (the vertical line 
indicates the base value of 11) 
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are allowed to vary. This possibility will have important implications 
indeed if subsequent research shows that it also occurs in models in which 
the strong simplifying assumptions used by Hicks in his classic version of 
the Keynesian theory have been relaxed and in which parameter values are 
obtained with appropriate data and econometric techniques. All of that, 
however, is a task for future endeavor. 

In any case we have uncovered properties of the dynamic Keynesian 
macromodel that have gone unnoticed for the entire half-century since the 
classic statement of the concepts on which it rests was published. That 
Keynes' basic ideas, in the rigorous if highly simplified form given them by 
Hicks, Hansen and Lange, should have such intricate, new, nontrivial 
implications would seem to be a surprising and fitting testament to their 
inherent richness and continuing interest. 

Notes 

1. This statement shall be made precise in due course. We emphasize here that we 
do not use Kaldor's investment function to obtain a nonlinear business cycle but 
work strictly within the standard Hicksian version of the Keynesian model. 
One should of course be reminded that the latter only captures a few salient 
features of Keynes' insights. But for the reasons outlined below it still seems to 
be a good starting point for macroeconomic analysis. 

2. For a general discussion and examples see Georgescu-Roegen, 1951, or Day and 
Cigno, 1978, chs 1 and 2. 

3. Of course the implicit function theorem must hold for the equation Dm(r, Y) -
M = 0 which requires in this case that avm;ay + aDmlar be continuous and 
bounded above on a suitable interval. 

4. The viability of (4) as an adjustment process depends of course on the mainte
nance of income levels within the Keynesian regime where a certain level of 
excess capacity and involuntary unemployment exists. Let De(r, Y) and se(r, Y) 
be the demand supply of labor respectively. Then ( 4) can describe the progress 
of national income so long as De(L mY1), Y1) ~ S'(L m(Y1), Y1). If we suppose for 
simplicity (as did Keynes) that S'(r, Y) = L where L was fixed this inequality is 
simplified. It should also be emphasized that excess capacity in plant and 
equipment must also exist. Let yu be the lesser of full employment income and 
full capacity output. Then viability of the adjustment equation for output 
requires that 8(Y1; G, J.l, 1:, M) ~ ¥". In the static IS-LM model of course the IS 
curve is obtained by setting Y = Dg(r, Y; G, J.l, 1:) and solving for r in terms of Y. 
The values of r and Y that satisfy both the IY and IS curves then give the 
Keynesian stationary states discussed in the standard comparative static treat
ments. These must also satisfy the viability conditions just given. It is in this 
sense that the Keynesian stationary state is possible only in an economic 
disequilibrium where an excess supply of labor exists at positive wages. 

5. Indeed, the referee notes that 'under fairly plausible conditions the main effect 
of some flexibility will be to increase the extent to which higher output requires 
higher interest rates, which makes it easier to get cycles'. It would be empha
sized that in contrast to the early literature mentioned in the text - and much 
that followed (e.g. Peacock, 1960 or Smyth, 1974) - we do not linearize the 
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model and focus on local stability. Instead, we retain the intrinsic nonlinearities 
and provide a global analysis of fluctuations. Other authors such as Benassy 
(1984) and Schinasi (1982) have also retained intrinsic nonlinearities in the 
Keynesian model to prove the existence of cycles. Because we reduce our model 
to a single state variable we can give much stronger results, indeed, a complete 
characterization of fluctuations. Pohjola (1982) introduces a progressive linear 
tax function into the linear Peacock and Smyth models. This creates a non
linearity in the consumption function leading to a chaos result. Here we focus on 
the normal properties of the demand for money and investment goods and 
explore the implications of the nonlinearity in aggregate demand that they 
imply. 

6. For this to happen we must have Y** = (M + f...r0 - L 0)/k > Y' or given that r0 = 
0, M- L 0 > kY'. 

7. Because the level parameter estimates depend on the behavioral parameter 
estimates the possibility of fluctuations depends critically on empirical con
ditions. Accurate econometric estimates of structure would therefore appear to be 
extremely important even if forecasting is virtually hopeless. 

8. Note that a reduction in ll may be thought of as (1) diminishing the depressing 
effect of interest on investment, (2) reducing the transactions demand (which is 
the same as increasing the transactions velocity), or (3) decreasing the interest 
depressing effect on the demand for cash balances. Of course, an increase in ll 
has the opposite interpretation. One could just as well interpret a change in ll as 
bringing about all these effects. Thus, let ll = 1.t1 • 1.1.z • !lJ. Then we could write 
l.l(y/f...)k = ll1Y • (~.~.z/1-..) • !l3k. 
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17 Perfect Foresight Cycles in 
a Marxian-Keynesian 
Model of Accumulation 
With Money* 
D. K. Foley 

1 INTRODUCTION 

The model described here reflects concepts and methods developed in 
several different traditions of the analysis of capitalist economies. 

Classical economic analysis, culminating in the work of David Ricardo 
(1817), centers on the division of value added in commodity production 
between wages on one hand and profits and rents on the other. The 
Classical economists argued that labor is normally available in large 
quantities to a capitalist economy at a given real wage. Because capitalist 
methods of production are highly productive, the average laborer produces 
commodities with a value added greater than his or her real wage, thus 
providing a profit for the capitalist employer. Workers as a class spend 
their wages (although individual workers may save at particular times, this 
saving is counterbalanced by dissaving of other workers), and capitalists 
save a large proportion of their profits to invest in the expansion of 
production. 

Marx (1967; see Foley, 1986b for a modern exposition of this theory) 
extends and completes the Classical analysis. He argues that the accumu
lation of profits by capitalists is motivated primarily by competition rather 
than by the desire of individual capitalists to consume. Marx insists that 
capitalist production has to be seen as a circuit, in which a capitalist begins 
with money, which is spent on labor-power and means of production, in 
order to produce commodities for sale on the market. This leads to the 
characteristic Marxian view of capital as the value tied up in goods in 
process and instruments of production due to the fact that production takes 
time. To carry out Marx's analysis of production consistently, it is necess-

• I would like to thank Jess Benhabib, Pietro Reichlin, Michael Woodford, Peter Garber, the 
Mathematical Economics Seminar at New York University, and the Macroeconomics Work
shop at Yale University for helpful comments on earlier versions of this work. I would also 
like to thank Meir Kohn and the Economics Department of Dartmouth College for their 
generosity in sharing their resources during the drafting of this paper. 
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ary to assume that the money spent by capitalists at a given moment 
(capital outlays) result in a flow of finished product distributed in a 
determinate way over future time. The capital tied up in production on a 
path of expanded reproduction depends on the shape of the function that 
describes this time distribution of output. (Foley, 1986a, analyzes this 
problem in detail for arbitrary time distributions of output.) 

Keynes (1936) argues that the capital accumulation may be unstable due 
to the variability of aggregate demand for commodities made possible by 
changes in the velocity of money (or, equivalently, of the size of money 
balances agents choose to hold in relation to spending flows), and mo
tivated by varying estimates of the profitability of production at different 
times due to anticipated variations in aggregate demand (the accelerator 
effect). In the context of Marx's model of accumulation, this instability 
appears as a variability in the velocity of money capital- that is, the money 
held by capitalists to finance production. 

Nicholas Kaldor (1960) and Richard Goodwin (1982) show that a local 
instability of capital accumulation arising from accelerator effects may, 
because of the nonlinearities in functions describing economic behavior, be 
contained by weak stabilizing forces, leading to a cyclical motion of 
aggregate demand and capital accumulation. 

Robert Lucas (1981) and Thomas Sargent (1986) argue that a complete 
understanding of economic behavior requires an explicit account of the 
rational basis for individual agents' actions, under the assumption that 
agents use all the information available to them in making decisions. In the 
extreme case where information about the path of relevant variables is 
costless, this requires a model in which agents maximize on the basis of 
complete knowledge of the future paths of those variables. 

In this paper I describe a model of capitalist production that combines 
these features. Capitalists rationally maximize the growth rate of their 
capital in an environment where the scheduling of production in relation to 
aggregate demand influences profitability. As in the Classical-Marxian 
theory, real wages are constant and the supply of labor is infinitely elastic, 
and wages are spent while profits are accumulated. Production takes time, 
and the flow of output from each unit of capital outlays is described by a 
distribution over time. Each firm faces a downward sloping demand curve 
for its output, the position of which depends on aggregate demand. It is 
costly for the firm to increase the velocity of money capital (or, equiv
alently, to reduce the stock of money held in relation to the flow of capital 
outlays), so that the firm has an incentive to change the flow of capital 
outlays from period to period in order to maximize its long-run rate of 
growth. The firm is assumed to have correct knowledge of the future path 
of aggregate demand, and hence of the future position of its demand 
schedule. Money is supplied to the economy by an external agent at a 
constant and given rate of growth. 
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In the case where the economy consists of a large number of identical 
firms, it is possible to demonstrate the existence of an perfect-foresight 
equilibrium steady-state path of capital accumulation in this model. Fur
thermore, for some shapes of the distribution function that describes the 
path of output arising from a capital outlay, and some shapes of the 
function describing the costs to capitalists of economizing on money 
balances, there exist perfect-foresight cyclical equilibrium paths of accu
mulation, arising from the accelerator instability but contained by the 
nonlinear effects of financial ease and stringency as the economy's growth 
rate first exceeds and then falls short of the constant rate of growth of 
money. (This model thus supplies a rational microeconomic foundation for 
the cyclical paths described in Foley, 1986c, 1987 and 1988.) 

2 THEMODEL 

Time is divided into periods t = 0, 1, ... All quantities are measured in 
monetary units. An individual firm has money balances Mt in period t, and 
purchases labor-power and other means of production with capital outlays 
Ct. I assume that labor and other means of production combine in con
stant, given proportions to produce output, so that there is no problem of 
choice of technique for the firm. The unit cost of the dose of labor-power 
and complementary inputs necessary to produce one unit of output is ut. 
Later assumptions will imply that ut = u will be constant over time. 

Capital outlays result in a flow of output over future periods. In order to 
reflect the cost of increasing the velocity of money capital, I assume that 
the amount of inputs actually purchased by a capital outlay C is smaller 
than C by an amount that depends on the velocity of money capital, 
c = Cl M. Thus the amount of inputs purchased by a capital outlay C will be 
g [c] C/u = h [c] M/u, where h [c] = g [c] c. The general shape of the 
function h [.]is shown in Figure 17.1. It begins with slope 1 for c = 0, is 
concave, and reaches its asymptote when c = c, which may be greater than 
1. This formulation of liquidity costs generalizes the cash-in-advance 
constraint, which posits no costs to increased spending in a period until all 
the money is spent, that is, until C = M, or c = 1. The h [.]function allows 
for gradually increasing costs as velocity rises, and also allows velocity to 
exceed unity. The cash-in-advance constraint is also graphed in Figure 17.1 
for comparison with the h [.]function. 

Output from the capital outlay C" will emerge over succeeding periods 
t+ 1, t+2, ... , t+r, where ris a finite integer. The total output from a unit 
of inputs is 1, and I write a1 , a2, ••• , aT for the fractions of the unit of 
output that emerge in each of the succeeding periods 1, 2, ... , r. 

T 

L a" = 1, and a" ~ 0 
"~ 1 
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h[c] 

c 

Figure 17.1 The h[.] function and the cash in advance constraint 

Then the output that actually emerges in period t, Q,, arises in the general 
case from capital outlays in periods t - T to t - 1, and is given by the 
expression 

1 t-1 1 
Q, = u ~ g [c,.)C,.a,_,. = u 

T 

~ h [c,_,.) M,_,.a,. (1) 
X= 1- T X=! 

This is the convolution of the function h [c) M = g [c) C with the 
distribution a, centered at the date t. 

Output is perishable. In general the firm faces a downward sloping 
demand schedule ~n each period, under the assumption that all the firms 
are monopolistic competitors with differentiated products. In order to 
simplify this analysis and in particular to keep prices and unit costs 
constant, I assume that the demand schedule facing the firm has the 
rectangular shape illustrated in Figure 17.2. The position of the demand 
schedule is determined by the parameter a e [0, 1]. a determines the 
proportion of the firm's output, Q, that it can sell at the price p. Any higher 
sales will drive the price of the firm's output to zero. This is an extreme 
version of the kinked demand curve which Paul Sweezy (1939) argued 
governs price dynamics in an oligopolistic capitalist economy. A more 
general model would have a less sharply kinked, or continuously differen
tiable downward sloping demand schedule, and could, as a consequence, 
exhibit systematic changes in prices over the path of accumulation. With 
this rectangular demand curve it is clear that firms will always choose to sell 
aQ at the price p, so that the price of wage goods and inputs to production 
will be constant. This justifies the assumption that unit costs are constant 
over time. 

These assumptions imply that demand is rationed among firms in 
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p~--------------------~ 

aD 
Quantity 

Figure 17.2 The individual firm's demand schedule 

proportion to their output in each period. Thus firms have an incentive to 
produce more than they will be able to sell, in order to maintain their 
market shares. 

If the firm knows the future sequence a, it faces the problem of 
production scheduling. The sales revenue of the firm in period t, if it has 
output Q,, will be pa,Q,. The cost of this output is uQ,. The ratio of sales 

revenue to cost per unit of output is ./!._ a". Thus the firm has a high profit u 
margin on output that emerges in periods when demand is high, and a low 
profit margin on output that emerges in periods when demand is low. The 
opportunity cost of output in period t depends on the velocity of money 
capital in the periods t-r to t-l, according to (1). The firm, in the pursuit 
of high profits and rapid growth, will want to schedule production so as to 
take advantage of the high profitability in periods of high demand. 

To complete the description of the model, I assume that labor is 
elastically supplied at a given real wage, which is reflected in the unit costs, 
u, given the price level of output, p. Money is supplied by an external 
authority- e.g., a government -is assumed to grow at the constant rate 8 
and is spent initially either by the government or by recipients of transfers 
on purchases from the firms: 

Ml+t = M, + OM, (2) 

The demand for output of the firms arises from workers spending their 
wages (instantaneously), spending financed by newly created money, and 
other firms buying means of production. Thus aggregate demand, which is 
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equal to total sales, must be just the sum of aggregate capital outlays C, 
and government spending, OM,: 

S, = C, +OM, (3) 

If all the firms are alike, this implies that a must satisfy: 

paQ, = C, + OM, (4) 

In what follows we will always consider cases where a < 1. 

3 THE FIRM'S MAXIMIZATION PROBLEM WITH COMPLETE 
INFORMATION 

The capitalist firm in the classical tradition pursues growth as a goal 
independent of any other, including the wealth or ultimate consumption of 
its owners. To represent this idea we need to measure the size of the firm at 
future points. A natural measure of the size of the firm, if its aim is 
competitive strength, would be its total assets, but in this model the assets 
are a heterogeneous bundle of money and capital outlays of different 
vintages, and it is not obvious how to measure the value of such a bundle 
consistently. In this paper I take a different tack, and measure the size of 
the firm simply by its money balances at any period t, and its growth from 
time 0 to time T by the growth of money balances over the period. For any 
time horizon T the firm could choose the path of capital outlays that 
maximizes the growth of its money balances over that horizon. In fact, I 
will assume that the policy actually chosen maximizes the limit of these 
growth rates as T becomes indefinitely large, thus expressing the idea that 
unlimited growth is the goal of the capitalist firm. 

Consider first the finite horizon problem faced by the firm. To make this 
problem well-defined, we have to assume that the initial state of the firm, 
the vector of capital outlays in the pipeline at time zero and the money 
balances at time zero, are given. Then the Thorizon problem ofthe firm is: 

max 
{c,} 

subject to 

_.!_ In [ MT] 
T Mo 

Mt+ 1 = M,- c,M, + paQ, 

- p .. - M, (1-c,) + - a~ ~ h [c,_"] M,_"a" u 
"=I 

(5) 
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given M0 , h [c,] M, fort= --r, ... ,-1 

If the function h [c] = g [c] c is concave, (5) is a regular concave 
programming problem. The maximal policy can be expressed in terms of 
first order conditions involving shadow prices on money balances, {A.,}: 

0 = -)..,M, + 1!... h' [c,] M, f at+x )..t+,.a,. t = 0, ... T (6a) u "= 1 

0 = -)..t-t + (1-c,)).., + 1!... h [c,] I at+,. ).,+,.a,. t = 0, ... T (6b) u 

0= 1 

T 

><=1 

We can write these first order conditions as 
.,. 

;..., = 1!... h' [c,] u L at+>< )..t+,.a,. t = 0, ... T 
X=1 

A.t-t = (1-c,)A., + 1!... h [c,] u t = 0, ... T 

(6c) 

(7a) 

(7b) 

(7c) 

Equations (7a)-(7c) together with the original constraints in (5) define 
the maximal solution to the finite horizon problem. If h [.)is concave, the 
solution to these equations will be the maximal solution to the problem (5). 

The solution of this problem has a simple structure. 
From (7a) and (7b) we have 

)..t-t h [c,] 
-- = 1 + -- - c, = 1 + r [ c,] 

A., h' [c,] 
(8a) 

Here r [ c,] = :. [~]] - c1 is the internal rate of return to capital outlays for 
the firm in period t. 1 As a result, we have 

(8b) 

We can eliminate A1 from (6a) or (7a), and express the first order 
conditions in terms of { c,} alone, giving the Euler equation for this 
problem: 
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T 

1 = ~ h' [ctl L 
"= 1 

" a,+" IT (1 +r [c,+t.]t'a, 
t' = 1 

(9) 

Clearly the optimal path for a finite horizon T requires c, = 0 for t ~ T, 
because capital outlays in those periods contribute nothing to sales or 
money balances before period T. With these boundary conditions, we can 
solve (9) backwards as a difference equation to find the optimal path 
{cir} for horizon T. The problem is greatly simplified by the fact that the 
whole process is first degree homogenous in M and capital outlays 
together. 

In the Appendix I show that if the sequence of growth rates correspond
ing to the limit of the T-horizon optimal policies has a limit, then the limit 
of the T-horizon optimal policies will also maximize the limiting growth 
rate of the firm as the horizon becomes indefinitely large. Thus policies that 
satisfy the Euler equation (9) over an infinite horizon will maximize the 
limit of the growth rate of money as the horizon goes to infinity. I will 
assume that the firm in fact chooses such paths, and that this behavior 
reflects the Marxian conception of a firm pursuing accumulation for its own 
sake. 

4 FULL MARKET EQUILIBRIUM 

In an economy consisting of identical firms of this type, equation (4) 
determines what the actual level of sales for the typical firm will be for any 
path of capital outlays. From ( 4), we have 

(lOa) 

or, using (5b), 

(lOb) 

By replacing a, in (9) by (lOb), we arrive at the condition for a perfect 
foresight path for this economy. Any path c that satisfies (9) and (lOb) will 
be a self-fulfilling path for the horizon T, in the sense that c is optimal for 
the firm given the path a, and that the path c actually gives rise to a as the 
path for demand. Because paths that satisfy the Euler conditions for T = oo 
maximize the limiting growth rate of the firm, a path c that satisfies (9) and 
(lOb) fort= 0, ... , oo is a self-fulfilling path as well. 
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5 STEADY-STATE PATHS 

The first step in examining the behavior of this model is to find the 
steady-state solutions to (9) and (10). These are paths where c, = c*, a 
constant, for all t, and as a result a .. = a*, a constant, for all t. The firm and 
the economy grow at a steady, constant rate, which must be equal to 8, the 
rate of growth of money. Replacing c, by c* in (lOb), we have 

a*=---------------
c* + 8 

(lOc) 

~ "~ 1 h [c*] :;," a, 

If M grows steadily at the rate 8, M,.IM, = (1+8)"-r. Let 
T 

a* [cp] = ~ (l+cp)-"a, (lla) 
X= 1 

for arbitrary q; denote the discounted present value of the vector a at the 
discount rate, q;, which is the discrete time analog of the Laplace transform 
of the production distribution a. Then we have 

or 

c* + 8 
a* = -:---------

~ h [c*] a* [8] 
(llb) 

Notice that we can choose ~ large enough to ensure that a< 1. 

Substituting (llb) in (9) and noticing that r* = r [c*] is a constant, we get 

T 1 
1 = ~ h' [c] a* ~ a, IT --* 

x=l r'=ll+r 

h' [c*] 
1 = (c*+8)-

h [c*] 
a* [r*] 
a* [8*] 

(12a) 

(12b) 

or, remembering that r = (h/h') -c 

a* [8*] 
c*+8 

a* [r*] 
= ---"---""-

c*+r* 
(12c) 
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As we would expect, since the typical firm invests all of its profits, r* = 
8. As a result, we have 

c* = r 1 [8] (13) 

Since r [.] is monotonic, c* is unique. 

5 CYCLICAL EQUILIBRIUM PATHS 

There will be cyclical equilibrium paths in the neighborhood of the steady
state path defined by (12c), if the system defined by equations (9) and (10) 
undergoes a Hopf bifurcation for certain parameter values (see Gucken
heimer and Holmes, 1983, pp. 156-65). To demonstrate this possibility it is 
necessary to linearize the system (9) and (10) around a steady-state value, 
and study the roots of the resulting linear difference equation. If the roots 
of this linearized system pass across the unit circle and are not nth roots of 
unity for n:::::: 4 for given parameter values, then the full system (9) and (10) 
will have cyclical solutions near the critical parameter value. 

c*-c* 
Let c = -- be the proportional deviation of aggregate demand from 

c*+()* 
its steady-state level, and a= a-:; be the proportional deviation of the a 
sales rate from its steady-state level. Then, using (11) and (12), which 
define the steady-state levels, we can linearize (9) and (10) as 

a,= c,-
* () T 

c + ~ • (1 e)->< 
( * *) *[()] .1.. c,_,. + a, c +r a x ~ 1 (14a) 

h'*r'* T T a I · L · L ' C = Ct+x 
1 h"* (1 +r*) a* [r*] "~ 1 1, ~" (1 +r*) t' 

h'* ~ at+,.a,. 
h"* (c*+()) a* [r*] ,~ 1 (1+r*)" (14b) 

Here r'* > 0 is the derivative of revaluated at c*, and similarly for h'* 
and h"*. To demonstrate the possibility of cyclical equilibrium paths in the 
model, let us examine the simplest lag structure, a time delay, where a 1 = 

a2 = ... = ar-1 = 0 and a"= 1. In this case (14) simplifies, eliminating a, 
and recalling that r* = (), to 



316 Perfect Foresight in Model of Money Accumulation 

0 _ (1 _ 1+r* ) A '"~/ A (1+r'*)(1+r*). A 

- ~~+ ~ ~x+ ~ 
r'* (c*+r*) x -1 r'* (c*+r*) (15) 

1 1+r* 
If we write 1-l = -- ~ 0 and y = --- (15) has the characteristic 

r'* c*+r*' 
equation 

(16) 

Consider, for example, the simple case where -r = 2, so that there is a 
two-period time delay in production. Then (16) becomes 

__ 1_ (> + ___,_(1_+.:,....:~-t):....:..y_ 
1-~-tr 1-~-tr 

(17) 

The product of the roots is unity when 1-l = 1 ~;' and the magnitude of 

the roots is increasing in 1-l· The roots are complex when 1 < 4y (1-~-tY) 

(1 +~-t). When 1-l = 1~Y the right-hand side of this inequality becomes 

(1 +y)2 > 1. In the neighborhood of these parameter values the full system 
(9) and (10) will undergo a Hopf bifurcation, and has cyclical equilibrium 
paths near the steady state. 

On a cyclical equilibrium path of this. kind, capital outlays, output, 
employment, and the internal rate of return (which would be equal to the 
interest rate if the model allowed for borrowing among the firms) fluctuate 
together. When firms expect a relatively low level of demand two periods 
in the future, so that the profit rate they expect on capital outlays in the 
present is also low, they will reduce their present capital outlays. As a 
result the velocity of money capital will fall, and the real costs firms 
experience in managing their financial positions also fall, so that the 
internal rate of return declines. This reduction of capital outlays reduces 
aggregate demand in the present, thus fulfilling the predictions made two 
periods ago about the level of demand in the current period. The expecta
tion of continued cyclical fluctuations in demand levels sustains itself in this 
way. 

This analysis establishes the existence of a cycle, but leaves unanswered 
the question of whether the steady state around which the cycle develops is 
itself stable or unstable. The answer to this question depends on whether 
the bifurcation is supercritical or subcritical - which, in turn, depends on 
assumptions about the higher order nonlinearities of the difference equa-
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tion. In this simplified model all the nonlinearities arise from the h [·] 
function, so that it should be possible to characterize the type of bifurca
tion in terms of the higher order derivatives of h [·] at the steady state. 

6 DISCUSSION 

The firms in this economy are motivated entirely by the prospect of capital 
accumulation. Their production plans and capital outlays are limited only 
by the availability of liquidity, because they face increasing costs as they try 
to increase the velocity of money capital. Because their output is perish
able and they face downward sloping demand schedules, they have an 
incentive to produce for the market - that is, when they expect aggregate 
demand to be strong. As their planned production levels vary, the velocity 
of money capital and their internal rate of return vary as well. 

The ensemble of these firms determine aggregate demand through their 
capital outlay decisions, on the assumptions that workers' households are 
passive spenders of wage income. On a steady accumulation path capital 
outlays grow smoothly, creating the market required to realize production, 
and the velocity of money capital and the internal rate of return are 
constant. But even with perfect foresight as to future market conditions it 
is possible that a cyclical path of accumulation will develop. If firms foresee 
a fluctuating path of aggregate demand conditions, they will optimize by 
choosing a fluctuating path of capital outlays, and velocity of money 
capital. But the fluctuation of capital outlays can produce exactly the path 
of aggregate demand that the firms foresee. In this case the equilibrium 
path exhibits regular fluctuations of aggregate demand, the velocity of 
money capital, and the internal rate of return. This pattern is completely 
self-consistent in that the firms are behaving optimally in the face of the 
demand conditions their own decisions create. 

This model supplies one rigorous foundation for the view developed in 
both the Keynesian and Marxian traditions that the capitalist economy 
tends to suffer from macroeconomic instability due to the positive feedback 
effects of capital outlays on aggregate demand and aggregate demand on 
capital outlays. Following Keynes, it emphasizes the role of liquidity in 
regulating this instability, and points up the weakness of rational expecta
tions in ensuring the macroeconomic coherence of individual firm de
cisions. Even perfectly informed capitalists may find themselves on a path 
of self-fulfilling and non-explosive fluctuation of capital outlays and aggre
gate demand. 
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Appendix 

Let c* T = { cJ 1) be the optimal capital outlay policy for the firm given the horizon 
T, and let c** be a limit of a subsequence of these policies in the product topology 
as T goes to infinity, which must exist because c E [0, c] in every period. For an 
arbitrary policy c', let x', = (lit) In (M,I M 0 ) be the cumulative growth rate of 
money balances corresponding to that policy up to time t. 

Proposition 1: There exists A* < oo such that x, < A* for any feasible policy. 
Proof: The firm cannot sustain a growth rate higher than the rate that would 

result if it faced no liquidity costs, had a = 1 in all periods, and set c = c in all 
periods. But under these conditions the firm has a finite growth rate A*. 

Proposition 2: If X= lim1_>oo-X*\ exists, there is no policy c' that has lim1_>~x', 
>X. 

Proof: Suppose c' did exist and that the limiting growth rate, X'> X. We know, 
by continuity of the Euler equation, that lxH,- x** ,I can be made arbitrarily small 
by choosing Tvery large for any given t, because c** is the limit of the c*T. We also 
have x', > x** 1 + b for some b > 0 for all t large enough. Now construct a path that 
follows c' up to timet', and c*T thereafter. We can make M' ,. as much larger than 
M*T,. as we like by choosing T and t' large enough. In particular, we can choose t' 
large enough that M',. > M*Tr'+n by Proposition 1. At time t'+• this alternative 
path must have a larger M than c*T, and the pipeline could be no worse than on c*T, 
so that on the alternative path MT > M*Tn which contradicts the assumption that 
cH was the optimal path over a horizon T. 
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18 Wan de ring Around the 
Warranted Path: 
Dynamic Nonlinear 
Solutions to the Harrodian 
Knife-Edge* 
A. Shaikh 

1 INTRODUCTION 

Classical economics conceived of capitalism as an inherently expansive 
system which was ultimately regulated by its level of profitability. This 
approach reached its highest development in the works of Marx and 
Schumpeter, with their portrayal of a system driven by its inner mechan
isms along erratic and periodically unstable paths of accumulation (Bleaney, 
1976, ch. 6; Garegnani, 1978, pp. 18~5; Shaikh, 1984, section II). In what 
follows, I will refer to this overall perspective as the classical tradition. 

Dynamic analysis of the above sort is typically constructed in terms of 
various sets of gravitational processes operating at intrinsic speeds ranging 
from the fairly fast to the very slow. For instance, a discrepancy between 
aggregate demand and supply produces a faster response than that be
tween aggregate supply (output) and capacity (potential output), because 
the inventory and production level adjustments associated with the former 
are fairly rapid in comparison to the fixed capital and capacity level 
adjustments associated with the latter. This is why aggregate demand/ 
supply adjustments are generally treated as as 'short-run' while the aggre
gate supply/capacity adjustments are 'long-run' 1 (Kaldor, 1960, pp. 31-3). 
But the notion of fast and slow adjustments is broader than the conven
tional macroeconomic distinction between short run and long run, for two 
reasons. 

First of all, the fact that there are fast and slow adjustment processes 
does not imply that these processes lead to corresponding states of equilib
rium. For instance, if a discrepancy between aggregate demand and supply 
generates a response in aggregate production, demand and prices, which in 

• I wish to thank Reiner Franke for helpful comments on an earlier version of this paper. 
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turn feed back to modify the initial discrepancy, and so on, in such a way 
that aggregate supply and demand end up gravitating around a mutual 
state of balance, this need not imply that demand and supply will end up 
equal. It is sufficient to imagine that the demand and supply fluctuate 
endlessly around their balance point without ever coming to rest on it. 
Supply would then approximately equal demand over some average period 
of oscillation. Yet at any moment of time, each would differ from the 
corresponding balanced amount. A similar argument could be made for 
the slow adjustment between supply and capacity. These are the kind of 
gravitational processes which are implicit in Marx's conception of a balance 
point as a 'regulating average', as opposed to some attained-and-held 
'equilibrium state.2 

Secondly, the fact that the fast and slow adjustment processes gravitate 
(orbit) around some regulating averages does not imply, as it does in 
Kaleckian and Keynesian constructions, that the fast adjustment defines 
some average level of output and employment, so that growth only enters 
the picture in the slow adjustment process. On the contrary, growth is a 
part of the environment of both processes.3 The fast adjustment process 
defines time paths for aggregate demand and supply, not levels, and the 
slow adjustment process modifies (modulates) these paths in the light of 
their average results. 

Since the fast adjustment process operates within the context of ac
cumulation, the average levels of demand, supply and capacity change over 
time. The supply and capacity paths therefore define a corresponding path 
of capacity utilization (the ratio of actual output to capacity). But there is 
no presumption within the Classical tradition that the fast process will 
cause actual output to gravitate around capacity. If we think of the fast 
process as operating in time units called (say) weeks, and the slow one in 
time units called (say) years, then the fast process will produce an annual 
level of capacity utilization u which will generally differ from the normal 
rate un (= 1, by construction). 4 

The conclusion that the fast process roughly equalizes aggregate supply 
and demand, but not aggregate output and capacity, leads automatically to 
the consideration of the effects of any resulting discrepancy between actual 
and normal levels of capacity utilization. This is precisely the focus of the 
slow adjustment process in the Classical tradition, in which the above 
discrepancy is assumed to react back upon the rate of accumulation, thus 
altering the paths of actual output and capacity, modifying the initial 
discrepancy, which feeds back onto accumulation, and so on, all at the 
relatively slow pace consistent with the longer time horizon inherent in this 
process. 

The Classical tradition implicitly assumed that this slow gravitational 
process was stable, in the specific sense that it led to the fluctuation of actual 
capacity utilization around some normal level. With this assumption, the 
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basic groundwork was laid. Aggregate supply was thought to fluctuate 
around aggregate demand over some relatively fast process, and the 
resulting average aggregate output around the corresponding aggregate 
capacity over some relatively slow one. Classical dynamics was then able to 
concentrate on the properties of the normal capacity utilization path itself, 
and on the 'magnificent dynamics' arising from the still slower feedbacks 
between technical change, population growth and long run trends (Bau
mol, 1959, part 1). 

We have already noted that some distinction between fast and slow 
processes is common to all major traditions in economics, most often in the 
form of a distinction between short run and long run equilibrium states (as 
opposed to gravitational processes). More interestingly, all major tra
ditions implicitly or explicitly share the Classical notion that aggregate 
supply and demand are roughly balanced over some relatively fast adjust
ment process. Neo-Classical economics not only assumes that aggregate 
supply and demand balance in short run equilibrium, but also that this 
balance point simultaneously corresponds to the short run "full employ
ment" of available industrial capacity and labor power, which in this 
context means the absence of any involuntary excess capacity or unemploy
ment. Keynesian and Kaleckian theories also typically assume that aggre
gate supply and demand balance in some short run equilibrium, but insist 
that this is perfectly consistent with involuntary excess capacity and labor 
unemployment (Kalecki, 1968, p. 182; Keynes, 1936, ch. 3). 

Insofar as Keynesians insist the fast adjustment process balances aggre
gate demand and supply but not output and capacity or employment and 
labor force, their overall conclusions are actually very similar to those of 
the Classical tradition. It is in their respective characterizations of the slow 
adjustment process, in which any discrepancy between actual and normal 
capacity utilization feeds back onto the level of accumulation, that a great 
difference arises. The Classical tradition, as we have already noted, tended 
to assume that this slow adjustment process was stable. But Keynesians 
have no such luxury, for Harrod long ago derived 'the rather astonishing' 
result that the slow adjustment process is very unstable (Baumol, 1959, p. 
44). In particular, any initial discrepancy between actual and normal rates 
of capacity utilization feeds back on accumulation in such a way as to 
exacerbate the problem: the normal capacity utilization (warranted) path is 
knife-edge unstable. In spite of many attempts to solve Harrod's problem, 
it persists to the present day. 

In this paper, I will argue that the Harrod's apparently inescapable 
conclusion is, so to speak, quite unwarranted. The secret to the knife-edge 
lies in an unnoticed contradiction between his static specification of short 
run balance and his subsequent attempts at dynamics. As we shall see, 
once this error is corrected, it is easy to solve the knife-edge problem. The 
result is a Classical slow adjustment process in which the economy wanders 



A. Shaikh 323 

around the warranted path as the actual level of capacity utilization cycles 
around the normal level. In what follows, we will assume that aggregate 
demand and supply are roughly equalized over some fast process (as 
modeled in Shaikh, 1989, 1991), so that like Harrod we may concentrate 
on the slow process. 

2 AGGREGATE DEMAND AND SUPPLY 

In keeping with the Harrodian formulation, we will take money prices and 
wages to be constant, so that all quantities are effectively in real terms. But 
we begin our accounting with total output and total demand, as in Marxian 
and input-output accounts, rather than the more familiar net measures of 
national income accounts, because this will enable us to locate a crucial 
omission in the conventional definition of the latter. 

Since we are ultimately concerned with dynamic analysis, it is important 
to take note of the fact that production takes time. Following the Classical 
traditional, we will define the unit of time as being equal to the average 
period of production. Inputs purchased in period t-1 then lead to output in 
period t. The money value of total aggregate supply Q1 at time t can then 
be written as the sum of materials costs M1_ 1 , labor costs Wt-1, and 
depreciation DEP1_ 1 on fixed capital, all stemming from inputs used in the 
actual production of this output, plus the potential profit on production P1, 

which is by definition the residual (Robinson, 1966, p. 41; Godley and 
Cripps, 1983, p. 75, 1). This gives us the standard expression for output 

(1) 

In period t, total aggregate demand D1 (sales) will be composed of 
current capital expenditures on materials M" on desired additions to finals 
goods inventories (desired inventory investment) Iv" on new plant and 
equipment (gross fixed investment) IG1, and of consumption expenditures 
on workers' and capitalists' consumption goods CW1 and CR1, respectively. 

(2) 

Finally, we will define excess demand E1 as the difference between total 
demand D1 and total normal supply Q1• Any discrepancy between supply 
and demand will then be reflected in undesired changes in final goods 
inventories UCINV1• When excess demand is positive, the final goods 
inventories will be run down below their desired levels, so that the 
undesired change is negative. Thus 

(3) 
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Equations 1-3 allow us to derive the standard accounting identity that 
total output equals the sum of total sales and the undesired change 
inventories of final goods. 

(4) 

The left hand side of equation 4 is total output, and the right hand side is 
its total distribution. Capital outlays for materials Mt, inventories Ivt, and 
plant and equipment, IGt represent gross additions to stocks of productive 
capital, UCINVt represents involuntary changes in the stock of final goods, 
and CWt + CRt represent goods transferred to the personal stocks of 
consumers. 

The next step is to derive net output. By definition, net output is the 
difference between total current output and that portion of capital outlays 
which represents the equivalent of materials and fixed capital used up in 
the previous period. But the use of materials in the previous period is Mt_ 1 , 

since that is that amount used up as input into current production. If we 
designate the corresponding retirements (scrapping) of fixed capital by 
KRt-~> then from equations 1-4 we can write net output as 

Yt = Qt - (Mt-1 + KRt-1) 

Yt = (Imt + Ivt + 1ft + UCINVt) + Ct 

where Ivt, and UCINV1 are as defined previously, and 
lmt = (Mt- Mt_ 1) = net investment in materials 
Ikt = (IGt- KRt_ 1) = net investment in fixed capital 
Ct = CWt + CRt = total personal consumption 

(5) 

Equation 5 above is simply an accounting identity for net output. It does 
not assume any immediate or average balance between aggregate supply 
and demand, since any imbalance between the two is covered by term 
UCINVt. However, if we do assume that there is some fairly rapid process 
which makes supply gravitate around demand, then on average UCINV1 = 
0, and the regulating average level of net output becomes 

(6) 

All of the terms in the above expression represent average levels of the 
variables previously defined in period t and now defined over some longer 
period of time T appropriate to the slow adjustment process. Equation 6 
can then be read as the familiar statement that when supply and demand 
balance on average, net output is the sum of total investment (in parenth
eses) and total consumption. Moreover, all schools of thought note that 
this total investment is composed of distinct components. For instance, 
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Quesnay distinguishes between annual advances (circulating capital) and 
the original advances (fixed capital), while Smith, Ricardo, and Marx 
distinguish between additional expenditures for wages and materials (in
vestment in circulating capital) and those for fixed capital (Eltis, 1984, pp. 
62, 75, 224; Marx, Capital, vol. II, ch. 21). Similarly, Keynes divides total 
investment into investment in 'fixed, working capital or liquid (i.e. inven
tory) capital' (Keynes, 1936, ch. 7, p. 75), Kalecki into 'fixed capital 
investment' and 'investment in [materials and final goods] inventories' 
(Kalecki, 1954, p. 106-8), Harrod into 'circulating and fixed capital' 
(Harrod, 1948, pp. 17-18), Hicks into 'fixed' and "working capital" 
(Hicks, 1965, ch. x, p. 105), and Robinson into investment in 'capital 
goods, including equipment, work-in-progress, technically necessary 
stocks of materials, etc.' (Robinson, 1966, p. 65). 

Although all schools note the difference between circulating and fixed 
investment, the Classical/Marxian treatment of circulating capital differs in 
one crucial way from that of the Keynes/Kalecki tradition, in that the 
former links the purchase of additional inputs to the subsequent produc
tion of additional output. 5 This Classical/Marx/Leontief input-output link 
makes a crucial difference to dynamic analysis, because it tells us that while 
investment in fixed capital and inventories adds to capacity, investment in 
materials adds to output, so that any analysis of the dynamics of capacity 
utilization (i.e. of the relation of capacity to output) must pay close 
attention to the difference between the effects of these two components. 
Note that we are concerned here with the effects, and not the determi
nants, of these elements of investment. 

Let us consider this point in more detail. Net investment in fixed capital 
IfT represents the change in the stock of plant and equipment. Its effect is 
to therefore change aggregate capacity. Abstracting from technical change, 
we can follow Marx and Harrod in assuming a constant fixed capital
capacity ration= Kf/N, where KfT+t =the stock of fixed capital and NT+l 
= normal capacity net output, both at the beginning of period t+ 1 (end 
of period t). Then 

(7) 

Investment IvT in final goods inventories is somewhat different, in that it 
represents the desired change in final goods inventories, which will not 
equal the actual change unless the undesired change UCINVT = 0 (aggre
gate supply= aggregate demand). Since we are indeed assuming the latter 
to hold over the average fast oscillation, IvT will equal the actual change in 
final goods inventories V. 

(8) 
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We come now to the least familiar component, Imr- At the most abstract 
level, this too is produces a change in a stock - namely in the stock of 
materials. But there is a difference here. The stock of final goods is aimed 
at sales, the level of which depends more on buyers than on the firm. 
Similarly, although net investment in fixed capital builds up capacity, the 
use of this capacity over its (long and uncertain) lifetime depends on many 
factors which the firm does not control. But the purchase of materials is 
another matter. Firms purchase materials in order to produce commodities 
with them, and this particular decision is largely under the control of the 
firm. Thus purchases of materials tends to be strongly linked to corre
sponding flows of output. This is exactly the assumption underlying Leon
tiefs input-output analysis, since the observed input-output coefficient are 
the ratios of purchased inputs to produced outputs. The well-known 
empirical stability of these ratios is evidence of the strong link between 
input purchase and output flow. Thus if the input-output coefficient m = 
Mr_/Yr is constant, then the effect of investment in materials is to expand 
output in the subsequent period. 

(9) 

Substituting equations 7-9 into equation 6 

The presence of input investment Imr = m(Y T+l - Y r) on the right 
hand side of equation 10 is crucial for two reasons. First of all, it tells us 
that whereas fixed investment expands the capacity to produce the output 
and inventory investment expands the capacity to sell it, materials invest
ment expands the output itself. Secondly, it shows us that the short run 
balance between aggregate supply and demand generally defines a dynamic 
path, not merely a particular level, of net output Y. 

The above argument implies that any specification of short run output 
which fails to link input investment with output change implicitly assumes 
that the corresponding leve.l of regulating output is constant. Conversely, 
any analysis which concludes that 'short run' factors determine a level (as 
opposed to a path) of output implicitly assumes materials investment is 
zero. In either case, the constancy of output in the 'short run' artificially 
displaces the discussion of growth to the 'long run'. What is worse, it also 
sets the stage for the Harrodian conclusion that growth is unstable, 
precisely because the very stabilizing mechanism - which arises from the 
differential effects of circulating and fixed investments on output and 
capacity, respectively - has been excluded from the start. 6 

Hicks' treatment is a partial exception to the rule. He arrives at virtually 
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the same equation as equation 6, albeit from a quite different route. 
Whereas equation 6 is derived from a consideration of the input-output 
effects of materials investment, Hicks focuses on the determinants of 
materials investment, which he ties to the expected change in output. Since 
short run equilibrium expected output is the same as actual output, 
materials investment ends up being linked to the future change in actual 
output. Hicks notes that this immediately implies that short run equilib
rium determines an output path, not a level (Hicks, 1985, ch. 11, pp. 
108-11). But instead of pursuing the difference between the effects of 
circulating and fixed investment, he imposes the additional restriction that 
the former type of investment is proportional to the latter, in order to 
pursue the properties of 'the Equilibrium Path of a Keynes-type model 
(p. 112). This assumption is then carried over to the 'Harrod-type model' 
(pp. 118-19). With this step, a crucial stabilizing mechanism is lost to the 
analysis, and the Harrodian knife-edge emerges. 

The stabilizing influence of materials investment can be easily shown. 
Assume that aggregate consumption is proportional to aggregate net 
output, C = cY, let s = 1--c = the average 'savings' ratio (a constant), 
substitute into equation 6, and divide through by Y. 

amr + avr + afr = 1 - c = s = constant 

where am = lm/Y = the share of materials investment 
av = Iv/Y = the share of inventories investment 
ak = !flY = the share of fixed investment 

(11) 

In the above expression, am is the component which leads to a change in 
output, while av and afleads to changes in sales and production capacities, 
respectively. We will assume that av is proportional to am (this is equiv
alent to a constant desired inventory/sales ratio, as we shall see later). 
Since the savings propensity s is constant, the sum of the investment 
propensities must be constant, so that a rise in one component must come 
at the expense of the others. And with this, we have the means for solving 
the Harrodian puzzle. Suppose that supply and demand balance around 
some level of Y which happens to define a level of capacity utilization 
above normal. This means that fixed investment must rise relative to the 
trend of output in order to raise the trend of capacity relative to the trend 
of output. In other words, businesses will adjust their moving capacity 
targets by gradually raising the fixed investment share ak. And as this 
occurs, two things will happen simultaneously: first, the rise in ak will 
accelerate the growth in capacity; second, the concomitant fall in the share 
of materials investment am (since inventory investment is proportional to 
am) will decelerate the growth of actual output. The net result is that the 
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level of capacity utilization will fall back toward normal, rather than 
spiralling ever upward as in the Harrodian case. Instead of the knife-edge, 
we have the Classical slow adjustment process. 

Although circulating investment is mentioned in most theoretical analy
ses of growth, it is striking that it disappears from the empirical measures 
of output in orthodox national accounts. This is basically because modern 
accounts adopt the convention of treating current purchases of materials 
MT as the production costs of current total output Qn just as they assume 
that depreciation of the capital stock equals retirements. Treating the 
materials component of current production in this way is tantamount to 
assuming away the production process, since it implicitly assumes a zero 
time of production. At a theoretical level, the same effect is achieved by 
substituting M T for the term M T-l in the definition of net output. This 
eliminates input investment Im from equation 6 and the input investment 
share am from equation 11, which immediately leads to an internal incon
sistency in the Harrodian formulation of the problem of dynamics. With 
input investment Im (and its correlate Iv) eliminated, equation 6 reduces to 
the familiar Harrodian equation Y = If/s, where If is exogeneous to the 
short run, and where Y is now a stationary level of output. But then it is 
logically inconsistent to also use the same expression to define a warranted 
growth path or any dynamics around it. On the other hand, if we assume 
that total investment I includes both circulating and fixed investment with 
the former proportional to the latter, as Hicks does (Hicks, 1985, ch. 11, 
pp. 108-11) and Harrod implicitly does (Harrod, 1939, pp. 17-18), then we 
disable the capacity utilization adjustment mechanism. The inevitable 
consequence in either case is that the slow adjustment then becomes a 
runaway process. 7 This is precisely what we call the knife-edge. 

3 STABILITY AROUND THE WARRANTED RATE 
OF GROWTH 

In this section, we will demonstrate that once net output is correctly 
specified, the warranted rate is indeed stable. Assume that the desired 
inventory/sales ratio is constant. Since sales equal output over the average 
fast cycle, and since the input-output coefficient is assumed to be constant, 
desired inventory levels are proportional to material inputs so that desired 
investment in inventories will be proportional to materials investment. 
Formalizing this and substituting into equation 11 yields 

IvT = vlmT (v = desired inventory/materials ratio) 

amT = (s - afT)/(1 + v) 

(12) 

(13) 
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Next, define capacity utilization uT as the ratio of actual net output to 
normal capacity. 

(14) 

Now consider the determinants of the fixed investment share akr- As we 
noted earlier, in a dynamic environment all variables have trend paths, all 
targets are moving targets, and all adjustments in targets have to be 
adjustments relative to trend. Thus when capacity utilization is above 
normal, firms will be stimulated to raise investment in fixed capital faster 
than output and hence raise the fixed investment share akn other things 
being equal. We can formalize this by assuming an investment reaction 
function in which the rate of change of the fixed investment share afT is 
proportional to the degree of over- or underutilization of capacity uT - 1. 8 

(afT+l- afT)! afT= h(uT- 1) 

afT+t = afT + hafr(uT - 1) (15) 

All that remains is to relate the changes in capacity utilization uT to 
changes in afT and uT. From equation 14 

Using equations 7 to get NT+l/NT = 1 + (1/n)(IfT/YT) (YTINT) = 1 + 
afTuT!n and equation 9 to get YT+t/YT = 1 + (lim) (ImTIYT) = 1 + 
amTI m, using equation 13 to substitute for amn and defining m' = 
m(1 + v), 

uT+t = uT(1 + amT/m)/(1 + afTuT!n) = ur(1 + s/m'- afT/m')/ 

(1 + afTuT!n) 

= (nlm')[ur(m' + s)- afTuT)I(n + afTuT) 

= (n/m')[ur(m' + s) + n - (n + afTuT)]!(n + afTuT) 

uT+t = A[(BuT + n)/(afTuT + n)- 1] 

where A= nlm', m' = (1 + v), B = m' + s {16) 

Equations 15 and 16 form a first-order nonlinear (difference equation) 
dynamical system. For the range of values of the reaction coefficient h in 
which the system is stable, the growth rate converges to the warranted rate 
of growth and the level of capacity utilization converges to u = 1, for any 
single departure from this balance path. Moreover, when subject to 
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Figure 18.2 u, and af, with random shocks 

random shocks representing the effects of the 'anarchy of capitalist pro
duction', the model ends up wandering around, but never settling down to, 
the warranted path. Figures 18. 1-3 display the simulated behavior of the 
model in its stable range, and the Appendix analyzes its structure and 
stability. 

The particular model developed above is only the simplest possible 
version of a general class of models which can be derived for alternate 
specifications of the fixed investment reaction function in equation 15. It is 
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interesting to note that if this very same function is specified in differential 
equation form, then the model is stable for all feasible (i.e. positive) values 
of the reaction coefficient h, and cyclically convergent for all plausible 
values (see Shaikh, 1989, appendix, part B). Alternate specifications can 
even yield limit cycles around the warranted path. What we get, therefore, 
is an integration of growth and cycle theory which is in the spirit of Kaldor 
and Harrod. The resulting picture of endogeneously generated turbulent 
growth is very much in the Classical and Marxian traditions. 

Appendix 

Equations 15-16 rewritten below constitute a nonlinear difference equation system 
with the Jacobian J shown below. 

afr+l = afy(1-h) + hafrur 

ufr+I = 
A(Bur + n) -A 
(afrur+ n) 

(15) 

(16) 

hafr l 
AB _ Aafr(Bur + n) 

(afrur + n) (afrur + n)2 

Necessary and sufficient conditions for local stability (where TR = trace, DET = 
determinant, of the Jacobian evaluated at a critical point)9 are: 



332 Dynamic Nonlinear Solutions to Harrodian Knife-Edge 

(i) 1 - TR + DET > 0 
(ii) 1 + TR + DET > 0 
(iii) 1 - DET > 0 

Solving for uT+t = uT = u, and afT+t =afT= afyields two critical points. The first 
point is u = 0, af = 0, in which case the Jacobian, Trace and Determinant reduce to 

[ 
1- h 

0 

0 

AB!n l , TR0 = 1- h + AB!n, DET0 = (1-h)AB/n 
where A = n!m' and m' = m(1 +v) 

and this evidently unstable because condition i is not satisfied. 
The second critical point is u* = 1, af* = sA/(1+A). This represents the 

warranted path, because from equations 9, 13, and the above value of ar' the 
growth rate of output is 

g*y = (Y*T+ 1 - Y*T)!Y*T = (1/m) (l*mTIY*T) =(lim) amt 

= (1/m) (s - af*)/(1 + v) = (1/m') (s - [sA/(1 + A)]) 

= (s/m')/(1 +A)= s!(n + m') 

Here, v is the desired final goods inventory/materials ratio, m is the ratio of 
materials flow (and stock, since we have picked the time period equal to the period 
of production) to net sales, so that mv is the desired final goods inventory/sales 
ratio and m'v = m + mv is the ratio of materials and final goods inventories to net 
sales. But at the above critical point sales equals capacity because u* = 1. Since n is 
the fixed capitaUcapacity ratio, C = n + m' is the total capitaUcapacity ratio. 
Therefore 

g*y = siC = the warranted rate of growth 

For this critical point its Jacobian, TR and DET are 

1 haf* 

-(l+A) n 
af*+n af*+n 

, TR1 = 1 +nl(af*+n), DET1 = h(1 + A)af*+n 

af*+n 

It is easily verified that local stability conditions (i)-(ii) are satisfied for all 
positive values of h (since m, v, and n are all positive). But for the third condition 
we need DET1 < 1, which requires that h < h* = 1/(1 + A). 

Notes 

1. We may think of the slow adjustment process as operating on the average values 
of the fast adjustment variables (e.g., the propensity to invest in fixed capital is a 
function of the average level of capacity utilization over the fast oscillation). 

2. Marx speaks of 'a cycle of lean and fat years' as the characteristic manner in 
which an average balance is achieved (Capital, vol. III, ch. XII, p. 208). See also 
Marx, 1970, p. 208. 
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3. Kalecki's theory typically partitions into short run, in which supply and demand 
are assumed to balance, medium run, in which he considers the business cycle 
around a stable level of output, and long run, in which he considers growth 
(Kalecki, 1959, ch. 14-15 and 1962, pp. 134-5). Keynes also saw 'growth [as] a 
long-period conception' (Kregel, 1980, p. 100), which led him to stumble over 
Harrod's notion of a steady advance as part of a growth environment (ibid., 
p. 99, fn. 5, and pp. 101-2). 

4. By normal capacity output we mean the economically feasible capacity, which 
depends on costs, shiftwork, normal intensity and length of the working day, 
etc. This is quite different from engineering capacity, which is the technical 
upper limit to normal capacity. See Winston, 1974. 

5. Eltis records that in Quesnay the 'agricultural output is proportional to the 
annual advances or circulating capital', so that additional advances result in 
additional output (Eltis, 1984, p. 75). Smith and Ricardo generalize this to all 
production, so that the level of output is tied to the prior expenditures for wages 
and materials (pp. 92, 224-5). This is why in the Classical tradition 'the rate of 
growth of circulating capital determines the [rate] of growth of output' (p. 93). 
Finally, Marx explicitly links the increase in circulating capital l:!.c + l:!.v to 
subsequent increases in output and hence in surplus value l:!.s (Marx, Capital, 
vol. II, ch. 21). 

6. This point is discussed in more detail in Shaikh, 1991. It is shown there that the 
Keynesian and Kaleckian short run equilibrium levels of output are static 
closures of the fast adjustment process. 

7. See Shaikh, 1989B for a formal demonstration of this. 
8. The term u1 - 1 = (Y1 - N,)IN, can either be interpreted as a measure of over

or underutilization of capacity (depending on its sign), or it can be interpreted as 
a measure of over- or underfulfillment of expectations. In the latter case, we 
note that the capacity in place at the beginning of 'year' T is really the capacity 
planned for year T over the prior years in which the currently matured invest
ment projects were initiated. But since investment projects can always be 
cancelled if it is clear that they are not needed, we could interpret current 
capacity N, as an index of last year's expectation of this year's output. That is N, 
= (¥"1) 1_ 1 , where the t-1 subscript refers to the year in which the expectation 
was formed. On this basis, u1 - 1 is simply the per cent excess of actual over 
expected output. 

9. Gandolfo, 1985, pp. 127 and 56. 
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19 A Dynamical 
Macroeconomic Growth 
Model With External 
Financing of Firms: A 
Numerical Stability 
Analysis 
R. Franke and W. Semmler 

1 INTRODUCTION 

In recent times nonlinear macrodynamic models with cyclical behavior 
have been revived, continuing a tradition starting with Kalecki (1937a, 
1937b), Kaldor (1940), Hicks (1950), and Goodwin (1948, 1951). Most of 
these approaches, including Kaldor's seminal contribution of 1940, have 
predominantly focused on real economic activities and have neglected the 
role of money and financial markets. Recently, there have been several 
papers which, partly arising from Keynesian theory and influenced by 
Minsky's writings (Minsky, 1975; 1982), have attempted to integrate 
monetary and financial variables in macrodynamic models (cf. Taylor and 
O'Connell, 1985; Foley, 1987; Day and Shafer, 1985; Woodford, 1988). 
Our paper seeks to contribute to this line of research. 

Though Kaldor's 1940 article has also been taken as a starting point for 
studying the interaction of real and financial variables in macrodynamic 
models (cf. Asada, 1987), we have chosen a closely related but, as we 
think, in some respects richer point of departure, namely a Kaleckian type 
of macrodynamic approach to growth. In addition, as Kaldor himself 
recognizes, his 1940 model where he gives his famous geometric exposition 
of a nonlinear cycle model is substantially based on Kalecki's work. 

One main difference between the two writers concerns the formulation 
of an investment function. A centerpiece of Kalecki's earlier versions of 
the business cycle was a specific investment hypothesis (which appears in 
Kaldor's 1940 model only in a reduced form). When introducing it Kalecki 
writes: 

'the rate of investment decisions is an increasing function of the gap 

335 
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between the prospective rate of profit and the rate of interest' (Kalecki, 
1937a:85) and 'the gap between the prospective rate of profit, and the 
rate of interest, is equal to the risk incurred'. (1937a:84) 

In a different article Kalecki (1937b, 1938) refers to the above measure 
of risk as the 'Principle of Increasing Risk'. Discussing this principle he 
elaborates the view that entrepreneurs run a greater risk on their own 
capital the more investment is debt financed. 1 In recent dynamic models 
this principle of increasing risk was utilized in different formulations 
(cf. Woodford, 1988; Franke and Semmler, 1989). 

Following this Kaleckian tradition of investment theory, in the present 
paper we use a specification where the difference between the expected 
rate of return (exclusive of debt and profit tax payments) and the rate of 
interest enters as argument in the investment function (cf. also Foley 1987, 
and Taylor and O'Connell 1985). Concerning the financing structure of 
firms, two cases are considered. In the basic model we assume that firms 
are solely externally financed through debt and equity issuance. In a 
generalized version, additionally internal finance through retained earn
ings is introduced.2 Given this preliminary characterization, some remarks 
are necessary before going into details. 

The first concerns the financing structure of firms. In our basic model, 
equity financing is taken as a residual, closing the gap between desired 
investment and debt issuance. Recent literature on credit or financial 
constraints (cf. for example Stiglitz and Weiss 1981, Greenwald et al., 
1984; Fazzari et al., 1987) stresses that, compared to debt financing, equity 
financing is more difficult to obtain and more costly. Those considerations 
may suggest that rather debt financing should become the residual term to 
close the gap between investment and equity finance. Along with the 
introduction of internal finance of firms we employ this alternative ap
proach in the extended version of the model. Though it is conceptually a 
different economy, it turns out that, given the other modelling details, 
there is no substantial change in its stability properties. 

The second remark is related to the firms' desired investment. A variable 
that takes account of the (expected) utilization of capacity, or other forms 
of an accelerator type of argument in the investment function, does not 
appear either in Kalecki's original or in our slightly extended formulation. 
Recent papers in a Kaleckian framework, for example by Taylor (1988) 
and Marglin and Bhaduri (ch. 8), propose to add a variable for the 
utilization of capacity. This is supported by econometric studies where the 
inclusion of some type of accelerator principle (investment responding to 
the rate of change of output, the level of output or the change in the 
utilization of capacity) has been demonstrated to exhibit quite significant 
explanatory power (cf. Eisner, 1967; Kopcke, 1985; Clark, 1979, to name a 
few). On the other hand, the arguments entering our investment function 
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are conceptually close to those that constitute Tobin's q, which has also 
proved to be of empirical importance.3 Thus, a combination of the three 
arguments in an investment function, expected rate of return, capital cost 
and accelerator, seems to be most appropriate. However, we think that the 
pure form of the investment function and its effects on the whole economic 
system should first be studied in isolation. After this is well understood, 
other or additional arguments may be considered. Indeed, we are able to 
show that the simple investment behavior brings in strong stability tend
encies. We may then conjecture that the inclusion of a variable allowing for 
the utilization of capacity results in different stability properties of our 
model. 

A third remark concerns a more technical question. In the stability 
analysis worked out in our previous paper (Franke and Semmler, 1988) we 
have stated the conditions on the behavioral parameters in the (basic) 
model which lead to the different scenarios: convergence to the long-run 
equilibrium position, unidirectional or cyclical, or existence of limit cycles. 
In the present contribution we want to investigate more closely their 
practical significance. By this we mean that a scenario, though appealing 
and theoretically possible, may require extreme reaction patterns of econ
omic agents. 

Those results are, however, dependent on a numerical specification of 
the model. Technological data or some key magnitudes as, for example, 
savings propensities or the degree of firms' indebtedness are not too 
difficult to obtain. They are taken, or inferred from standard statistical 
sources of the US economy. The critical point is that we are still left with 
numerous reaction parameters which are hardly observable. Hence, they 
cannot be assigned a single value but for each one, at least at the start of 
the analysis, a whole range of values has to be admitted. 

The multitude of a priori possible combinations deprives us of any 
enumerative method (even if for each of our six parameters only three 
values were considered, we would already have to evaluate 36 =729 differ
ent economies). Nevertheless, by means of a convenient linearity assump
tion concerning the functional specification of two behavioral functions, 
and by calculating and further employing certain critical values of the 
reaction coefficients, we are able to arrive at some interesting and, to a 
great extent, definite statements (the complicated calculations cannot be 
done other than by a computer). Although our procedure makes use of 
some special features in the model's formulation, the approach here 
pursued might be of a more general interest. Since in many dynamical 
models a stability analysis is basically confronted with similar problems, 
some of our ideas may prove applicable in a completely different context. 

The paper is organized as follows. In section 2 we give a short character
ization of our basic economic model with financial flows, but a zero 
retention ratio of firms, so that financial constraints are only indirectly 
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effective.4 Section 3 presents a method of numerical stability analysis. 
Section 4 introduces self-financing of firms through retained earnings and 
gives an analysis of how the dynamic behavior of the system might alter 
when financial constraints of some kind are more explicitly incorporated 
into the model. Section 5 draws some conclusions for future research. 

2 OUTLINE OF THE MACROMODEL WITH EXTERNAL 
FINANCING OF FIRMS 

In the subsequent part, the basic version of our dynamic growth model will 
be briefly described. Here we assume that firms finance their investment 
solely externally. Financial constraints appear only in the form that bor
rowing is influenced by the level of debt of firms. The model contains two 
constituent parts: an I8-LM configuration and a dynamic system. The 
IS-LM part is always in temporary equilibrium, whereas the dynamic part 
determines the motion of the entire system over time. After the introduc
tion of the model a theorem will be stated characterizing the long-run 
dynamics. 

The Model 

The financial relationships in the economy that we are studying can best be 
described by looking at its balance sheets represented in Table 19.1. There 
are four groups of agents: the central bank, commercial banks, firms, and 
wealths holders or rentiers, here denoted as the public. Workers play a 
passive role. They spend their wages instantaneously and do not own 
assets. 

We begin with firms. K being the physical capital stock, P the price level, 
let r8 = (gross profits after tax)/PK, and r = (gross profit - iL)IPK stand 
for the gross and net rate of profit, respectively (i.e. net of interest 
payments). They are connected by the relation 

rlt=r+if... (1) 

where A.= L/ PK is the degree of indebtedness. We define Q as the overall 
'state of confidence' and r8 + Q, r + Q as the corresponding expected rates 
of profit. As will be seen below, A. and Q will be the main state variables. 
The capitalized value of expected earnings per unit of investment, P K• or 
the demand price of capital, can then be defined as 

(2) 
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Table 19.1 Balance sheets in the economy 

Assets 

High-powered 
money 

Bank reserves 

Loans to firms 

Capital stock (valued 
at the demand price) 

Deposits with 
commmercial 
banks 
Equity 

Central Bank 
F De 

Commercial banks vc vo 

Liabilities 

Deposits of commercial banks 
(interest-free bank reserves) 

interest-free deposits from the 
public 
interest bearing deposits from 
the public 

Loans from commercial banks 

PeE Equity 
Public 

w Wealth 

P K gives us the market value of the capital stock, .as opposed to its 
replacement costs, PK. PKIP thus resembles Tobin's q. Note, however, 
that even in a long-run equilibrium position it may exceed unity (in fact, we 
will ensure that it will). So, the difference P K/ P- 1 could be interpreted as 
the risk premium on non-financial investment. 

As for share prices Pe, we make the assumption that their formation is 
exclusively determined by the variables determining PKK. Excess volatility 
or bubbles in the stock market are excluded (since they do not seem central 
for a basic model such as developed here). This translates into the equation 

(3) 

which is identical to the firms' balance sheet position. 
Shares are bought by rentiers. They plan to have their wealth split up 

into 

P E = eW Do= ~W D; = (1-~-e)W 
e. ' ' 

(O<e<1), 

where e is a differentiable function of the two relevant prospective rates of 
return, e = e(r + Q, i). Naturally, e, = iJe/iJ(r + Q) > 0, e; = iJe/iJi < 0. 

With these elements we are sufficiently equipped to derive an equation 
that characterizes market clearing of financial markets. Summing the 
balance sheets over the whole economy gives W = F + P KK, whereas with 
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PeE= eWeq. (3) can be written as W = (PKK- L)le. Defining <j> = Fl PK, 
using eq. (2), and equating the two equations, we finally obtain the 
LM-equation. 

e(r + Q, i) - (r + g) I [r + Q + i(A + <j>)] = 0 (LM) 

Market clearing is brought about by variations of the rate of interest i. A 
and Q are given in every instant of time, r is determined on the goods 
markets (see below). On the other hand, <1> is taken as a constant ratio 
(which implies that the central bank, via De, imposes no restriction on the 
credit volume of commercial banks- cf. pp. 43-4 in Franke and Semmler, 
1989). 

Turning to the real side of the economy, we first introduce the invest
ment function of firms. Denoting the planned rate of growth of the capital 
stock by h, as discussed before we postulate h = h(r + Q - i). Of course, 
h' = dh/ d(r + Q - i) > 0. Below we assume that h can always be financed 
as well as realized when appearing as demand on the goods markets. 

Secondly, rentiers households have to be considered. Their current flow 
of income consists of immediately distributed net profits of firms, r P K, plus 
interest payments iD;, plus profits of commercial banks, i(L- Di), plus 
capital gains, PeE. To keep the analysis simple, we suppose that the latter 
are not consumed and completely added to the stock of wealth. Their 
savings propensity, sh, thus applies to the sum of gross profits, (r+iA)PK = 
r8 PK. As usual, let us take sh as a constant magnitude (O<sh<1). 5 

Thirdly, we assume that the excess of government expenditure over 
taxes and the budget deficit, PG, is solely financed by the creation of base 
money (cf. Tobin, 1982, p. 178), i.e. PG = F. As our fourth conceptual 
assumption we hold the price level constant. 6 In conjunction with <j> = 
F/ PK = const, we can then deduce PG = <j>PI (for PGI F = Fl F = Kl K). 
It is not difficult to show that the clearing of goods markets boils down to 
the IS-equation 

(1 + <j>) h(r + Q - i) - sh (r + iA) = 0 (IS) 

To simplify notation, we take r as the equilibrating variable. In reality, it 
is the level of production. Since, with K given, it stands in a definite 
relationship to r8, and then via eq. (2) tor, working with r is only a matter 
of convenience. 

To sum up, with respect to given values of A and Q and treating <j> as a 
constant parameter, the IS-LM equations characterize a temporary equi
librium on goods and financial markets. It is brought about by (simul
taneous) adjustments of rand i. 

To describe the evolution of A over time, consider the financing of net 
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investment, /. In the basic version of our model there are only two sources, 
loans from commercial banks and issuing new shares. It thus reads 

PI= L + pJ, (4) 

Firms always stick to I= k = h·K. As concerns the right-hand side, they 
primarily decide over the amount they want to borrow, or they accept the 
margin conceded by the banks. Equity financing consequently becomes a 
residual magnitude. Borrowing is represented by a function b = 
b(r8 + Q - i, A.), which is to govern the growth rate of the stock of firms' 
loans, L!L. The signs of the partial derivatives are b, =:== iJbliJ(r8 + Q.- i) ~ 
0, bJ.. = iJb!iJA.::::; 0. The change of A. itself is given by J.JA. = L/L- KIK. So 
we obtain as the first dynamic equation 

~ = A. [b(r8 + Q - i, A.) - h(r8 + Q - i)] (5) 

It remains to be considered how expectations regarding future profits are 
affected by the motions of the other variables. This concerns the state of 
confidence, Q. Generalizing a formulation of Taylor and O'Connell (1985) 
we suppose that Q increases when the difference between the net rate of 
profit and the interest rate is great, whereas Q decreases when it is small. 
The degree of indebtedness, on the other hand, is considered a measure of 
risk of default, so that a rise of A. will cause Q to fall. We propose the 
following detailed formulation: 

Q = v(r- i, A.) (6) 

with v, = iJvliJ(r - i) ~ 0, VJ.. = iJvliJA. ::;;: 0. 
In total, our basic economy is fully described by the motions of four key 

variables: the rate of interest i, the net rate of profit r, the debt asset ratio 
A., and the state of confidence Q. The dynamics of A. and Q is directly 
governed by the differential equations (5), (6). The determination of i=i(t) 
and r=r(t) is implicit, as temporary equilibrium solutions of the IS-LM 
system with respect to given values of A.=A.(t) and Q=Q(t). Clearly, changes 
of A.=A.(t) and Q=Q(t) induce changes in the temporary equilibria. 

The Dynamics of the System 

A thorough analytical study of the dynamic system presented is undertaken 
in Franke and Semmler (1989). It is subdivided into two steps. 

First, it is demonstrated that for any given pair (A., Q) (0</..<1) a unique 
IS-LM equilibrium r=R(A., Q), i=J(A., Q) exists. It has the property r>i. 
Incidentally, the ultra short-run adjustment toward it is stable. Since they 
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are needed below, we restate the main findings concerning the partial 
derivatives of the functions R(A., Q) and J(A., Q). They are dependent on 
certain assumptions on the functions e( ·, ·) and h( ·) which we consider 
reasonable but must omit for lack of space. 

(i) aRmA. < o, oRioQ < o, oJioQ > o, 
(ii) sgn oglo'A = sgn [oR/oA. - OJ/o'A] < 0 
(iii) sgn og/()Q = sgn [ oRioQ + 1 - oJ!(JQ] < 0. (7) 

Here, g(A., Q) denotes the rate of growth of the capital stock resulting 
from the corresponding temporary equilibrium. The sign of ()J/o'A is inde
terminate. 

Second, with the aid of the temporary equilibrium functions R(A., Q) and 
J(A., Q) it is possible to write equations (5), (6) as a closed dynamic system 
in the two state variables A and Q. In compact form, 

~ = U(A., Q) 
Q = V(A., Q) 

where 

(*) 

U(A., Q): = A.{b[R(A., Q) + Q -(1-A.)J(A., Q), /..]- h[R(/.., Q) + Q
- J(A., Q)]} 

V(A., Q): = v[R(/.., Q) - J(/.., Q), A.] 

A pair (A.*, Q*) with U(/.. *, Q*) = 0, V(A. *, Q*) = 0 constitutes a stationary 
point of system(*), that is, a long-run equilibrium or steady state position 
of the economy. Under some further assumptions it can be shown to exist 
and to be unique. Additionally, Q* = 0 for reasons of consistency. 

The local stability properties of the steady state can be inferred from the 
system's Jacobian matrix, evaluated at (A.*, Q*), 

Q:= l 
Six partial derivatives of the behavioral functions are involved. These six 
reaction coefficients are e, h', bJ.., b, as well as v'-, vr (one of the assump
tions just alluded to implies e; = -er)· In Franke and Semmler (1989, 
Lemma 7) the entries of Q were calculated as 

(i) 
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(ii) 

(iii) v~. 
iA3 v, ---v <0 " AF r 

(8) 

where reference is made to the following abbreviations 

(i) A;(e,): = [r+Q+i (A.+<j>)j1e,- i(A.+<j>) > 0 
(ii) Ar(e,): = [r+Q+i (A.+<j>)]1e,- (r+Q)(A.+<j>) > 0 
(iii) A1 : = (r+Q-i)(A.+<j>) > 0 
(iv) A2 : = [(r+Q-i)<j>- iA.](1+<j>) 
(v) A3 : = s[(1-<j>)(r+Q) + i(A.+<j>)] > 0 
(vi) AF: = (1 +<j>)A 1 h' + s[A,(e,) + Mle,)] > 0 (9) 

All values being those of the steady state. 
Utilizing these formulae, the effects of different configurations e" h', 

etc., on stability can be studied. Since particularly the expressions for u~. 
and Ue are quite complicated, the scope for general statements is limited. 
We therefore want to attempt a numerical analysis, which is the subject of 
the next section. 

3 NUMERICAL STABILITY ANALYSIS OF THE MODEL 

The first step of our numerical study is to determine the steady state values 
of the complete system (IS), (LM), (5), (6). This is done on the basis of 
actual data of the US economy. Subsequently measures of reaction inten
sities are introduced which help to explore the impact of behavioral 
reactions on the dynamics of the model. After these preparations the 
computer is employed to study the stability properties of the steady state. 

Computation of Steady-state Values of the Model 

In order to depict in our model some properties of a real economy, 
relevant steady state values were computed from data of the US economy 
for the Year 1977. 

Let a be the intermediate goods coefficient, b the depreciation rate, u = 
PXI PK the (gross) output-capital ratio, and WIY the wage share in net 
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value added. Then the following formula can be derived for the gross profit 
rate before tax, rbT: rbT = [1-a-o/u] u (1-W/Y) 

For computing the gross profit rate rg of our model, taxes on business 
profits have to be deducted. It can be obtained from r bT if we employ some 
assumptions on firms' tax burdens. Supposing that indirect business taxes 
(IBT), net of subsidies, are shared by consumers and firms and transfers 
are shared as well, we define the ratio 'trr of the corporate tax burden to 
total profits before tax (PbT) as 

'trr = {(1-W/Y)IBT+DBT-(1-W/Y)T}/PbT 

where DBT is the direct business tax, T transfers and (1-W/Y) is an 
estimate for the share of profit tax burden of IBT and for transfers received 
by profit recipients. 'trr relates r and ~T by r = (1--crr)~T. For a given 
growth rate of the capital stock, g, which is roughly 5 per cent in 1977, and 
the above calculated profit rate after tax, the propensity to save out of 
disposable profits can be obtained by solving the IS-equation for sh (with 
g=h), sh = (1+<j>)g/r&. 

Using actual data from the US economy the following empirical approxi
mations for the steady state values were utilized (1977r: 

PX!PK a 0 W!Y 'trr rbT raT <j> 'A sh g 
1.9 0.656 0.037 0.68 19.3% 19.6% 15.8% 0.14 0.26 0.36 5.0% 

In all what follows, those values remain fixed. The next important 
question concerns the functional forms of the two behavioral functions e( ·) 
and h( ·). We choose the simplest possible approach by postulating that 
they are linear functions (without an absolute term). They are character
ized by reaction parameters E and H, respectively, 

e(r+Q, i) = E ·(r+Q-i), h(r+Q-i) = H ·(r+Q-i) 

For fixed values (H, E) we can use the above parameters and calculate 
the unique equilibrium solution (r, i)=(r*, i*) of the IS-LM system. Doing 
this, we focus only on those pairs (H, E) which lead to a solution with the 
predetermined growth rate of the capital stock. That is, besides satisfying 
the IS-LM equations, we demand h(r+O-i)=g=5% (so, with the other 
parameter of the table above, the values of rg, rbT, and PXI PK will not 
change either). We find that the coefficients H, E which achieve this are 
approximately related by a linear function, 

E = 14.167 H + 1.822, (for H ~ 0.35) 

Resulting from an increase in H and E the interest rate i rises from 
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i=l.23% (with H=0.35) to i=10.01% (at H=l.55, where we terminate the 
computation). The net profit rate falls, but to a smaller extent, from 15.33 
to 13.24 per cent. 

For the subsequent stability analysis we want to fix one specific long-run 
equilibrium position. For this purpose we select a value of the rate of 
interest, i=i* = 2.5% (the actual real interest rate in 1977 was even a little 
below 2.5 per cent). The values of the coefficients Hand E, together with 
the resulting net rate of profit, are as follows, 

H = 0.394, E = 7.39, i = i* = 2.5%, r = r* = 15.19o/o 

Since we shall exclusively refer to steady state values, the stars will be 
dropped henceforth. 

Behavioral Functions and Reaction Intensities 

In order to analyze the intensity of the reaction of one variable on another, 
whether it is weak or strong, it is not sufficient to consider the isolated 
partial derivatives. For one reason, two different behavioral functions 
might not contain the same arguments - for example, we have in one 
function r-i as the argument; in another rLi=(r+if...)-i. On the other 
hand, the level of the variables can be different, not a~lowing the variables 
to be compared. Our steady state growth rate, e.g., is g=h(r-i)= 
0.415·0.1205=.05, as opposed to the share holding ratio of rentiers, 
e=E·(r-i)=7.69·0.1205=0.927. 

The latter difficulty can be overcome by using elasticities, which relate 
the percentage change of the dependent variable to a percentage change of 
the independent variable. The first mentioned problem can be dealt with 
by choosing one key variable as the independent variable. It does not need 
to enter directly into all the behavioral functions, it suffices that it be part 
of a wider expression. All other variables are kept constant and one 
considers solely the isolated influence of that key variable. In order to 
make the results comparable one computes the elasticities thus to be 
defined. 

Formally the idea can be made precise as follows. Let f be a behavioral 
function which depends, among others, on a variable z. z in turn depends 
on a variable x. We take x as the independent, z as a dependent variable. 
So f=f(z, .. ), z=z(x, .. ), andf=f(z(x, .. ), .. ). If we vary the variable x 
by tu, inducing a change off by !l.f, the corresponding elasticity is defined 
as (!l.flfY(!l.xlx). For infinitesimal changes the elasticity of the function f 
with respect to the change in x reads 

Tit. x= =(df/dx)·xlf=[(of/oz)(ozlox))·xlf 
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As for the independent variables for our economy, A. and Q are the obvious 
candidates. Q, however, is ruled out since it vanishes in the steady state. 
Instead, let us take the net profit rate r. We can then first compute the 
corresponding elasticities of the two behavioral functions e( ·) and h( ·). 
Because of the linearity assumption the parameter H and E cancel out, so 
that they are identical: 

TJh,r = Tle,r = rl(r-i) = 1.20 

This value shows that our specification was not unreasonable. 
As for the borrowing function b(· , ·), two 'true' elasticities with non

cancelling partial derivatives are obtained, 

TJb, r = br · rig (since b=g at the steady state) 
Tlb, ;., = b;., . A.lg 

With the function v( · , ·), which determines the evolution of the state of 
confidence, we run into a difficult problem. Elasticities cannot be defined 
since v=O at the steady state. So we have to resort to an auxiliary device 
where, in some way or another, the function v is shifted. A natural shifting 
term appears to be the value of the profit rater. We can offer the following 
interpretation, although we must admit that it is somewhat artificial. Since 
in a time-discrete world we would have g(t+ 1) = g(t) + v(r(t)-i(t),A.(t)), 
and since Q is the difference between the expected and the actual rate of 
profit, re and r, respectively, we can postulate as an adjustment equation in 
this setting, 

re(t+ 1) = r(t) + v(r(t)-i(t), A.(t)) 

Our analysis being restricted to a vicinity of the steady state, we may 
simplify it further to 

re(t+1) = f(r(t)-i(t), A.(t)) = r* + v(r(t)-i(t), A.(t)) 

In this way we get, for example, 

dre(t+1)/drlr•=r* = (oflo(r-i))·(o(r-i)lor) = vn 

and (with r=r*) we arrive at the following elasticities for the auxiliary 
function/, 

Tit. r = v r • r/r ' 
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It is these that we shall employ, but as the reference is obvious we prefer to 
substitute 'v' for 'f', defining 

lJv, r : = V r ' 

In technical terms, the purpose of this simple procedure is to obtain a 
non-zero value that can serve as the denominator in the formula for 
elasticities. the choice of r might seem arbitrary; however, we can assure 
that it will only enter the results of section 3.4 below - in a not very 
essential way. 8 

In order to avoid unnecessary technicalities in the discussion of our 
results and to give a more substantive interpretation, we will use the mode 
of expression that for a function, for example, for the borrowing function 
b( · , ·), the reaction to r is x times higher than the reaction to A. This is to 
say that the elasticity lJb,, is x times higher than the absolute value of lJb, J..· 

Furthermore, we will refer to an elasticity of 1 as measuring a normal 
intensity of reaction. 'Weak' reactions are indicated by values around 0.1, 
'strong' reactions by values around 10. 

Stable Partial Processes and Interaction Effects 

Before the stability properties of the complete system (IS), (LM), (5), (6) 
are analyzed, it will add to our understanding if we focus first on the 
stability properties of the partial dynamic processes. This means that one 
variable is kept constant and the dynamics of the remaining variable is 
considered. 

1. Let us first fix the debt asset ratio, f...= X which says that debt grows at 
the same rate as the capital stock (b=g). The motions of Q are then 
described by 

g = v[R(g, X)-J(g, X), X]. 

The derivative of the right hand side with respect to Q is negative (for all 
Q, see (7,iii). Therefore, this partial process is even globally stable. 

2. On the other hand, fix g="Q=O and consider the dynamic process in J...., 

~ = J.... [ b ( r + if... + Q - i, J....) - g] 

where g = h(r+Q-i), r = R("Q, /...), i = J("Q, /...). 
The derivative of the right hand side, evaluated at the steady state, is the 

expression UJ.. in (8i). For our empirical values the expression there in 
{ ... } turns out to be positive. UJ.. will be negative, and the partial 
process therefore stable, if bJ.. is sufficiently negative. UJ..>O, on the other 
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hand, means instability. The question is how strong reactions TJb.A have to 
be, as compared to those of TJb,n in order to bring about stability. For a 
number of values of TJb,n 'EtaBR', we have calculated in the table below 
the critical value of elasticity TJb,A> 'CritEtaBL', which has the property that 
UA <0 if TJb,A < CritEtaBL. The table below shows that the conditions for 
the partial process in A. to be unstable must be considered to be quite 
exceptional. 

EtaBR: 0.05 0.01 0.25 0.5 1 2.5 5 10 25 50 100 
CritEtaBL: -0.03 -0.03 -0.03 -0.03 -0.04 -0.05 -0.07 -0.11 -0.23 -0.43 -0.83 

The analysis of the two partial processes suggests that there are strong 
stability tendencies. A general conclusion for the entire dynamic system, 
however, cannot be drawn yet, since interaction effects of the two variable 
Q and A. can be destabilizing. They might even be dominating. 

To have a closer look at this possibility, let us assume UA<O. VQ<O in any 
case, hence trace Q < 0 (Q being the Jacobian defined in section 2.2). 
Owing to VQ<O the determinant of Q is positive, and thus the steady state 
is stable, if UQ>O. On the other hand, det Q < 0 implies instability; the 
steady state would then be a saddle point. A necessary, though not yet 
sufficient, condition for this is UQ<O, which in turn requires that there be a 
very strong reaction in the borrowing function to changes in profitability 
TJb, r > 20.18. 9 

It can furthermore be demonstrated that -with respect to fixed values of 
the elasticities 'YJb,,>20.18 and 'YJb,A < CritEtaBL (YJb,r) (so that UA <0, see 
above)- there exists a unique number C = C(TJb,nTJb,A) such that TJv,A < 
C·TJv,r implies saddle point instability (stability prevailing if the inequality is 
reversed)10 

Except for completely irrelevant cases Cis negative so that the instability 
condition becomes 

To investigate this condition further, let us accept a strong reaction 
Tlb, ,=50. Varying elasticity Tlb, A and calculating the corresponding critical 
number C = C(50, Tlb, A), we can summarize our findings as follows. 

- In order that TJv. A and TJv. r have roughly the same size, i.e.l cl close to 1, 
it is necessary that ITJb, AI is smaller than 1. This is, however, a big 
discrepancy from Tlb, r =50. 

- If TJb,, and TJb, A have roughly the same magnitude, I cl will be very high, 
between 100 and 200. The intensity of reaction of the function v(· , ·) 
with respect to A. must be much greater than to the variable r. 

We summarize that parameter constellations TJb, A> TJb,, TJv, A> TJv,, indeed 
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exist which generate not only destabilizing interaction effects, but render 
them also dominant. On the other hand, they are rather special, so that this 
interesting phenomenon is of peripheral significance only. 

Repelling Steady State 

The case of a repelling steady state would be very appealing in the context 
of our proposed model since it allows existence of non-dampening cyclical 
behavior. Unfortunately, the conditions for such a scenario are quite 
peculiar, as we will now show. 

We may assume that UQ>O, which holds if the reaction of the borrowing 
function to the change in the profit rate is not too strong, i.e. if lib, ,<20.18. 

The critical term is now U"J... We require positivity of U"J.., and, further
more, it has to be so large that tr Q= U"J.. + VQ >0 (remember that VQ <0) 
The behavioral parameters responsible for this situation are lib, " lib, "J.. and 
llv," not llv, "J.. however. In Theorem 5 in Franke/Semmler (1988) it has been 
demonstrated that in this case det Q>O. The steady state would thus be 
repelling. 

Let us have a closer look at the prerequisites generating this scenario. 
First, studying the partial dynamics of A. in the previous section we have 
found that U"J..>O requires very weak reactions llb,"J..· In order to provide 
favorable conditions for trace Q>O, we set llb,"J.. =b"J.. =0. This way U"J.. is only 
dependent on llb,n which we stress by writing U"J..(O,llb,r). VQ can be 
decomposed as VQ=-z llv,r where z is a positive number. tr Q>O is then 
equivalent to 

llv,, < CritEtaVR = CritEtaVR (lib, ,):=U)..(O,llb, ,)lz. 

Now we can vary lib, , and observe the effects on CritEtaVR. The 
numerical calculations are reported in the table below, where the ratios of 
EtaBR/CritEta VR are listed. The figures show the intensities of behavioral 
reactions for repelling steady state: 

EtaBR 0.05 0.1 0.2 0.5 1 2 5 10 20 
EtaBR/CritEtaVR: 40 80 156 361 644 1061 1735 2201 2542 

They show that elasticities llv,r have to be very small compared to llb,r in 
order to fulfill the condition for repelling instability. Despite the ambi
guities that were involved in the definition of llv.n in total we still conclude 
that occurrence of this scenario has to be considered as rather exceptional. 

Types of Convergence 

The results obtained in the previous section indicate that in the relevant 
cases the long-run equilibrium solution will be locally asymptotically 
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Scenario 

u 
a> -.; 0.34 u 
(/) 

C> c 
g 
E 
"' iii 

-0.34 ;9 
UJ 

u 
-0.68 

-1.02 
-1.02 -0.77 -0.51 -0.26 0.00 0.26 0.51 0.77 1.02 

Eta BR (log scale) 

Absolute values of elasticities 

H = 0.394 
E = 7.390 EtaVLam = 0.10 EtaVR = 0.10 U: unidirectional convergence 
i = 2.50% [Log scale = -1.00 [Log scale = -1.00] C: cyclical convergence 

Figure 19.1 Scenario-diagram of convergence for different parameter 
constellations 

stable. Going beyond this statement we want to explore the question how 
the equilibrium is approached. In the economic sense it may make a 
difference, for example, for stabilization policy, whether or not the trajec
tories approach the steady state directly or only cyclically. The answer to 
this question depends on the sign of the magnitude (U .. - VQY- 4 UQ lv .. l 
(which is equivalent to the discriminant (tr QY -4 det Q in the eigenvalue 
equation of the Jacobian Q). If this number is positive convergence is 
direct, if negative we will have an oscillatory movement around the steady 
state, but finally approaching it. Different from the analysis on stability 
conditions, now all 4 elasticities TJb, "'' Tlb." TJv. "'' and TJv, r will play a role. 

In order to keep the details transparent and to observe an interesting 
phenomenon, we fix the elasticities that rule the adjustment of the state of 
confidence, 'l'Jv,"' and TJv," and compute in the (TJb, "'' 'l'Jb, 7 ) parameter space 
the regions U and C, which represent unidirectional and cyclical con
vergence, respectively. An example of such a scenario-diagram is Figure 
19.1, where we let the elasticities 'llb. "'' 'llb. r vary between .1 through 1 up to 
10. The axes represent log-scale. 

On the basis of elasticities 'llv."' = 'llv. r = 0.1 we can observe a kind of 
reswitching phenomenon: keeping 'llb, r fixed and letting 'llb, "' increase, we 
get for low and medium-sized values unidirectional convergence, for 
stronger reaction intensities, however, cyclical trajectories toward the 
steady state. A further increase of ITJb ... I leads again to a unidirectional 
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convergence. This example shows clearly that, even if stability is already 
known to prevail, a stronger reaction in behavioral functions does not 
necessarily lead to a faster and unidirectional convergence to the steady 
state. 

We also have studied the scenario-diagrams for other constellations of 
the underlying parameter r~v.~. and 'llv.r- In order to characterize the results 
in a short-cut form we divide the ('llb.'-' 'llb,,)-plane, starting from below, in 5 
horizontal strips and assign to each of the strips a letter U or C, depending 
whether predominantly scenario U or C applies. This way Figure 19.1 
could be represented by the sequence of letters UUUCU. The other results 
are summarized in the table below. Concerning 'llv,r we have restricted our 
consideration to the relatively low values from .1 to .5, since starting with 
'llv,r =1 the trajectories converge unidirectionally to the steady state, 
independently of the absolute value of 'llb,l.• 'llb,r and also 'llv,'- (within the 
range .1 to 10). 

EtaVR: 
0.1 
0.5 

EtaVLam 

-0.1 -0.5 -1 
uuucu (U) cccu ccccu 
uuuuu uuuuu uuuuc 

-5 -10 
ccccc ccccc 
uuucc (U) ecce 

The first letter, for example in ( U)CCCU, is put in parentheses in order 
to indicate that scenario U is partially valid in a smaller portion of the strip, 
whereas for the rest scenario C is encountered. 

Despite the strong stability indications that we have obtained we should 
not forget that the results are only of a local nature. Their significance 
would be considerably diminished if in a wider distance from the steady 
state destabilizing tendencies were observed. To check this we study 
system (IS), (LM), (5), (6) directly and run computer simulations of its 
trajectories. To this end the type of the two functions b( · , ·) and v( · , ·) 
has to be specified. We choose the simplest form possible, namely 

b(r+iA+Q-i, A) 
v(r-i, A) 

= b,·(r+iA+Q-i) + b;~.·A + be 
= v,(r-i) + V;~.·A + Ve 

where be and ve are suitable constants ensuring that b=g=0.05 and v=O at 
the steady state values. Figure 19.2 depicts the trajectories in the (A,Q)
plane of the thus defined dynamical process, with respect to the reported 
reaction coefficients. It clearly shows that the attracting forces of the 
long-run equilibrium position are in fact far reaching. In a practical sense 
we can speak of global stability. Observe that also the type of the local 
dynamics extends to the outer regions. 11 

We conclude this part of the paper with the remark that Figure 19.2 is by 
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Figure 19.2 Phase diagram of the dynamical system 

no means a special case. For all our (not too extreme) variations of the 
behavioral parameter we have obtained very similar phase diagrams. 

4 STABILITY ANALYSIS FOR THE MODEL WITH MODIFIED 
FINANCE CONDITIONS 

It is appropriate to consider the financing conditions of firms more closely. 
Here we introduce two modifications, which will define a new dynamical 
system. Subsequently the impact on stability is investigated. 

As a first step, we include retained earnings of firms. Out of net profits 
rPK, firms retain a positive fraction s1 for further investment (O<s_,<1, the 
rest again instantaneously going to shareholders). 

Second, we explicitly consider equity financing, PeE. Since, as generally 
stated (cf. Stiglitz and Weiss 1981, Fazzari et al., 1987), equity finance 
seems to be more difficult to obtain and more costly than debt financing, 
we assume that new shares are issued, at the ruling price Pe, up to a 
fraction a of total investment. For lack of systematic information on the 
reaction to the variations of the other variables, we take a as a constant. 

Including these two modifications, our finance equation (4) changes to 

PI = s1rPk + L + aPI (4') 

Taking account of the desired growth rate of the capital stock, 
h=h(r+Q-i), after dividing through by PK it reads 
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h=s1r + (L!L)J... + ah (10) 

It follows from this approach that now the growth rate of loans is the 
residual. That is, our previous borrowing function b( · , ·) drops out and 
will be replaced by the constant a, representing the firms' equity policy. 12 

These modifications affect immediately the law of motion for')... (eq. (5) in 
sec~ion 2.1). Solv~ng for t_he growth rate of loans in (10) and substituting it 
in J.../J... = L/L- KIK = LIL- h, leads to 

A. = (1-a-J...)h(r+Q-i)- s1r (5') 

Fortunately, the LM-equation remains unaltered. Only the IS-equation 
changes. Due to the introduction of retained earnings, it now comprises 
two propensities to save, namely sh as the propensity to save for rentier 
households and s1, the firms' retention ratio (both are constants). One can 
demonstrate that the new IS-equation becomes: 

(IS') 

where S0 = s1+sh-shs1. Thus, our new dynamical system is made up of eqs 
(IS'), (LM), (5'), (6). 

The analysis of the temporary equilibria, i.e., the pairs i=J(J..., Q) and 
r=R(J...,Q) which emerge from equations (IS') and (LM) can be undertaken 
in the same way as before. There are only slight differences in the 
derivatives and, more importantly, they are not sufficient to change the 
qualitative features stated for our previous model in (7) (i)-(iii) (we omit 
the details of the proof). 

An immediate consequence is that the partial process in Q remains 
stable. As for A., however, we have now to refer to eq. (5'). Denoting the 
share of self-financing of firms in total investment by o=s1rPKIPI= 
s1rlh, (5') can be rewritten as: 

~ = [1- a- o- J...] · h(r+Q-i) 

Q=Q'=O being fixed, though the IS-LM equations o still depends on J.... 
Stability of this partial process prevails, if, for J...>J... *, the expression in 

the parentheses[·] turns out to fall short of zero. This is equivalent to the 
question of whether o increases with J... or, if oo(J... *)laJ...<O (because, 
roughly speaking, r rises faster than g=h falls), whether o drops less fast 
than J... increases. In general no unambiguous statement is possible. Decis
ive is the relative intensity of the reaction of the investment function h( ·) as 
compared to the function e( ·), which determines the fraction of total 
wealth being held as equity. 

We can, however, make quite a clear statement when again we utilize 
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our numerical specification for the steady state values of i, r and g, as well 
as the parameter H and E. (With the new savings function, H and E 
generate a different steady state solution. The differences, however, turn 
out to be negligible.) Before, we have to fix sh and s1. Let us assume a= .2. 
The fraction o is determined from steady state condition 1-a-o-A.=O, 
giving o=0.54. s1 is then computed from the definition of o: s1=og/r 
=0.178Y Solving the new IS-equation for sh provides us with: 

These values are used for the computation of ao(A. *)()A.. The result is a 
negative value, but with -0.028 it is far below 1 in its absolute value. So we 
conclude that the partial process in A. is locally stable. Note that this applies 
independently of the values of the reaction coefficients of the remaining 
behavioral function v(· , ·) (to wit, one reaction coefficient is implicitly 
involved: the constancy of the parameter a). 

Both partial processes being stable, the next question is whether for the 
combined motions of A. and Q there will still be the possibility of instability. 
Since U~,.<O, trace Q < 0 in any case (notation as above, but U now 
referring to eq. (5')). Hence, interaction effects are the only possible 
source of destabilizing tendencies. With V~,. and VQ continuing to be 
negative, a necessary condition for them to occur is UQ<O {cf. the dis
cussion on p. 348). Using our numerical specifications, however, we obtain 
a distinctly positive value for UQ. The solution of the long-run equilibrium 
of the dynamic system (IS'), (LM), (5'), (6) is thus always locally stable, 
independently of the values of TJv, 1.. and TJv, r· 

The latter parameters play only a role when the question is raised of 
whether the trajectories approach the steady state unidirectionally or 
cyclically. Since the elasticity Tlv,A. only appears in the formula for V~,., one 
can observe that the discriminant in the eigenvalue equation, i.e. (tr 
Q)2-4det Q, will be negative for sufficiently smalliTJv, ~,.J, compared to T!v, r· 
Only in this case motions will be cyclical. Otherwise the steady state is 
directly approached. 

The computational results of either cyclical or unidirectional convergence 
are depicted in Figure 19.3 for the different constellations of the parameters 
T!v,l.. and TJv, r· Cyclical convergence appears only in a small subregion of the 
scenario-diagram, and is rather an exceptional phenomenon. 

5 SOME CONCLUDING REMARKS 

It is worthwhile to reiterate the main results obtained. From the numerical 
stability analysis of our basic dynamic macroeconomic growth model, with 
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purely externally financed investments, we can conclude that its long-run 
equilibrium is locally asymptotically stable provided that the reaction 
patterns are not too extreme. Reactions in the behavioral functions were 
captured in our measures of elasticities. We showed that the convergence is 
unidirectional when the reaction of the state of confidence function v( · , ·) 
to profit rate changes is medium-sized or strong, i.e., if lJv, ,~1. If the 
intensity of reaction is weaker cyclical behavior can emerge. The prob
ability that this will occur rises with the increase of llJv, ;.1. In addition, for 
small values of lJv,;. and lJv,, and arbitrarily fixed values of lJb,, we can find a 
reswitching phenomenon resulting from variations in lJb, >-· 

The numerical stability analysis proposed above was then applied to an 
extended version of the basic model with a positive retention ratio of firms 
and debt financing as a residual, given an upper limit for equity finance 
expressed by a constant coefficient. Though we have introduced a more 
explicit finance constraint, expecting an enhanced instability of the concep
tionally different economy, the basic stability properties remained un
altered. The constraint regarding equity finance, unexpectedly, brought 
out even stronger stability tendencies of our model. In most cases unidirec
tional convergence prevailed; cyclical convergence appearing only in a 
small region of our parameter space. 

Two points are to be mentioned for further research. More explicit 
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financial constraints can be explored in the context of our model. Main
taining a constraint for equity finance, and given a self-financing ratio for 
investment, banks may also set upper limits for the growth rates of loans, 
particularly if the economy departs from the steady state beyond a critical 
value. For example, this may concern acceptable debt asset ratios of firms. 
This way desired investment, expressed by our function h(·), is directly 
constrained. The dynamics of such an economy may alter substantially, 
which has to be one topic in subsequent works of the authors. 

On the other hand, a most desirable extension of the model is the 
inclusion of some kind of accelerator principle in the investment function 
h(·). As a working hypothesis we may conjecture that a reconsideration of 
(expected) capacity utilization as an argument in the investment decision of 
firms, along with other modifications concerning the growth trend in our 
dynamic macro model, will generate stronger destabilizing tendencies. 
Clarification and modeling details, however, and all the more an extensive 
study of the local and global dynamics, has to be left to future research. 

Notes 

1. For Kalecki, it follows, that even for a constant marginal efficiency of capital 
the marginal risk rises with the size of investment and the size of the firm. 
Through optimizing behavior of firms, Kalecki then demonstrates, the mar
ginal risk is equated to the difference of the prospective profit rate and the 
interest rate, determining thus the optimal amount of investment. 

2. The financing structure of firms in the extended version of our model is 
reminiscent of Kaldor (1966). Kaldor, however, only considers internal finance 
and equity finance. Our generalized version of section 4 includes internal, 
equity and debt financing. 

3. In econometric studies usually an investment function of the type IIK_1 = 
a+:L.m5 q_5 +u is tested, where q is the ratio of market value to replacement cost 
of capital, m the weights for the lags and u an error term (cf. Clark, 1979). 
Though other forms of investment functions such as the accelerator principle or 
the accelerator-cash flow approach are demonstrated to be superior in some 
studies (cf. Clark, 1979; Kopcke, 1985) we still want to explore the dynamics 
resulting from our proposed investment decision rules. Moreover, the q or the 
securities-value model could be significantly improved by using the 'marginal 
ratio that would be really appropriate for decisions about (marginal) additions 
to capital stock' (Clark, 1979, p. 85). Empirical studies, on this problem, 
however, are still rare. 

4. The details were developed in Franke and Semmler (1988). 
5. The flow of savings, shr8PK, increases the stocks of D0 , Di, and PeE. In what 

proportions is captured by the functions d0 and e introduced above (since d0 

has been eliminated in the course of deriving the LM-equation, its role will be 
only implicit). 

6. This leaves aside the (possibly) destabilizing effects of debt deflation. They 
should be considered at a later stage. 

7. The data for budget deficit, sales-capital stock ratio, the growth rate and the 
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long term debt-asset ratio were obtained from the 'Economic Report of the 
President' (1984), whereas the saving fraction out of profit flows had to be 
computed indirectly by means of input-output tables of 1977 as indicated 
above. Taxes were taken from NIP A-data. 

8. Considering the expressions VA and VQ in eq. (8), observe in particular that the 
sign of the determinant of the Jacobian Q is not affected by the scale of v). and v r· 

9. It may be interesting to note that with a slightly higher long-run equilibrium 
rate of interest, i*=3 per cent, UQ could no longer fall short of zero. 

10. This proposition can be proved to hold as follows: 
det Q=UAVQ- UQVA < 0 ¢>- UQVA <- UAVQ ¢> V>..- (iA31AF) Vr < (-UAVQ)I 
(-UQ) (since UQ < 0, for the other expressions, cf. (8)). 
Now write VQ=-mvr (m is a positive number). Then the last inequality is 
equivalent to: v~.. < [(mU~..)I (-UQ) + iA3 1 AF]vr = :nvr. With v~.. =TJv, ).·r/1.., 
vr=TJv, rand C:=l..n/ r we can conclude that det Q<O is equivalent to TJv,). < 
'Yiv r· n is positive if u~.. =0, and n falls if TJb,). and therefore U). falls. Since iA31 
A; as well as -UQ are very small (iA 3 1 AF = 0.014 and UQ =-0.031) this will 
happen easily. 

11. Note, however, that despite the linearity in the specification of our functions 
b(· , ·) and v(· , ·) the system as a whole is non-linear, because of the non
linearities in the IS-LM equations. 

12. There are of course other versions of financing regimes possible. One might, 
for example, assume that in a wider distance from the steady state investment 
expenditures are constrained: if firms (have to) maintain the equity financing 
policy and banks set an upper limit to the growth rate of loans. Such a 
possibility should be reconsidered at a later stage of research when, in other 
variations of our modeling approach, more distinct destabilizing tendencies will 
have been identified. 

13. Empirically, for the year 1977, the fraction of self-financing in investment is 
roughly .6 (cf. Economic Report of the President, 1988, p. 354). Our theoreti
cally computed retention ratio s1 above is 0.178 whereas the actual retention 
ratio for 1977 is roughly 0.6. The discrepancy seems to result from two effects. 
First the nominal growth rate for 1977 was 12 per cent (which includes an 
inflation rate of 7 per cent for the year 1977). The empirical financing ratios are 
computed in nominal terms. A nominal growth rate of 12 per cent gives, 
according to our formula above, a retention ratio of 0.45. Second, the empiri
cal computations include in total investment the investment in financial assets 
(in 1977 about 25 per cent of total investment), whereas in our model invest
ment in financial assets is not considered. 
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20 A Working Model of 
Slump and Recovery from 
Disturbances to 
Capital-goods Demand in 
a Closed Non-monetary 
Economy 
E. S. Phelps* 

This paper is one in a series directed toward the construction, with certain 
modern building blocks, of a non-monetary theory of employment fluctua
tion in market economies. The closed-economy model here parallels the 
open-economy model in Phelps (1988). The objective is a plausible theory 
that helps to account for some or all of the long swings in economic activity 
over recent decades. In fact, this non-monetary theory has grown out of 
one of the models used by Fitoussi and Phelps (1988) to account for the 
1980s depression over much of the world, a slump that demand-driven 
models are hard-pressed to explain. 

In the past few years a quite different 'real' theory has been developed, 
principally at Minnesota, Carnegie, and Rochester, that is essentially 
classical (or neo-Classical or neo-neo-Classical) in character. In that 
theory, the probability distributions are known to the agents (stochastic 
equilibrium), there are no informational bars to efficient allocations and 
the disturbances are accurately perceived when they occur ( costless infor
mation). 

My recent work aims for a modern rather than classical model in which, 
for one thing, employment contracts must be compatible with incentives 
under asymmetric information. A consequent characteristic of this line of 
models is the phenomenon generally termed real wage rigidity, or real 
wage sluggishness, which sets them apart from those in the classical mold. 
For reasons of convenience, these models stick with the classical postulates 
of perfect foresight and centralized auction markets. 

• McVickar Professor of Political Economy, Columbia University. The author is grateful to 
the Economics Department of the International Monetary Fund for its hospitality and 
support in the completion of this paper. 
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Fittingly enough on this occasion honoring the memory of Nicholas 
Kaldor, the particular model developed here is identical in certain respects 
to the one recurringly discussed in Kaldor's famous 1937 exposition of 
capital theory, notably the feature that only labour produces capital. A 
sequel to the present paper attempts the obvious extension (Phelps, 1990). 

1 GENERAL FEATURES 

At every firm, output of the consumer good is subject to a constant
returns-to-scale production function, <j>, of the neoclassical type. With all 
firms identical, aggregate consumption-good output, Z0 is given by 

(1) 

where N c is the number of workers producing the consumer good and K is 
the whole of the capital stock as we suppose for maximum simplicity that 
only labor is used to produce the investment good. Inada's conditions, 
<h(K,O) = oo and <j>N(K,N) > 0, are often convenient. Letting N 1 denote 
the number of workers producing the capital good and Z 1 their output, we 
postulate 

(2) 

Supply of these goods is a function of the real price, p, of the capital 
good, and the real wage, v. As every firm can produce both goods, 
employees are everywhere allocated in such a way as to satisfy the first
order conditions for a maximum of consolidated gross profit, <j>(K,N-NJ + 
pyN1 - vN, where N is the total number of employees activated, subject to 
the inequality constraint that N cannot exceed the number supplied, 
L(v,r), where r is the real interest rate, and to the non-negativity constraint 
on N1: 

IfN<L 

IfN=L 

inadmissible <I>N = V > PY 

<j>N ~max (v,py) (3) 

In short, the opportunity cost of N cis v or py, whichever is greater, and <j>N 
is driven down to that cost unless both constraints become binding, leaving 
Nc with no slack for increase. 

For simplicity I shall usually take L(v,r) to be a constant, L. Further, I 
shall impose the welcome restriction that the initial wage is high enough in 
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Figure 20.1 Supply curves in terms of labor input 

relation to the capital stock that the N c level, say N 0 equating <I>N( ·) to v is 
less than L(v ,r). Without that restriction an initial shock driving N1 to zero 
might still leave a positive excess total demand for labor. At least at first, 
then, the lower right-hand possibility does not apply, so that <I>N = max(v, 
py). Then Nc is given by the inverse <l>lf(K, max(v, py)). 

For all (K,L,v) satisfying the restriction, the two 'supply curves', 
measured in number of jobs supplied rather than output, are those shown 
in Figure 20.1. The total number of jobs supplied is given by the dashed 
curve. We suppose that Zc is not demand-constrained, that a market
clearing equilibrium occurs making Nc equal to Nc- Hence the N1 curve's 
kink at L - N c rather than at some larger excess-labor level. In equation 
form, the supply of the capital good is given by 

0 ifpy<v 

Z1 = y[L(v, r)- <l>lf (K, v)] ifpy = v 

y[L(v, r)- <l>lf (K, py)] if py > v; (4) 

and total active employment is given by 

<l>lf (K, v) ifpy<v 

L(v, r) ifpy = v 

L(v, r) ifpy>v. (5) 
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We shall see that when the above restriction holds initially it may continue 
to hold along the post-shock path found below in which case we need never 
replace (4) and (5) with their (more cumbersome) unrestricted versions. 

The following dynamic equations can now be understood, taking as 
given for the moment the path of the real interest rate. The dynamics of the 
capital stock come from exponential depreciation at rate o > 0 and the 
supply of Z1 in (4). 

1
--0K 

K = -OK+ y[L(v, r)- <I>~ (K, py)) 

ifpy < v 

ifpy;;.:: v. (6) 

We sometimes write <I>~(·) as t(<j>N)Kwhere t(·) is the NciK ratio, t'(-) < 0. 
The dynamics of the real price of capital come from the arbitrage 

condition, 

p = (r + o)p- Rc(max(v,py)), (7) 

where Rc, the real rental on capital, can be seen to equal <l>x when <I>N = 
max (v, pv), and therefore bears the familiar factor-price-frontier relation 
to <I>N and hence to max ( v, py). In identifying the actual price change with 
the expected change we are taking the economy to be on an equilibrium 
trajectory. 

The most expedient dynamics for the real wage turns out to be a variant 
of Samuelson's gradualist version of supply and demand. If N1 is less than 
the partial excess supply L(v, r) - <l>i\/(K, v), the average wage will be 
falling. If N1 is greater, so that in fact <I>N = py > v, the wage will be rising. 
And if N 1 is equal, the wage will be unchanging. Using (2) and ( 4), and the 
constant a > 0, 

0 - [L(v, r) -<j>,V1(K, v)) if py < v 
v 
-= a L(v, r) - <j>,V1(K, v) - [L(v, r) -<j>,V1(K, v)] if py = v (8) 
v 

L(v, r) -<j>,V1(K, py)- [L(v, r) -<j>,V1(K, v)) if py > v. 

Simplifying, we have 

v [ 1( ) _ {L(v, r) if py < v -v = a <l>iV K, v 
<j>,V1(K, py) if py ;;.:: v. 

(8') 

The first term is Nc 'demand' and the second term is Nc 'slack supply' 
obtained by netting N1 from L(v, r). We shall suppose that the excess 
demand <l>i\/(K, v) - L(v, r) is decreasing in v, like <j>,V1(K, v). 

Looking back, one finds in equations (1), (2), (4) through (7), and (8') a 
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dynamic system of seven equations in the timepaths of seven variables. 
These are Zc, Zn Nco Nn p, v, and Kif we taker as given. Further, the 
equations (6), (7) and (8') constitute a self-contained dynamic system in p, 
v, and K, given r. 

It follows from (6), (7) and (8') that in any stationary state, if such exits, 

v =py (8) 

p = 
W(v) (7) 
r+6 

K = [6 + ye(v)]-1 yL(v, r), t(v) = K.- 1<j>~1(K, v), (6) 

where, again, t(<j>N) is the NJK ratio, f'(-) < 0. Since Rc makes the 
righthand side of (7) decreasing in v while (8) makes the lefthand side of 
(7) increasing in the same variable, vis uniquely determined, given r, and 
hence the corresponding p and K are also unique. 

2 A POINT OF REFERENCE: THE SMALL OPEN ECONOMY 

We take the consumer good of our open economy to be tradable in a 
perfect world good(s) market. As the capital accumulation equation can be 
seen to imply, the domestically produced investment good is nontradable. 
The model could be interpreted as having some imported capital goods as 
well. 

To close the model we suppose that the expected real rate of interest is 
given by the ex ante world real interest rate, and the latter is a constant, r*, 
over the indefinite future. 

r = r* = constant > 0. 

With r thus a parameter equations (6)-(8') form a complete dynamic 
system. 

We study here the adjustment to a world interest shock in the form of an 
abrupt upward shift of the parameter r* when the economy was initially at 
rest. Figure 20.2 is the key phase diagram. There the ray labeled v = py is a 
locus of points at which the excess supply of labor is zero, hence v = 0; to 
the right and below, N1 = 0 so, unless our appealing restriction that <j>~1(K, 

v) should cease to hold, there is excess supply, hence v < 0; to the left and 
above we would have excess demand and therefore v > 0. The curve 
labeled p = Rc (max (v, py))(r* + 6t1, which gives p as a decreasing 
function of v where v = py and is flat elsewhere, is the locus of points at 
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Figure 20.2 Phase diagram for the small open economy 

which p = 0; above the curve, p > 0, and below, p < 0. It follows that p 
and v must take the uniquely determined saddlepath given by the broken 
curve. The intersection of these curves corresponding to the new r* gives 
the new ]5 and v. 

Evidently the pre-shock state was at (p0 , v0) lying on the ray somewhere 
above the new (]5, v) since an increase of r* lowers the p = 0 locus and so 
decreases J5 and v. At the moment of the interest shock, the saddlepath, 
which must have passed through (p0 , v0) prior to the shock, is also lowered 
to the position shown by the dashed line. The unique solution for the 
trajectory is a drop of p from Po onto the saddlepath, whereupon p recovers 
monotonically to the reduced ]5 and v falls steadily to v, reaching this point 
in finite time and thus marking the end of phase 1. Throughout this phase 
K is steadily falling as the drop of p below y-1v shuts down the capital
goods industry; the shrinkage of the capital stock, far from threatening to 
revoke the restriction L(v, r) > <)>~1(K, v) which held initially, only aggra
vates the excess labor supply, namely the excess of L(v, r) over <)>~;t(K, v ). On 
the other hand, this slack is decreased by the decline of the wage, but 
before this Nc excess supply is closed, I assume, v reaches py, which 
exceeds the level needed to equate <)>~1(K, v) single handedly to L(v, r); 
this means that the above 'restriction' is never violated in this phase. 

At the start of the second phase, v and py having simultaneously reached 
the level py, the capital-good industry springs back into operation. N1 

jumps from zero to take up the whole slack left by the consumer-good 
industry, L(v, r) - <)>~1(K, v), and thus to extinguish the excess supply 
prevailing in phase 1. Hence vis no longer falling. Nor does v begin to rise: 
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Since v does not fall further, Rc(v)(r + o)-• does not rise more, remaining 
at J5, so the only non-explosive course for p satisfying (7) is to remain at p in 
view of the saddlepath implied by il[p - Rc(py)(r + o)- 1)/ap > 0 and 
indicated by the diverging vertical arrows around the p = 0 locus; since p 
does not rise above J5, causing py > v, no excess demand arises to pull v 
above v. Thus (p, v) is an absorbing state. 

With py = v = v, equation (6) implies that 

k = yL(v, r) - [yt(v) + b]K 

Hence K converges to K. Note that since f(v)K- L(v, r) is taken to be 
decreasing in v, at least for all relevant K and r, the decrease of v resulting 
from the interest shock tends to generate of decline inK, although Lr > 0 
tends to work in the other direction. Hence, though K arrives pre-shrunk 
by phase 2, it may shrink more. 

3 A CLOSED ECONOMY 

In the closed economy the output of the consumer-good producing branch is 
entirely for domestic consumption and, on the market-clearing premise, is 
equal to consumer demand. Hence, letting C denote aggregate consumption, 

<j>(K, Nc) = C. (9) 

As for consumer demand, the Ramsey model of saving by the single agent 
is inapplicable here. A mechanical consumption function (in whichp or the 
long-term interest rate figures in some way) would raise questions about 
the robustness of the ensuing results. Instead I adopt the model by 
Blanchard (1985) so as to exploit again the convenient specification of 
exponential mortality already found expedient in portraying the dynamics 
of the average wage. In this model consumer demand is proportional to the 
sum of human wealth, H, and nonhuman wealth, W, with coefficient equal 
to the sum of the rate of time preference, Q, and the instantaneous force 
(or rate) of mortality, m. That is, 

C = (m + Q)(H + W) 

It follows from the formula for aggregate wealth that its growth is a contest 
between the individual thrift induced by the interest rate and the positive 
net loss of nonhuman wealth resulting from the replacement of the wealthy 
old with the wealthless young: 

d/dt(H + W) = (r- Q)(H + W) - mW 
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Differentiating the former equation with respect to time and using the 
latter equation then gives Blanchard's equation: 

C = (r - Q)C - !!W, !! = m(m + Q). (10) 

In our model, as in Blanchard's setting, 

W = pK + D(t) (11) 

where D denotes the stock of public debt, all short-term and an exogenous 
function of time. 

Equations (9), (10) and (11) have added three equations to the seven
equation system of Section 1, and have added the three variables C, Wand 
r to be determined. 

It turns out to be possible to solve for the short-term, or instantaneous, 
rate of interest, r, as a function of the real price, p, the real wage, v, and 
the capital stock, K. In what follows we will hold constant the stock of 
debt, D, as well as the other parameters. 

Recall that the supply of consumer-good output, given our restriction, is 
a decreasing function of the 'shadow wage', which was seen to be max (v, 
py), and an increasing function of the capital stock. More precisely, we 
may write 

Zc = o(max(v, py))K (12) 

where a(·) is the output -capital ratio in the consumer-good producing 
branch, with derivative a'(-) < 0. Upon substituting the supply of con
sumption thus expressed for the consumption demand variable appearing 
in the differential equation (10), and writing <j>N in substitution for max(v, 
py), we obtain 

or, upon dividing by Ka( ·), 

(13) 

Substituting the above formula for r in the system of differential 
equations in p, v, and K gives a reduced form of our three-equation system 
with which to analyze the consequences of disturbances to the real wage, 
the capital stock, and various shocks. 
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Steady-state Analysis 

It follows from (13), above, that the steady-state interest rate, r, must 
satisfy 

_ !l(PK +D) 
r-Q= 

o(v)K 

!J.VY-1 !lD 
=--+--

o(v) o(v)K 
(13) 

where the right-hand side is !J.WIC. Provided that we have a meaningful 
steady state, hence positive Wand C, it follows that r > Q (::?!: 0). In the 
limiting case, which is not itself admissible, where 11- 0, we haver- Q, 
the case analysed by Ramsey. The next paragraphs are directed to the 
existence and uniqueness of the steady state with positive W and C. 

Notice first that (7), alongside (8) to determine p, gives one relationship 
between rand v. This is 

r + 6 = R(v)!(V!y) (14) 

Here r is decreasing in v for two reasons. When v is increased, the 
righthand side of (14) decreases because of the factor-price-frontier re
lationship, R'(v) < 0, and because the rather special model here specifies 
that p increases with v. The derivative of the relationship given by (7) and 
(8) is 

drldv = v- 1[yR'(v) - (r + 6)] < o (14') 

The relationship in (14) is depicted by the negatively sloped curve 
labelled FF in Figure 20.3. 

Equation (13) alongside (6) and (8) to determine K and p give another 
relationship between rand v. This is 

- !J.VY-1 !lD 
r-Q=--+----

o(v) o(v)K(v) 
(15) 

where the function K(v) can be derived from (6) or, as we have done, from 
the equivalent steady-state relationship 

0 = R(v)K + vL- o(v)K- pbK (6a) 

This equation and p = -vy- 1 from (8) make K increasing in v: 
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Figure 20.3 Determination of the steady state 

- - - - N + L - o' (v)K - ~Ky- 1 

K'(v) = Kv + Kpp'(v) = ~ [RV) _ 0 (v) _ pa] 

o'(v)K 
--~:.__- > 0. 
R-o-pa 

The derivative of the relationship deriving from (13), (6a), and (8), and 
summarized by (15), is 

(R - pa)o'(v)K !!D 
drldv = .. a-1 o(v-1)- o' (v)up-o(v)-2 (15') 

r- ~ R(v) - o(v) - pa (o(v)K)2 

This result shows that the first term in (15) is unambiguously increasing in 
v, as the numerator is increasing and the denominator decreasing. But it 
also shows that the second term in (15) is decreasing in v- the last term in 
(15') when taken with the minus sign is negative- as long as vis not so 
large as to drive R(v) - avy-1( = pr) negative, which would be inconsistent 
with a meaningful steady state, as we saw. Hence r in (15) will be 
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everywhere increasing in v provided that the public debt, D, does not 
exceed some critical (positive) level. The reason r in (15) may over some 
range be decreasing in v for sufficiently large D is that greater v increases 
consumption supply, O(v)K(v); for large D, the ratio of debt to consump
tion supply might be decreased more than the ratio of non-debt wealth to 
consumption is increased. It can be calculated from (6a) that 

d(o(v)K(v))/dV = (R - p6)o'(v)K(R - o - p6t1 > 0 

if R(v) > p(v)6. 

The relationship in (15) is represented by the curve labeled WW in 
Figure 20.3. As it is drawn there it illustrates the case in which r is 
everywhere increasing in v). If a nomenclature should be useful, we might 
say that (15) and its associated WW curve describe the required steady
state interest rate, while (14) and the corresponding FF curve give the 
available interest rate. 

The analysis in this paper will be confined to the case in which the debt, 
if positive, is not so large as to make WW slope downward. Then v and r 
are uniquely determined, as in Figure 20.3. To show that a steady state 
exists it suffices to show that the negatively sloped FF starts out at v = 0 
from an intercept above that from which the positively sloped WW starts. 
Such a gap follows from the fact that as v ~ 0, R(v)lv ~ oo while (v6-1 + 
D)/o(v) ~ 0 under the Inada conditions;1 hence FF is asymptotic to the 
vertical axis while the intercept of WW is Q. (The reader will see that a 
'large' D causes no difficulty for existence as long as WW starts out 
positively sloped and intersects FF before WW has sloped downward and 
fallen the line r = Q. But in such cases there is a risk of more than one 
intersection, hence multiple steady states, which would be uncongenial to 
the shock theory of fluctuation being pursued here.) 

It is natural at this point to use (13) to substitute for r in ('7): 

f-n/( +D) 
[ !L\1" + + 6) - = R(v) 

o(v)}( Q P (7C) 

Equations (6a), (7C) and (8) comprise a system determining}(, v, and pin 
the closed-economy model. 

Let us now calculate the disturbances to the steady state caused by a shift 
in labor supply, L, or consumption demand, as represented by a change in 
Q, or fiscal policy, as represented by a change in D. The resulting system of 
total differentials is 

(R - o- p6) dK + (R' }( + L - o' }()dv + ( -6}()dp =- vdL (6a') 
OdK + 1dv + ( -6)dp = o (8) 
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- ~tDp _ -o'~tP2 - o' ~tDp 
-----:::=--dK + (--------=---

KoK 02K 

k 
R') dV + ( f,~-0- 1 p +-) dp 

p 

(7a') 

The assumption made above that WW is everywhere upward sloping 
together with the negative slope of FF is sufficient to make the determinant 
negative: 

A (R- _ -s.)-s. { _1 __ 1 , __ 2 (R - po)o'k 
u = - 0 - pu pu !A-Y 0 -o !A-PO-

R- o- po 
- ("PYt1[yR' - (r + o)]} < o 

(Clearly it is necessary and sufficient that FF intersect WW from above, 
hence that WW, if locally downward sloping, be less steep than FF.) 

In these terms the comparative-statics results are: 

1 ,_zj( 'D-
ik = ...=._ { v[~to- 1p + r + o + y ( -o lA-P - 0 It 'P R')]dL 

t::. ooK 

+ o' Ky[pdQ + p~t(oK)- 1dD]} (17) 

dv = - 1 {v[y~tDp/(KoK)]dL + y(R- o- po) 
!::, 

[pdQ + P~t(oKt 1dD]} (18) 

- 1 - - -
dp =--;;: {v[f.A.Dpi(KoK)]dL + (R - o- po) 

[pdQ + P~t(oK)- 1dD]} (19) 

An increase of time preference, Q, or the public debt, D, reduces v and 
hence increases r; K and p fall with v. These effects are clearly shown by 
Figure 20.3 where WW would be shifted up, causing the intersection to 
move upward and leftward along FF. An increase of effort, L, increases 
the supply of wealth proportionately less than it increases the supply of 
consumption, o(v)K(v; L), if there is a positive debt. Hence, although K is 
increased, r falls as WW shifts down; accordingly, v and p are increased, as 
(18) and (19) show. 

Stability Analysis: Recovery from Capital-goods Slumps 

This section studies the dynamics of the economy when it is found that the 
parameters Q, D, L, and so forth are such as to cause the real price of the 
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capital good,p, to be below the constant cost of production, v/y, so that, as 
we look in on the economy, capital-goods production is nil and the 
economy is in a slump. By analysis of the kinds of 'reverse shocks' that 
could revive the price of capital we can determine the possible sources of a 
capital-goods slump. (The prime candidates include the disturbances which 
operate to reduce v, since the only way that v can fall is through a slump, 
and the only means to a slump, outside of a rise of v or a fall of y, is a 
fall of p.) 

The First Stage 

In this stage, or phase, in which the economy first finds itself, where yy < v, 
we have, by (6), (7), (8'), and (13), 

k = -~K 
v = vV(v, K) = va(f(v)K- L] (20) 

p 
f..tP ~tD o'(v)v 

=[--+ + V(v, K)- ~ + Q + ~]p- R(v) 
o(v) o(v)K o(v) 

Hence neither p nor v affects k and vis unaffected by p. Consequently the 
corresponding matrix of partial derivatives has zeros above the diagonal: 

ak.JaK aktav aktap -() 0 0 

itV!aK av/av av!Op vVK vVv 0 (21) 

ajJ!aK oplav vp/op -~~~ o'v -o'~.~pW/\r + b +~) ( KoK + ---;;- Vxp) ( o2 0 

+ o'v V -R') 
0 vp 

The algebraic signs of these derivatives are 

[~ 0 

+ 

In the calculation of iJjJ/iJv the term E'(v)V, where E is the elasticity o'v/o, is 
taken to be negligible, which is at least close to being the case in the 
neighborhood of the steady state. 

In the more standard dynamic systems where there is continuous dif
ferentiability, one would use a linearization of (20), giving rise to the 
matrix in (21), to obtain the roots A.1 = -~, ~ = vVv, ~ = r + ~ + 
(@/o(v)), of which the first two are negative and the last positive, and 
proceed to calculate the implied path taken by K, v and p. But k and v are 
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not continuously differentiable, and there is the further need to stitch the 
path taken over the first stage to the evolution of the recovery once v = yp, 
at which point v and k jump with the restarting of capital-goods pro
duction. 

The approach taken here is to employ the method of undetermined 
coefficients to calculate the way in which p, v and K move over the first 
stage, in which py < v. The price, p, is regarded as a derived function of 
the state variables, given the parameters. 

p = u(K, v; Q, D, L) (22) 

over the first stage. The first task, then, is to solve for the unknown 
'coefficients', particularly the derivatives and uK and Uv· These coefficients 
appear in 

u = uK(K, v; Q, D, L)K + uv(K, v; Q, D, L)v 

The procedure used here equates opld'V + (oplop)uv to awav, hence 

and equates oploK + (oplop)uK to oitloK, giving 

oploK + (oplop)uK = [akiaK+ (aklop)uK] uK + [a\rloK + (a\rl 

op)uK]Uv 

Using aklop = 0 and iJvlop = 0, we find 

(aploK)(avlav - aplop) - (apld'V)(ovlaK) 
uK = _......:.....:..(---a7k-'-la_K_+_ap-. l..:..ap_).:..( -'-av-.-l....:av'-+--'-o.;_'ftl-ap-)--'--

(aplov)(oklaK- aplop) 
uv = -(---(JK.,-.1-'-()K-=--+.....:.iJ...:..p_liJ-p-)(---i)v-liJ::...v....:+;_:,_iJp-I(J_p_)_ < 0 

where uv is made simpler by the fact that aklav = 0. 
Similar procedure yields the impact effects 

= 

-iJpliJD 

(JpliJp 

-iJpliJp 

aplop 

-(flploK) = <0 
r + () + f!po-1 

-p = <0 
r + () + flP0-1 

(22') 

(23) 

(24) 

(25) 

(26) 
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= 
-iJpliJL = -(o'v/o)VL(v, K; L) < 0 
iJpliJp r + () + J..tpo- 1 

(27) 

With regard to uK, the numerator in (23) can be shown to simplify to the 
expression below: 

o' J.tDpvVK J.tDp J.tP 
VVxiJ- 1 (o'R- oR')+----- --[vVv- (r + () +- )] 

ooK KoK o 

o' R' J.tDp o' t' fJP 
= vat{oR(-- -)+-- [K( -- -(r + () +-]} > 0? (28) 

o R Kok o t o 

Although the first term could be of either sign - it is equal to zero in the 
Cobb-Douglas case, average and marginal product moving in equal pro
portion - the middle term is unambiguously positive, as labor responds 
more proportionately than output to a change of the wage, and the last 
term is positive, certainly in the neighborhood of the steady state. Since the 
denominator in (23) is unambiguously positive, there is consequently a 
strong presumption that uK is positive when Dis positive and large. The 
explanation for this surprising result is that increased K at given v raises 
wealth proportionately less than it raises consumption-good supply, and 
according to (13) the result (at provisionally given p) is a fall of the interest 
rate. The other influences upon rand hence p all stem from their effects on 
V(v, K), hence the rate at which consumption supply is growing as a result 
of the downward movement of the real wage. Increased K raises employ
ment, thus slowing the decline of the wage and dampening the growth of 
consumption, which also operates in (13) to reduce the interest rate and 
thus raise the real price of the capital good. 

Consider now a situation in which Q or D, say, has just increased in what 
had been steady-state conditions. Hence p has just dropped to a level 
below v/y and the capital-goods branch has just shut down. Consequently v 
and K will be found to be decreasing. The question we come up against is 
what p will be doing. 

It will simplify matters to reintroduce a restriction that was helpful in 
analyzing the open-economy case: the wage is never so low in relation to 
the capital stock that the consumer-good-producing branch singlehandedly 
brings about full utilization of the labor force, L. Then full recovery from 
the slump will occur only if the capital-goods branch revives; that is, a point 
is reached at which v has fallen in relation top such that the equality v = py 
is restored, so that laid-off employees are all recalled to work. Stability, in 
the sense of a return to full employment - more precisely, an asymptotic 
approach to the full-employment steady state corresponding to the new 
parameters, Q, D, ... -therefore depends upon a tendency for v to fall in 
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relation top over the first stage, the stage in which py < v, equivalently a 
tendency for p/v to recover. 

The price-wage ratio in capital-goods production, p/v, is ensured of 
recovering to the level y-1 if uK is not positive, contrary to our presump
tion. In this case, falling v and K will, in view of (22'), be accompanied by 
risingp, as well as risingp/v, since uv < 0 and, by hypothesis, uK :s::; 0. But 
when uK > 0, (22') leaves it unclear that p will be rising, as the shrinkage of 
the capital stock exerts a downward pull, and even unclear that, if falling, p 
will be falling more slowly than v so as to bring the recovery of p/v to the 
break-even level, y-1 • (This equation and the results for uv and uK imply a 
necessary condition on D and the other parameters to obtain rising p/v, of 
course, but it is not evident that it will hold except when uK :s::; 0.) However, 
(20) throws light on the conditions under which p/v tends to recover: 

p v I!P ~-tD o'v k 
---=-+-+-(aN-aL)+-+ Q+6-p-1R-(aN-aL) 
p v o oK o K 

f.1P I!P o'v 
=- +- + Q- p 1R- (1-- )(aN-aL) (29) 

o oK o 

Before the shock top or D, the right-hand side was equal to zero at p = p, 
as the first two terms then gave r - Q and p-1R gave r + 6. When p drops 
below the former steady-state level, owing to the shock, pip is reduced, 
given v and k, by 

!!P R 1 
(-+-)-

0 p p 

per unit drop of p. Hence the total change of the right-hand side in (29) 
from its initial value of zero due to a shock, say, 6Q > 0, is approximately 

o'v I!P R - l::,.p 
a (L- N) (1 --)- 6 -(-+ -)(--) + 6Q 

0 0 p p 

as the result of the jump of v, k, p and Q respectively. 
The implication is that for (jJ!p) - (v/v) to tum positive on impact, 

o'v I!P R -!::,.p 
a (L- N) (1 --)- ~ >(-+ -)(--) + 6Q (30) 

0 0 p p 

This condition, although not entailed by the model, is theoretically poss
ible. Note that the elasticity, -o'v/o, is equal to the ratio oflabor's share to 
capital's share, hence a number that is found empirically to be around 2 or 
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Figure 20.4 Phase diagram for the closed economy 

3, so the rate of decline of v may be highly leveraged. Note also that if 1.1. 
were equal to zero, countrary to the model, the right-hand side would sim
plify to (e + 6)(- l::,ele), which is positive though smaller than 6; 1.1.(> 0) 
makes the right-hand side somewhat larger. 

If p/v does begin to recover, this stabilizing tendency may peter out as v 
falls, since reduced v moderates v/v and increases R, which reduces (r + 6) 
p - R and thus p. The ongoing decline of v must be increasing N faster 
than the decline of K is lowering N if the rate of growth oft(v)K is positive, 
hence 

t'v 
a(L - N) ( - -) - a > O; 

f 
(31) 

Since the elasticity -t'v/v is equal to 1 - o'v/v, this growth rate must be 
positive over the period in which the condition in (30) holds. However the 
analysis here will content itself with the successful case in which p/v 
recovers in finite time to the level y-1 • 

The phase diagram in Figure 20.4 illustrates (with the solid line) the 
successful trajectory of the real capital-good price, p, from its drop on 
impact, following the shock from e or D, to its return to the py = v ray. 
Since Uy < 0, every dashed-line fixed-K saddlepath is negatively sloped, 
like the saddlepath for the open-economy case in which the capital stock 
does not matter because it cannot affect the interest rate. But if Ux > 0, as 
we presume, the dashed-line saddlepath corresponding to the current 
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capital stock will be sliding downward as K is shrinking at the proportion
ate rate<>. Hence it is possible that the actual trajectory will be positively 
sloped. Recovery of the capital-goods branch occurs when the trajectory 
reaches the ray as shown. 

The Second Stage 

Once the trajectory has regained the ray and so full employment has 
returned, there is no further motion on the part of v, p and r. The 
capital-goods branch continues to take up the slack labor left by the other 
branch. Nevertheless the capital stock may well have overshot or under
shot its new steady-state level by the time capital-goods production has 
resumed; that is, K 2 , which is the capital stock at the opening of the second 
stage, may fall short of or exceed K. The analysis of kin this stage, with its 
constants v, p, and r, does not differ from the analysis of the second stage 
in the fixed-interest-rate open economy. 

4 CONCLUSIONS 

Structuralist models seek explanations of low-frequency employment fluc
tuations in the long time needed for complete labor-contract adjustment to 
labor-demand disturbances resulting from supply- or demand-structure 
shocks. The present paper has presented a working closed-economy model 
of the structuralist type. The non-Keynesian implications of this model 
need no comment. 

The closed economy model shows a wider range of potential behavior 
than does the open-economy model, of course. The possibility, demon
strated here, that the decline of the capital stock during the capital-goods 
slump will drag down the real price of capital by pushing up the rate of 
interest (through a rather distinctive mechanism) is interesting. It indicates 
that, following a consumption shock, the real interest rate at first jumps 
with the shock, then rises more during the capital-stock and real-wage 
adjustments that constitute a sort of after-shock. 

It is apparent that further theoretical and empirical work must be done 
in order to see how much room we must make for structuralist mechanisms 
in our explanation of depressions, past and present. 

Notes 

1. Under the weaker condition that o(v) may approach an upper bound, o, as v 
goes to zero, the intercept of WW will exceed Q by J.tDb- 1 , which, being finite, is 
still below the infinitely large intercept, so to speak, of FF. 
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21 Cyclical Growth in a 
Kaldorian Model* 
P. Skott 

1 INTRODUCTION 

Are there strong tendencies in laissez-faire capitalism toward steady 
growth at full employment? Are the causes of fluctuations in output and 
employment to be found outside the economic system or are they intrinsic 
to the system? The answer to these questions is fundamental to economics 
and more importantly, to almost all economic and political decision 
making. 

Kaldor's answer to the two questions changed over time. In the 1950s 
and early 1960s he believed that cyclical fluctuations were intrinsic to 
capitalist economies but that the trend rate of growth would be equal to the 
growth rate of the labor force: endogenous forces would keep the economy 
near full employment. The problem facing the theorist was to provide a 
theory which could explain both the cycles and the fact that fluctuations 
appeared to take place at a high average rate of employment. 

Subsequently, Kaldor changed his interpretation of the stylized facts and 
he also came to question the usefulness of one sector models; a distinction 
should be made between primary and secondary sectors of the economy 
and spatial aspects should be given far greater prominence. In this paper, 
however, I wish to consider Kaldor's work on one sector models of a pure 
capitalist economy and in particular his trade cycle theory and his theories 
of growth and distribution. His work in this area is of considerable interest 
in its own right and it may also provide important elements in a rigorous 
theoretical formulation of Kaldor's later views on cumulative causation. 

The paper is in four sections. I first review some problems in Kaldor's 
own model specification. Section 3 reformulates the Kaldorian theory. The 
section draws on both the trade cycle model and the growth and distri
bution theory. A labour market is also included explicitly and some 
Marxian elements are introduced. The implications of the model are 
described in section 4, and section 5 contains a few concluding remarks. 

• This paper draws on the analyses of money and finance in Skott (1988) and of cyclical 
growth in Skott (1989). A fuller discussion of these and other issues can be found in Skott 
(1989a). 

379 



380 Cyclical Growth in a Kalderian Model 

2 THE ORIGINAL CONTRIBUTIONS 

Growth and Distribution 

Kaldor developed his growth and distribution theory in a series of papers 
published in the late 1950s and early 1960s.1 The saving function played a 
key role in this theory. In place of a single average saving propensity, s, 
Kaldor introduced the differential saving propensities, Sw and sP, applicable 
to wage and profit income respectively. This 'semi-classical' saving function 
permitted a (post) Keynesian determination of the distribution of income:2 

variations in the distribution of income may adjust the average rate of saving 
so as to bring it into equality with any given share of investment in output. 

Kaldor claimed that the saving function also made the warranted rate 
adjust to the natural rate of growth and thus allowed full employment 
growth. Similar views have subsequently been repeated by many other 
writers (see e.g. Jones, 1975, p. 148) but the claim is false. Both saving and 
investment are, by assumption, functionally related to the share of profits 
and the output capital ratio, and the equilibrium condition for the product 
market determines the profit share as an increasing function of the output 
capital ratio. It follows that the rate of accumulation in Kaldor's model is 
fully determined by the output capital ratio and in this respect the model 
thus produces the same conclusion as simple neo-Classical analysis based 
on a proportional saving function and passive investment. The differential 
saving function has not provided an extra degree of freedom or, more 
accurately, the extra degree of freedom has been swallowed up by the 
Kaldorian distribution mechanism and the introduction of an explicit 
investment function. 

What then accounts for the equalisation of warranted and natural growth 
rates in Kaldor's model? As in neo-Classical theory the equalisation- and 
hence the logical possibility of continuous full employment - is accom
plished through accommodating variations in the output capital ratio. The 
only difference is that in Kaldor's case the variations are brought about via 
the 'technical' progress function' rather than via the choice of technique 
along a known production function. 

The potential variability of the output capital ratio does not in itself 
explain why continuous full employment should in fact characterize the 
economy and from a Keynesian perspective Kaldor's full employment 
assumption represents the most puzzling aspect of the model. Indeed, 
according to Samuelson the models are worthy of a Jean-Baptiste Say 
(Samuelson, 1964), p. 345). At one level, however, it is not difficult to 
understand Kaldor's position. He disliked abstract theorising for its own 
sake and thought that theory should account for and help us understand 
the 'stylized facts'. In the 1950s and early 1960s steady growth at full 
employment seemed a reasonable approximation to actual trends in ad-
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vanced economies and Keynesian theory ought to be able to explain this 
observation. 

Unfortunately, Kaldor did not succeed in presenting a convincing expla
nation. Within the logic of his own models there appears to be only one 
justification for the full employment assumption: variations in nominal 
wage rates are such that firms choose to expand employment exactly in line 
with the growth of the labor force. 3 This hypothesis, however, is extremely 
un-Keynesian: the main theoretical message of the General Theory is 
exactly that variations in nominal wages are incapable of eliminating 
involuntary unemployment and securing full employment. 

In conclusion, Kaldor failed to provide a convincing theory of full 
employment growth. Not only did he follow the neo-Classics in assuming 
full employment, the mechanism which equalises warranted and natural 
growth rates is also similar. The main difference between Kaldor's model 
and the neo-Classics is that Kaldor has an explicit investment function 
which serves to determine the distribution of income. The neo-Classics, on 
the other hand, leave out the investment function and use marginal 
productivity conditions to determine distribution. 

Cycles 

One of the most striking stylized facts is the trade cycle. Production and 
employment exhibit marked fluctuations around the trend, and Kaldor- as 
well as other post-Keynesians- have argued strongly that cycles and trend 
should by analyzed together. However, most analytical work has pro
ceeded to analyze trend and cycle separately, and this also applies to 
Kaldor's classic trade cycle model, Kaldor (1940), which describes cyclical 
fluctuations around a stationary equilibrium. In spite of its failure to deal 
with the question of growth, the model has a number of interesting features 
and it has been the subject of almost continuous attention ever since its 
publication. 4 

One of the main attractions of the model is that 'it appears to generate 
self-sustaining cycles without the need for rigid specification of parameters 
and the use of time lags and initial shocks' (Chang and Smyth, 1971, p. 37). 
Instead, the cyclical behaviour of the economy is generated by a combi
nation of (i) non-linearities in the investment and/or saving functions and 
(ii) endogenous shifts in the two functions caused by gradual changes in the 
capital stock. 

The model has been formalized by Chang and Smyth (1971) in a set of 
two differential equations, 

Y = a [I(Y, K) - S(Y, K)] 

i<. = I(Y, K) -bK 

(1) 

(2) 



382 Cyclical Growth in a Kaldorian Model 

where a dot is used to denote time derivatives. The parameter a is an 
output adjustment coefficient, b is the rate of depreciation and it has been 
assumed that realized investment is always equal to desired ex ante 
investment. 

The system (1)--(2) may under certain conditions (see Chang and Smyth, 
1971) produce persistent fluctuations around a stationary equilibrium, and 
the model can be generalized to cover the case of cyclical fluctuations 
around an exogenous growth trend (Dana and Malgrange, 1984). But it is 
not obvious how one could tum it into a model of endogenous cyclical 
growth. Since the original model yields endogenous fluctuations this may 
seem surprising, but problems arise in the specification of the relations 
between investment and saving on the one hand and the capital stock on 
the other. 

In a growth context, it is reasonable to assume that both the investment 
and saving functions are linearly homogeneous in output and the capital 
stock. This assumption would be in line with most work on saving and 
investment and, indeed, in line with the specifications used by Kaldor in his 
theory of growth and distribution. Homogeneity of degree one in the 
saving and investment functions will, however, lead to steady growth. With 
homogeneity, equations (1)--(2) can be rewritten 

Y =ala [I( a, 1) - S(a, 1)] 

K = I(a, 1) - b 

(3) 

(4) 

where a= Y/K and where A denotes proportional growth rates (logarithmic 
derivatives). From (3)--(4) it follows that 

a= ala [I(a, 1) - S(a, 1)] - I(a, 1) + b (5) 

and it is readily seen that a will converge monotonically towards some 
equilibrium value. The equilibrium- corresponding to a = 0- may not be 
unique: the non-linearities in the saving and investment functions may 
imply the existence of three equilibria, two stable and one unstable. This 
result, however, does not affect the result that asymptotically the economy 
will exhibit steady growth: if the saving and investment functions are 
linearly homogeneous then the model cannot produce endogenous cyclical 
growth. 

Another, and perhaps equally important, criticism of the model con
cerns the total neglect of the labor market. In situations of significant 
unemployment, one may ignore the labor market in short run analysis but 
it is difficult to see how such a procedure could be justified if the analysis is 
to be extended to the medium and long term. At the very least one should 
include an upper bound (the natural rate of growth) on the feasible long 
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run growth rate. Kaldor's model fails to do this. Like the standard Keyne
sian short run model, it is built around the product market. 

3 RESPECIFYING THE KALDORIAN MODEL 

Saving and Finance 

Kaldor's saving function has been criticized by both neo-Classical and Post 
Keynesian writers. Thus, Pasinetti (1962) suggested that the different 
saving propensities should attach to classes rather than to income categor
ies (see also the papers by Salvadori and Abraham-Frois in this volume). In 
reply Kaldor argued that the important distinction - and that underlying 
his formulation - is between firms and households and not between 
different categories of households. According to neo-Classical theory, 
however, the financial decisions of firms should be of no importance: if 
firms retain profits then the ownership rights in those firms appreciate in 
value and this appreciation will enable households to increase their con
sumption. A rise in retained earnings should therefore- according to the 
neo-Classics - be offset by lower personal saving. 

In view of these criticisms it seems worthwhile to include banks and 
financial stocks in the model and to consider both the budget constraint of 
households and firms' finance constraint explicitly. 

Banks 

Most of current macroeconomics takes the money stock as an exogenous 
variable. It may be subject to random shocks- a cause of disappointed 
expectations and possibly of cyclical fluctuations -but banks and endogen
ous variations in the money stock rarely figure in the story. The exogeneity 
assumption may have been reasonable for an earlier period in history but 
in a model of contemporary capitalism it is anachronistic. 5 Today outside 
money is of little quantitative importance and recent attempts by central 
banks to control wider definitions of the money supply have met with 
limited success. A different approach based on a pure Wicksellian system 
of inside money therefore seems more relevant. 

I shall assume that firms may borrow from banks and that they are never 
quantity constrained in their borrowing. They can borrow as much as they 
wish at the ruling rate of interest but the rate of interest need not remain 
constant over time. Households deposit their liquid assets with banks and 
neither firms not households hold cash. For simplicity, it is assumed that there 
are no costs involved in banking and that lending and borrowing rates 
coincide. Banks then have neither costs not profits; interest payments by firms 
to banks are exactly equal to interest payments received by households. 
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In recent years the endogenous money approach has been associated 
mainly with Kaldor and other post-Keynesian writers (e.g. Kaldor, 1982, 
and the contributions by Moore and Lavoie to this volume), but an 
infinitely elastic supply of finance at prevailing interest rates need not 
exclude all monetarist concerns. The desire of firms to borrow will depend 
on interest rates and, in principle at least, one can conceive of a system 
where banks adjust interest rates continuously so as to make firms wish to 
increase their bank liabilities at some given rate. In between the polar cases 
of constant nominal interest rates and constant growth in the money stock 
is the more realistic case where monetary authorities do change interest 
rates over time but fail to control the amount of bank lending. In this paper 
I shall adopt the assumption that the real rate of interest remains constant. 
If one has to choose a simple assumption then this assumption appears to 
fit the stylized facts better than either of the abovementioned polar cases. 

Households 

Households receive wage income as well as a return on their financial 
wealth. They own no physical capital goods and their (non-human) wealth 
is held in the form of money (deposits with banks) and securities. Interest 
is being earned on the bank deposits, and the return on securities com
prises both dividend payments and capital gains. Household incomes are 
either spent on consumption or used to augment the financial assets. 

The desired stocks of financial assets are related to current income flows 
and the saving/consumption decision adapts to achieve these desired stock 
flow ratios. Algebraically, this aspect of household behaviour is described 
as follows, 

p C + vN(v + N) + M M = W + (1-sp) P + vN v + iM (6) 

a (P- 6pK- rM) = q N (7) 

~pY= M (8) 

where W and P are nominal wages and profits, C is consumption in real 
terms, N and M are the number of securities and the money stock held by 
households, vis the price of securities, pis the price of output, and rand i, 
respectively, denote the real and nominal rates of interest, r = i -ft. 

Equation (6) is households' budget constraint, and equations (7)-(8) 
describe the behavioural assumptions. It is assumed (equation (8)) that the 
demand for money is proportional to national income and that the demand 
for financial securities (equation (7)) is proportional to the level of profits 
net of depreciation and (real) interest payments (i.e. the economy-wide pie 
ratio is constant over time). This specification has the virtue of simplicity. 



P. Skott 385 

It may also have a somewhat neo-Classical flavour: if the level of profits is 
given then share valuation is independent of firms' pay-out decisions. In 
fact no important conclusions of the model depend on this precise specifi
cation. It would be easy to relate vN to, say, total distributed incomes or 
total consumption, and this change would not affect the qualitative results 
of the analysis. 6 

Equations (6)-(8) can be used to derive saving and consumption func
tions. Substituting (7) and (8) into (6), we get 

pC = pY- sPP- vN N- M(Y-r) (9) 

= pY [1 + aN(~r + 6/o) - ~(Y- r) - Jt(sp + aN}] 

and hence 

CIY =A- B 1t 

SlY= (1-A) + B 1t 

(10) 

(11) 

where o and Jt denote the output capital ratio and the share of profits 
respectively and where 

A = 1 + aN(~r + 6/o) - ~(Y- r)) 

The composite parameters A and B are influenced by the growth of output 
and the output capital ratio as well as by the simple parameters of the 
system (6)-(8) and thus need not be constant over time. Apart from this 
modification, the saving/consumption system is similar to the simple Kal
dorian specification, and indeed equations (6)-(8) represent a generalized 
version of Kaldor's neo-Pasinetti theorem, Kaldor (1966). 

Firms 

In equations (6)-(11) we have taken sP and N as exogenous parameters. 
Investment, however, needs to be financed and in analogy with the budget 
constraint of households, firms face a financial constraint, 

pi = sp P + vN N + M (M- i) (12) 

where P is total profits, i is the nominal interest rate on bank loans and M 
the amount of bank loans. N is the existing number of securities and v the 
price of securities. 

The parameters sP and N reflect the financial decisions of firms. The 



386 Cyclical Growth in a Kaldorian Model 

choice of sP and IV may be subject to additional finance constraints but it is 
not derived from profit maximation. Indeed it would be difficult to do so. 
In a simple Modigliani-Miller world, the valuation of an individual firm is 
independent of its financial structure, and maximisation gives no guidance 
to the value of sP and IV. Outside the Modigliani-Miller world, the 
valuation will be affected by financial decisions, but it is difficult to say 
exactly how, and in any case socio-institutional and historical factors are 
likely to be very important in the determination of 'prudent' (optimal) 
finance. 7 I shall therefore assume that both sP and IV are exogenously given 
parameters and that accommodating variations in bank loans make up the 
difference between investment expenditure and the sum of retained earn
ings and new issues. 

Production and Investment 

Production Lags and Expectations 

It is assumed that the production function is of the fixed coefficients type, 

Y = min{f...L, omaxK} (13) 

Production is not, however, instantaneous. The production process takes 
time and at any moment the rate of output, Y, is predetermined by past 
production decisions. Discrete time lags are difficult to handle analytically 
but the effects of production lags can be approximated within a continuous 
time framework by assuming that the rate of growth of ouput at timet, "'fu 
is the decision variable at time t. The approximation is close if the 
production lag is short and the time path of Y is smooth (differentiable). 
Smoothness, in tum, may be justified by an appeal to the existence of 
adjustment costs. 

Production lags and the predetermined character of Y are relatively 
unimportant if firms' demand expectations are fulfilled, and Keynesian 
models usually follow the General Theory and assume that this is the case. 
If, however, animal spirits are given - i.e. assuming that there are no 
exogenous shifts in long term expectations - then an economy where short 
term expectations are always fulfilled must evolve along a time path which 
is consistent with the initial long period expectations. The reason is simple. 
If firms are consistent in their formation of expectations then short and 
long term expectations must be mutually consistent. Since animal spirits 
are assumed constant, firms will revise their initial long term expectations if 
and only if initial expectations are proved wrong. Given the consistency 
between short and long expectations this can only happen if short term 
expectations are disappointed at some point along the time path. Phrasing 
it differently, since the long period is not an independent entity but merely 
a succession of short periods, erroneous long term expectations must 
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involve a divergence between expected and actual outcomes in some short 
period. 

The notion of short period equilibrium may thus be of limited use in an 
extension of Keynesian Theory to cover long run developments: a satisfac
tory theory of growth and cycles is incompatible with the assumption that 
short period expectations are always fulfilled. 8 The possibility of disap
pointed expectations must be allowed for. 

What happens if short term expectations are disappointed? Firms have 
made production decisions in anticipation of a certain level of demand but 
when output appears, demand turns out to be different, and as a result 
there must be accommodating adjustments in either quantities or prices. 
The level of production cannot adjust instantaneously and a quantity 
adjustment therefore must involve a change in stocks and/or the direct 
rationing of demand. A particular case of rationing is the lengthening of 
queues, but although one can point to industries where queues play an 
important role, instances of quantity rationing are hardly significant in the 
general picture of capitalist economies. Stocks and stock movements on 
the other hand are of importance but, if anything, stock movements tend to 
amplify fluctuations in other demand components over the trade cycle. 
Leaving out stocks and stock movements should therefore bias the model 
towards steady growth rather than towards cyclical fluctuations, and with 
this bias in mind, I shall also disregard stocks in order to simplify the 
analysis. 

Having left out both stocks and quantity adjustments from the model, 
the accommodation must take place through price adjustments: it is 
assumed that changes in prices will equate flow demand to (the predeter
mined level of) flow supply. Can price adjustments perform this role? The 
model contains no real balance effects and proportional changes in wages 
and prices do not give rise to distributional effects on the level of aggregate 
demand. The adjustment must therefore be effected via changes in the 
distribution of income. The equilibrium mechanism is thus identical to the 
one employed by Kaldor in his distribution theory. 

In order for this mechanism to work, two conditions need to be satisfied. 
First, distribution must be sensitive to price changes. This condition is met 
since labor market contracts are cast in terms of money wages and it is 
reasonable to assume that there is neither perfect foresight nor instan
taneous feedbacks from output prices to money wage rates. The real wage 
rate and the share of profits in income therefore respond to unanticipated 
movements in money prices. Secondly, aggregate demand needs to be 
sensitive to changes in distributive shares, and, in fact, it must be inversely 
related to the share of profits. The inverse relation is required for stability 
reasons. Assume that there is excess demand at the initial share of profits. 
Excess demand means that firms will raise their prices and that the share of 
profits will increase. Unless the relation between demand and profits is 
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inverse this increase in profits exacerbates the initial disequilibrium, and 
the ultra short run equilibrium will be unstable. The saving propensity is, 
as shown above, positively related to the share of profits, and the stability 
condition is satisfied provided investment is not too sensitive to variations 
in profitability. 

The Output Expansion Function 

Returning to the determination of production, we may assume that the rate 
of expansion of output depends on both the level of demand relative to 
current production and conditions in the labor market, but that the rate of 
expansion is never constrained by capital shortages: empirically, excess 
capital capacity is the normal state of affairs and theoretically the desir
ability of excess capacity can be explained in terms of strategic entry 
deterrence (Spence, 1977). 

The level of demand is reflected in the actual share of profits. Profit 
maximization implies that the short run equilibrium price level is deter
mined by marginal cost and demand conditions. Marginal costs are con
stant (below full capacity) so if the conjectured demand curve has constant 
elasticity then the short run equilibrium value of the profit share is 
independent of the level of demand, :rt = :rt*. A high (low) level of demand 
implies that the ultra short run price exceeds (is below) the short run 
equilibrium price, i.e. :rt > :rt* (:rt < :rt*). The higher the level of demand, 
the higher is the profit share and the faster the desired rate of expansion. 

Labor market conditions influence the expansion of output through the 
effects on the social relations of production. The strength of workers 
vis-a-vis management varies inversely with the size of the reserve army of 
labor: the threat of redundancy loses its edge as the economy approaches 
full employment, workers become more militant and more surveillance will 
be needed in order to prevent shirking. 9 Managerial resources will become 
occupied by industrial relations issues and both the ability and desire of 
firms to carry out an expansion of production will be affected. High rates of 
employment also lead to an increase in the turnover of the labor force and 
the gross recruitment needs associated with any given rate of expansion are 
raised at a time when low unemployment makes it difficult to attract new 
workers. High employment rates thus make it less attractive and more 
costly to expand production. High employment and high turnover of the 
labor force, however, allow firms to contract production and employment 
more rapidly without incurring the costs associated with compulsory redun
dancies (redundancy payments as well as negative effects on productivity of 
a deterioration in industrial relations). For positive rates of expansion the 
cost of adjustment will therefore be an increasing function of the rate of 
employment and for negative rates of expansion the cost will be decreasing 
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in the rate of employment. It follows that an increase in the rate of 
employment will depress the desired rate of expansion. 

These considerations can be summarized in the following output expan
sion function 

f = h(Jt, e); h,. > 0 he < 0. (14) 

where e denotes the rate of employment. 
Note that this formulation includes a simple adjustment function as a 

special case. Let Y"' be the optimal level of output and let the asymmetric 
speed of adjustment of Y be v1 and v2 for expansionary and contractionary 
movements respectively, both v1 and v2 being dependent on the state of the 
labor market, V1 = v; (e), 

A ~ v1(e) (Y"' - Y)IY if Y*> Y 
Y= 

v2(e) (Y"' - Y)IY if Y*<Y 
(15) 

Y"'IY is a function of the profit share, Y"'IY = j(Jt), and (15) is thus a 
special case of the output expansion function. 

Investment 

As regards investment, it is assumed that current investment levels are 
decided on the basis of expected future levels of demand and production 
(relative to existing capital capacity). Expected future levels of demand are 
positively related to current demand and current demand in tum is re
flected in the profit share obtained on the predetermined level of current 
supply. It is therefore reasonable to expect that investment depends on 
current profitability as well as on the current output capital ratio (the 
current utilization rate of capital), i.e. 10 

I 
y = f(o, 1t); fa> 0, 

CJSIY -->!,. ~ 0. 
dJt 

(16) 

where the restriction CJSIY > f,. has been introduced in order to ensure the 
oJt 

stability of the Kaldorian distribution mechanism, cf. above pp. 387-8. 
Equation (16) generalizes the simple stock adjustment principle. Let K* 

be the optimal capital stock, K* = Y"'lo* and let f..1. be the speed of 
adjustment. Then 

K = f..1. (K* - K)IK = f..1. (j(Jt) o/o* - 1) = of(o, Jt). (17) 

Y* 
where we have used y = j(Jt). 
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4 PROPERTIES OF THE MODEL 

Analysis 

In addition to the three behavioural equations describing saving, invest
ment and production, we have the following relations: 

e = Y- n 

f( =IlK- b 

a=Y-k 

I= S 

(18) 

(19) 

(20) 

(21) 

Equation (18) links changes in employment to changes in output. The 
parameter n is the growth rate of the total labor force and the equation 
follows from the production function. Equation (19) relates the growth of 
the capital stock to investment and depreciation (b), and (20) is a defi
nitional identity. Equation (21), finally, represents the Kaldorian distri
bution mechanism rather than the standard short run Keynesian 
equilibrium condition: the rates of employment and output as well as the 
stock of capital are predetermined, and the equation says that profitability 
will adjust so as to clear the product market. 

The model- equations (11), (14), (16), and (18)-(21)- can be reduced 
to a two dimensional system of non-linear differential equations, 

a= h(e(a, e), e)- crf(cr, e(cr, e)) + b 

e = h(9(cr, e), e) - n 

where 

:rt = e(cr, e); eo > 0 ee > 0 

is determined by the equilibrium condition for the product market. 10 

(22) 

(23) 

(24) 

It can be shown that for empirically reasonable values of the partial 
derivatives of h( , ) and f( , ) the system (22)-(23) has a unique and unstable 
equilibrium and a limit cycle exists. 11 The limit cycle need not be unique 
and the precise asymptotic behaviour of the economy may therefore 
depend on initial conditions. The same qualitative properties of the cyclical 
fluctuations are, however, shared by all limit cycles and Figure 21.1 can be 
used without loss of generality to describe the qualitative movement of the 
economy. 
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Figure 21.1 

Low rates of employment stimulate the expansion of output and employ
ment in the area marked I, and a relatively low utilization rate of capital 
implies that the growth rate of output also exceeds the rate of accumu
lation. In II, high levels of employment cause a slowdown in the expansion 
of output: positive growth is maintained owing to high profitability but 
accumulation also benefits from high utilization and profitability and as a 
result the output capital ratio (the utilization rate) is now falling. In III the 
negative effect of high employment on the rate of expansion is no longer 
offset by high utilization and profitability, and output and employment are 
thus declining. This decline and the associated reduction in the strength of 
workers gradually improve the business climate and stimulate production 
and employment, and when the economy reaches IV the growth rate of 
output has come to exceed the rate of accumulation; although employment 
continues to fall, both the utilization of capital and the share of profits are 
again increasing. 

5 CONCLUDING REMARKS 

In the 1950s and early 1960s Kaldor- along with most other economists -
thought that cyclical growth at near full employment provided a reasonable 
theoretical approximation of observable trends in most Western econ
omies. From a Keynesian perspective these 'stylized facts' seemed 
perplexing: Keynes himself had emphasized the possibility of underem-
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ployment equilibrium; Kalecki's writings generally supposed the existence 
of a substantial reserve army of labor; Harrod had concluded that the 
warranted growth path was unstable and that the warranted and natural 
growth rates would only coincide by a sheer fluke; Joan Robinson, finally, 
was emphatic that steady growth paths in general and golden age paths in 
particular represented mythical states and not the development of actual 
economies in historical time. 

The apparent incongruity between these theoretical positions and the 
empirical evidence presented a challenge to Keynesian economics and 
Kaldor set out to develop a Keynesian theory which could explain the 
stylized facts. He wanted to demonstrate 'the neo-Classical theory is, at the 
very least, not indispensable - it is possible to build an equilibrium model 
using entirely different bricks' (Kaldor, 1980, p. XXV). In this paper I have 
tried to show that although Kaldor may not have been fully successful, it is 
indeed possible to build a Kaldorian model of cyclical growth at near full 
employment. 

Notes 

1. Kaldor (1956), (1957), (1961); Kaldor and Mirrlees (1962). Unfortunately, the 
later papers are flawed. The famous Kaldor-Mirrlees model for instance does 
not even have an independent investment function; the level of investment is 
passively determined by the amount of saving (see Skott, 1989b). The early 
prototype model, Kaldor (1957), thus remains the best exposition of Kaldor's 
growth and distribution theory. 

2. The distribution mechanism is similar to Marshallian ultra short run pricing: 
with given supply, the price of output (distribution of income) adjusts so as to 
clear the market. In a macroeconomic context, Keynes used the distribution 
mechanism in Treatise on Money, Keynes (1930). Hahn (1972) also relied on 
this mechanism, and similar views can be found among the classics (see e.g. the 
discussion of Malthus in Costabile and Rowthom, 1985). 

3. Kaldor's full employment 'proof' in Kaldor (1961) essentially amounts to the 
assertion that in a developed economy the 'effective bottleneck setting an 
upper limit to production is labor rather than physical capacity' (Kaldor, 1961, 
p. 197). Once this assumption has been granted the result follows: the average 
rate of net investment over long periods will only remain positive if the average 
utilization rate of capital is close to the desired level, and if labor rather than 
capital represents the lower limit on capacity, then near-full-employment must 
characterize the economy. (See Skott, 1989b, for further analysis.) 

4. Chang and Smyth (1971), Torre (1977), Varian (1979). Dana and Malgrange 
(1984), Semmler (1986) are among the recent papers which discuss and gener
alize the original model. 

5. See Chick (1986) for a discussion of the evolution of the banking system and 
the demands which this puts on monetary theory. 

6. An alternative specification is used in Skott (1981) where the demand for both 
money and securities is related to nominal consumption expenditure. 

7. See Wood (1975) for a non-neo-Classical account of the determination of the 
financial parameters. 
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8. Some recent work in trade cycle theory appears to be based on the opposite 
view, (see e.g. Grandmont, 1985, and the articles in JET 1986, vol. 40, No. 1). 

9. See Bowles (1985) for a discussion of the effect of unemployment on work 

10 Theffort. . I d . . e . . . f iJIIY f. iJSIY Th . "fi . . e partla envatlve a 1s posttive or ~= a>~ . e JUStl catlon 

for the inequality is as follows. The output capital ratio only affects the average 
propensity to save because it influences the share of depreciation in total 
income; the share of depreciation in tum affects net profits and hence the price 
of financial assets; the price of securities, finally, affects saving because of its 
influence on the valuation of new issues. Using (11) the derivative of S/Y with 
respect to u is aNb/( cr) and new issues form a very small proportion of the 
stock of securities, N = 0. It follows that the effect of utilization on saving is 
weak; in the simple case where N = 0 it vanishes completely. 

11. For details see Skott (1989) and Skott (1989a). As in the Chang and Smyth 
model, the main condition for local instability of the equilibrium is that output 
adjusts rapidly relatively to the adjustment speed of capital; i.e. that 

a¥ 
a a 
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22 Endogenous Credit and 
Endogenous Business 
Cycles* 
M. Jarsulic 

1 INTRODUCTION 

Attempts to connect monetary phenomena and business cycles often have 
been the province of economists who also accepted the Walrasian full 
employment paradigm. Monetary explanations of business cycles preceded 
Keynes (cf. Zamowitz, 1985), and in the post-Keynesian era Monetarists 
of different varieties have also advanced them. Old style Monetarists (e.g., 
Poole, 1978) have tried to integrate money into a disequilibrium account of 
fluctuations. By assuming a demand for money proportional to nominal 
income, lags in price adjustment, and an exogenous money supply, they 
depict movements of the money supply as a main source of fluctuations. In 
this scheme an increase in the money supply, with prices constant, trans
lates into an increase in real demand. This causes an increase in real 
output, even if markets are initially at the point of Walrasian general 
equilibrium. However, when perceptions catch up with reality and nominal 
prices adjust, so will real output. Decreases in the money supply cause 
fluctuations in the opposite direction. New style Monetarists reject the 
disequilibrium elements of this story and insist on rational expectations. 
The assumptions of market clearing and rational expectations are inte
grated into a monetary theory of cycles by introducing new assumptions 
about the availability of information. Lucas (1981), for example, suggests 
that changes in the exogenous money supply cause changes in nominal 
prices in ways which are only partially understood - i.e., with Friedman's 
notorious 'long and variable lags.' This makes it difficult for firms to 
distinguish changes in price levels from changes in relative prices. Opti
mizing firms react to perceived increases in relative prices by increasing 
productive capacity. To the extent that changes in the money supply have 
fooled them, they will have excess capital stock, which will need to be 
worked off. Hence the pro-cyclical behavior of investment demand under 
conditions of market clearing everywhere. 

* A version of this paper appeared in the Journal of Post Keynesian Economics (Fall, 1989). 
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Post-Keynesian economists reject old and new style Monetarism, and 
have sought an amplified version of Keynes' monetary theory as a theoreti
cal alternative. This has produced a garden variety of ideas, as the review 
articles of Lavoie (1984, 1985) demonstrate. Two major tenets of this 
group are the endogenity of the money supply and the importance of credit 
to the accumulation of capital. These ideas can easily be used to counter 
Monetarism. If the money supply is endogenous, it cannot be a cause of 
cycles in the way Monetarists say it is; and if demand for money is related 
to investment finance, then the demand for money described by the 
quantity equation is probably wrong. 

Such critical results are of course important in themselves. However, it 
will be the purpose of this paper to show that a particular interpretation of 
endogeneity, when joined to the concept of effective demand, implies the 
existence of self-sustained growth cycles under certain conditions. That is, 
the post-Keynesian account of credit and interest, which has been used to 
counter Monetarist ideas, itself contains the elements of a theory of 
capitalist instability which have so far gone unexploited. These points will 
be made by means of a dynamic model. In the process of developng it, 
Goodwin's (1982) idea that the normal functioning of capitalism is cor
rectly described by a model of self-sustained growth cycles is extended. 
The interaction of finance and capital accumulation are shown to be 
capable of generating growth cycles, just as Goodwin showed that ac
cumulation and reserve army phenomena can do. In addition, the model 
explicitly considers effective demand, an issue not addressed in many 
growth cycle models. 

2 THE ENDOGENEITY OF MONEY AND CREDIT 

Economists seeking to develop a Keynesian view of money and finance 
have taken two somewhat divergent directions. On the one hand, econ
omists such as Davidson (1972, pp. 246-81) and Robinson and Eatwell 
(1973, pp. 218-19) have emphasized the importance of bank decision
making in the process of capital accumulation. The willingness of banks to 
provide the flow of credit needed for increasing the level of investment is 
viewed as a necessary, if not sufficient, condition for the success of an 
economy. Thus, in a discussion of the pre-requisites to an expansion of 
investment Davidson (1972, pp. 279) writes: 

If additional finance is to be obtained, and if the banks are unwilling to 
create it, then some members of the community must be induced to give 
up some of their portfolio money holdings in exchange for securities, if 
entrepreneurs are to carry through their orders of fixed capital goods. 
Hence the market price of securities must initially fall (the rate of 
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interest must rise) . . . Of course the equilibrium level of output in t + 1 
will be lower and the interest rate higher than if the money supply had 
expanded in pace with the additional investment demand. 

Other economists such as Kaldor (1982) -and Moore (1979, 1983, 1985) 
take a somewhat different view. They tend to treat the money supply as a 
passive, demand-driven magnitude. Constraints on accumulation exist only 
to the extent that the cost of reserves- as determined by the central bank
affects the market rate of interest. Central bank willingness to accomodate 
the banks' needs for reserves is explained by the requirements of policy 
(Kaldor, 1982, p. 25): 

Whilst monetarists continually emphasize that the Central Bank can or 
should directly determine the quantity of money, or at least the 'base 
stock' of money, consisting of bank notes and bankers' reserves (or 
balances) with the Central Bank, in fact they can do no such thing, as 
recent experience with the Federal Reserve or the Bank of England 
shows . . . They cannot prevent either a depletion or an accumulation of 
'high powered money' (or reserve money) except by a policy of en- or 
discouragement - by raising or lowering the rate at which they are 
prepared to create reserves by discounting (or re-discounting) Treasury 
bills and bonds. But the Central Bank cannot close the 'discount win
dow' without endangering the solvency of the banking system; they must 
maintain their function of lender of last resort. Equally they cannot 
prevent any depletion of Government balances with the Bank of Eng
land due to an excess of outgo over inflow from reappearing as an 
addition to high powered bank money - not unless they refuse to honor 
cheques issued by HMG - which would be a rather drastic step for 
monetarists to take. 

The endogenous money supply is an institutionally generated reality. 
Central banks cannot control the supply of credit, because they are 
captives of the banking system. The banking system itself is seen to be 
responding passively to the wishes of its borrowers. 

The empirical evidence on the issue of endogeneity is not decisive. Basil 
Moore has discussed evidence for passive endogeneity. He has noted 
(Moore, 1985, pp. 15-18) institutional data consistent with this position: 
Growth rates of member and nonmembers of the Federal Reserve system 
are not markedly different, even though reserve requirements for member 
banks are higher. He has also done econometric work (Moore, 1979, 1983) 
which shows banks' loans and money supply to be related to money wage 
changes. His interpretation is that changes in money wages affect demand 
for working capital, which is translated into changes in the money supply. 

While Eichner believes that the supply of credit has endogenous deter-
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minants, his empirical work is not consistent with the idea that the Federal 
Reserve is a purely passive supplier of reserves. In his work (Eichner, 
1986, pp. 166-8), the federal funds rate is explained by the ratio of net free 
reserves to total reserves; and by liquidity pressure, defined as the ratio of 
total loans to total deposits in the banking system. The first term has a 
negative impact on the federal funds rate, the second has a positive impact. 
The results indicate that policy decisions about reserves are important to 
interest rate determination. 

The model developed in the following section explores some impli
cations of assuming that bank behavior, along with credit demand, affects 
the supply of money and finance. In particular, it shows that bank 
decision-making - in conjunction with decisions about accumulation- can 
combine to produce self-sustaining growth cycles. It thus produces ad
ditional reasons for viewing the degree of endogeneity of money as an 
important issue, 

3 ENDOGENOUS CREDIT AND THE BUSINESS CYCLE 

In order to explore some of the implications of endogeneity and accumula
tion, let us begin with a model of a closed economy. Let Ybe the real value 
of GNP, and K the real value of the capital stock. Then Y will be 
determined by the Kaleckian multiplier relation 

Y= mgK 

where g is the gross rate of accumulation, and m 
labor's share in Y. 

(1) 

11(1-w), w being 

For the purposes of this exercise it will be assumed that w is constant. 
While this ignores the behavior of income shares over the cycle, it is an 
acceptable simplification in a model which seeks to isolate the contribu
tions of financial factors to the generation of cycles. It also allows us to 
ignore pricing and capital theory problems with a slightly clearer con
science. Given these assumptions, the rate of accumulation will be equal to 
the rate of profit. 

To make use of (1) it is necessary to say something about the determi
nants of g. To do so we will utilize an idea of Kalecki (1971, pp. 105-9) 
whose work is an important source of inpiration for many post-Keynesians. 
In his discussion of the principle of increasing risk, Kalecki suggests that 
there are two significant limitations, given a firm's basic estimate of 
economic reality, on the capital accumulation it will undertake. They are 
the value of a firm's existing capital and the existence of increasing risk. 
The value of capital limits accumulation because internal finance is limited 
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by it and because the market value of a firm's assets, which may be used as 
collateral, sets a limit on borrowing. Regardless of the interest rate a firm 
may be willing to pay, there is an upper limit to borrowing because capital 
needs to stand as security for the loan or bond. Accumulation is further 
limited by risk in the sense that the larger the expansion of capacity in 
relation to existing capital, the greater the threat to the existence of the 
firm if the investment is not profitable, or causes losses. If there has been 
significant borrowing, failure of the investment may mean failure of the 
firm. Both these factors make current profits important in determining the 
possibilities of accumulation. The greater the flow of current profits, the 
more easily a firm can pay for already existing investments or begin new 
ones without seeking financing. 

Given its estimates of longer-run profitability and its current profit
ability, the firm will also take into account the current rate of interest. If 
borrowing, the rate will be a cost of funds; and if not, it will be a measure 
of opportunity cost. Thus we may represent the desired rate of accumula
tion by 

?! = a + b*g - cr (2) 

where ?! is the desired rate of accumulation, r is the rate of interest, and 
a,b*, and c are positive constants. 

The positive value for a reflects a 'normal' period in a capitalist economy, 
in which the longer-term prospects of profits are secure enough that, unless 
current profits fall low enough and the rate of interest rises high enough, 
there will be positive desired expenditure on capital goods. The terming 
represents the influence of profitability, since with constant income shares 
the rate of profit will equal the rate of growth. 

To determine movements in g, the difference between gil and current g 
will be put in a partial adjustment framework of the form 

gig = n(?! - g) (3) 

with n a positive constant. 

This formulation has some highly desirable properties from an economic 
point of view. It acknowledges the difficulties of adjusting actual to desired 
capital stock. Since for many capital goods there are notable order and 
construction lags, this is an important concession to reality. Also, by 
writing the investment function in this way, it is impossible for any positive 
pair of interest and growth rates to induce a negative value for g. This is a 
necessary attribute for any sensible description of the behavior of gross 
rates of accumulation. While it is certainly possible to describe the motion 
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of g in more complex ways - reducing, for example, the tendency of 
deviations to produce larger responses with higher growth rates - there is 
value in keeping the constituent elements as simple as one can. 

Given a value of b* > 1, and assuming without loss of generality that 
n = 1, equation (3) can be written as 

g = g(a + bg - cr) (4) 

where b = b* - 1 > 0. 

As it stands, however, (4) is still an inadequate representation of the 
determinants of g, since it implies that any rate of accumulation is possible. 
We need to take account of capacity limitations. To do so we will include a 
negative term in ff in (4) to obtain 

g = g(a + bg - cr- dg2 ) (5) 

This puts an upper limit to the rate of accumulation since there is a 
maximum value of g for which g > 0. At higher values of g, g will certainly 
be negative. 

To model the interest rate a financial sector must be added. For present 
purposes the central bank, commercial banks, and firms will be the actors 
in that sector. Commercial banks will determine the real supply of credit 
according to the supply of reserves provided by the central bank, the rate 
of interest they can earn on loans, the risk involved in making loans, and 
the legal and institutional constraints on their use of reserves. This gives a 
supply function of the form 

(6) 

An increase in C reflects an increase in reserves or a financial innovation by 
the banks. While C can grow over time, there will be constraints: central 
banks need to be concerned about inflation and its effect on the functioning 
of the financial system, and they need to preserve bank profitability. An 
increase in a represents an increase in central bank accomodation to 
market conditions, or an increase in bank responsiveness to market condi
tions. If there were complete accomodation, r would be fixed and a would 
be infinite. We assume rather, in line with the theoretical work of David
son and empirical work of Eichner, that accomodation is partial so that a is 
finite and the rate of interest does vary. A larger value for Y indicates a 
higher level of profits, and may be taken by banks as an index of the 
soundness of firms. An increase in f3 signals an increased risk aversion by 
banks. 
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The real demand for credit will be given by 

(7) 

The term in Y represents both transactions demand and finance demand, 
since Y is a function of gK. The interest rate terms reflects the willingness 
of business and households to economize on transactions balances, and 
represents liquidity preference considerations. The model is closed by 
assuming that the credit market clears 

(8) 

To study the dynamics of this system we need to see how the rate of 
interest moves through time. Differentiation of (6) gives 

CS/C5 = e + artr + {J(glg + g - ~) (9) 

where e = C/C, 6 is the depreciation rate. Equation (7) gives 

(10) 

Using (1), (9) and (10) gives the dynamics of r in the form 

(11) 

where A1 = (y - {3)/(a + "), and A2 =(e+(y - /3)~)/(a+"). With (y - /3) 
> 0, r will begin to increase when the sum of gig and g are large enough. 
Since this is the case in which we are interested, and since a positive value 
is necessary to a positive g, r fixed point for the system, we will assume this 
expression is positive. 

A phase diagram can be used to analyze the behavior of the system given 
by (4) and (11). As is shown in the Appendix, if a is suitably restricted and 
the inequality (2b+ 1) > 4d(~ + e/(y-{3)) obtains, the phase diagram will 
correspond to that in Figure 22.1. There are four fixed points in the system. 
The one of interest is at the intersection of the r = 0 and g = 0 isoclines, 
labeled point A. Its stability properties can be discovered from the Jaco
bian matrix 

J = [i)g/CJg 

artag 

CJg/CJr l 
ortCJr 

(12) 

As is shown in the Appendix, Tr(J) = (1-A.1)bg* + 2(A.1-1)dg*2 - A1a and 
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Figure 22.1 

Det(J) = A1cr*g*, where g* = (15 + c/(y-{3)) and r* = (a + bg* - dg* 2)/c 
are the values of g and rat the fixed point A. Since Det(J) > 0, the fixed 
point will not be a saddle point. It will be unstable when Tr(J) > 0. 

Several combinations of parameters can produce instability, making the 
effects of parameter changes complex. Note that when A1 < 1, Tr(J) > 0 is 
equivalent to (bg* - 2dg*2) > Ata/(1-At); and when At > 1, Tr(J) > 0 is 
equivalent to (bg* - 2dg*2) < Ata/(1-A.t). Hence if At< 1, an increase in b, 
reflecting an increasing impact of profitability on investment, will make 
instability more likely. (Note that b can increase and the maximum rate of 
growth can remain constant if the coefficient a is correspondingly reduced.) 
Reductions in At, caused for example by increases in a or x, will have the 
same effect. If At > 1, however, increases in At and decreases in b will 
increase the likelihood of instability. 

When A is an unstable point and the isoclines are as drawn, it can be 
shown (see Appendix) that the system will generate a limit cycle around 
the fixed point. A limit cycle is a closed orbit on which motion is self
sustained, and to which neighboring trajectories will be attracted in this 
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case. The limit cycle for this model will be qualitatively like the one drawn 
on Figure 22.2. Hence, under the conditions described, the interaction of 
aggregate demand and the financial sector combine to cause self-sustaining 
fluctuations in the rate of capital accumulation and the rate of interest. 

The economic processes involved in generating such cycles can now be 
examined. When real and financial factor parameters are appropriately 
configured, the economy will not be stable at the equilibrium point. 
However, upward and downward explosiveness does not occur when the 
c:-conomy is displaced from this point. When there are upward movements 
in the rate of accumulation, there are increases in the demand for credit. 
Although there are regions where growth rates are increasing and interest 
rates are falling, because potential credit supply is growing faster than 
demand, conditions in the credit market ultimately change. Demand grows 
faster than potential supply at the going rate of interest, which causes that 
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rate to rise. This eventually causes the growth rate to decline. The de
creases in the growth rate do not induce collapse. After the growth rate has 
declined sufficiently, so does the rate of interest. This relieves negative 
pressure on accumulation, as opportunity costs decline. In itself, this would 
not prevent collapse in a world where effective demand is an issue. Indeed, 
what prevents total collapse of aggregate demand in this model is the 
assumption that long-term investment plans remain steady. That is, the 
positive value of the coefficient a assures that once the interest rate has 
declined sufficiently, existing accumulation will again have positive acceler
ator effects. 

The phase diagram in Figure 22.2 shows that the model generates a 
lagged pattern of responses between interest rates and accumulation rates. 
As the system traverses the cycle orbit, there are segments where the 
growth rate falls while the interest rate continues to increase. These lags 
come from the partial adjustment permitted by the investment function, as 
can be seen from equation (11). For example, when the sum of g and gig 
are large enough to induce increases in r, it will take time for the negative 
effects of higher interest rates to reduce the sum. 

In summary it might be said that the oscillatory behavior generated by 
this model comes from the interaction of real and financial factors. Interest 
rates determine upper and lower turning points in conjunction with ac
celerator effects. The financial sector makes its contribution to the cycle 
not as a source of shocks, but by being sufficiently but not infinitely 
accomodating in the upturn, and by aiding the process of accumulation in 
the downturn. Thus the idea of endogenous credit creation can be used to 
construct a plausible, non-Monetarist account of business cycles. The 
interested reader might compare these results to those of Foley (1987), 
who has produced similar interactions in a simulation model with trade 
credit; and to those of Rose (1969), which is neo-classical in orientation 
and derives its dynamics from disequilibria in goods and money markets. 

4 CONCLUSION 

The implication of this exercise is that the existence of an endogenous, but 
not purely passive, money supply has important implications for the 
understanding of capitalist economies. When the idea of endogenous credit 
is linked to the theory of effective demand, it is possible to construct 
examples of business cycles which are endogenously generated and self
sustaining. This extends the range of Goodwin's original growth cycle 
analysis, since it suggests that monetary, as well as reserve army factors, 
can interact with investment decisions to cause fluctuations. It also indi
cates that policy solutions are likely to be more complex than static models 
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with exogenous money supplies usually suggest. The interaction of 
financial and industrial capitalists need not cause the economy to converge 
to a happy equilibrium. It may be the case that a goal of containing 
inherent instability, rather then actually exerting control, is the best to 
which policy-makers can aspire. 

Appendix 

1 Construction of phase diagrams 

For the two isoclines to have the shape displayed in Figures 22.2 and 22.3, it is 
necessary that gt> the value for g = 0 isocline when r = 0, be less than g2 , the value 
of g for the r = 0 isocline when r = 0. That is, the solution for g from a + bg - dg2 

= 0 must be less than the solution for g from [a- lJ- e/(y-/3)] + (b + 1)g- dl = 
0. Also both values of g must be positive. 

A sufficient condition for g2 > g1 is that (2b + 1) > 4d(IJ+e!(y-f3)), which also 
assures that nonnegative value of g2 • It can be seen that the value of g1 will be 
positive always. 

Also, in Figure 22.2 and the maximum of g = 0 is drawn a greater than the 
maximum of r = 0. It can be shown that this is also a consequence of the sufficient 
condition for g2 > g1 . The maximum of g = 0 occurs when g = b/2d. Hence the 
value of rat g = b/2d, along the g = 0 isocline, is r1 = [a + b212d]!c. The value of r 
at g = (b+l)/2d, along the r = 0 isocline, is r2 = [(a + (b+1)2/2d) -
(IJ+e/(y-{3))]/c. To have r2 > r1 requires that (2b+1) > 2d(IJ+el(y-f3)). This 
condition will be satisfied so long as the sufficient condition for g2 > g1 is also 
satisfied. 

To have (ale - A2/'A1c) > 0 requires a > g*. 

2 Stability of fixed point A in phase diagrams 

To examine the local stability properties of fixed point A in Figures 22.2 and 22.3, 
we need to apply the linearization theorem to the system given by equations ( 4) and 
(11). This allows us to treat the elements of the Jacobian 

1 = [ag!ag 
ar!ag 

evaluated at the fixed point as if they were coefficients of a linear system. Some 
calculation shows that 

J [
bg- 2dg2 

r([b+ 1]'A1 - 2'A1dg) 

At point A, the equilibrium value of g is g* = (e+(y-{3)/J)/(y-{3), and that of r is 
r* = (a+ bg* - dg* 2)/c. Hence Tr(J) = (1 - A1)bg* + 2('A1 - 1)dg*2 - 'A1a and 
Det(J) = 'A 1crg*. Since Det(J) > 0, A will not be a saddle point. If Tr(J) > 0, it will 
be unstable. 
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3 Relation of stability conditions to geometry of isoclines 

Note that Tr(J) > 0 implies that b > 2dg* when A1 < 1. In this case the phase 
diagram is as drawn in Figures 22.2 and 22.3, since b > 2dg* implies (2b + 1) > 
4dg*, a sufficient condition for g2 > g1 and r2 > r1 . When A1 > 1, the conditions 
Tr(J) > 0 and (2b + 1) > 4dg* together will make A an unstable point in the phase 
diagrams. We will assume that one of these two sets of conditions are being met. 

4 Proof of the existence of a limit cycle 

The existence of a limit cycle for this model can be demonstrated by geometric 
argument. Let lP,(g(t), r(t)) be the evolution operator for the system (4), (11), 
where the operator is defined as a function of the form (g(t), r(t)) = lP,_,.(g(t*), 
r(t*)). Knowing the explicit form of lP, would require solving (4), (11). However, 
the qualitative behavior of lP1 can be seen from the phase diagram of the system. 
For our purposes we are interested in the trajectory {lP1(gpr2)lt > 0} in Figure 
22.3, which will ultimately intersect the g = 0 isocline at some point to the right of 
the vertical axis as shown. This point is labeled C. Now in the closed bounded set 
given by the curve BCD- minus the open set containing the locally unstable region 
around point A - there are no fixed points; and it is impossible for a trajectory 
within the set to exit, since trajectories of a continuous system cannot cross each 
other. Hence by the theorem of Poincare-Bendixson (Arrowsmith and Place, 1984, 
pp. 109-10), this closed, bounded positively invariant set contains a limit cycle. A 
limit cycle is a closed orbit on which motion is self-sustained. There may be more 
than one such cycle. At least one orbit will be attracting. 
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23 Change and Continuity in 
Kaldor's Thought on 
Growth and Distribution 
F. Targetti 

Many will agree that one of Kaldor's most outstanding theoretical contri
butions was his theory of growth and distribution, which he illustrated by 
means of models for the years 1957-62.1 His interest in the matter did not 
end with this period, however, even though his subsequent research was 
not simply a continuation of his earlier work but revealed a change of view. 
Even in the fields where his work had already made him famous, Kaldor, 
as a true scientist, was dissatisfied with the results he had obtained hitherto 
and continued to extend the scope of his research. 

The purpose of this paper is to compare Kaldor's theory of growth and 
distribution of the 1950s and 1960s (which will be referred to as Kaldor-1) 
with that of the 1960s and 1970s (referred to as Kaldor-2). 

However, whereas Kaldor-1 is a theoretical whole in which the theories 
of distribution, growth and technical progress are admirably combined in a 
single model, the theoretical contributions of Kaldor-2 were never devel
oped into anything approaching that level of synthesis. As he himself wrote 
a few months before his death: 'the development of my theoretical ideas by 
no means came to an end with the work on growth models. Since 1965 they 
have changed very drastically, though I have not been able to present the 
results (though perhaps I might still be able to do so in the future) in the 
comprehensive form of a "model'". 2 

In Kaldor-1 the theory of growth and distribution can be synthezised by 
the Cambridge equation and by the technical progress function. The 
former of these determines the rate of profit, given capitalist propensity to 
consume in relation to the rate of growth; the latter determines the natural 
rate of growth a Ia Kaldor as a function of entrepreneurial dynamism. 

I shall not dwell on the 'vexata quaestio' of the validity of the Cambridge 
equation when the saving propensity of wage-earners is greater than zero. 
What I wish to emphasize instead is that the conclusions of Kaldor-1 are 
based on three hypotheses: (1) the existence of only one sector (i.e. the 
industrial sector), which is considered as a homogeneous whole (single
sector model); (2) free competition; (3) full employment. Kaldor-2 rejects 
all three of these hypotheses as unrealistic and rejects also the latter two as 
postulates for the 'long run'. The temporal framework used by Kaldor for 
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his analysis is neither the short run, which lacks sufficient space for analysis 
of technological changes, nor the very long run, to which he considers his 
previous theory, in its most rigorous formulation by Pasinetti, to have been 
confined.3 

The main modifications that Kaldor introduces to render his theory more 
consistent with the characteristics of a modern industrial system are four in 
number: the first relates to his introduction of the hypothesis that there 
exist firms of different technological structure within the same industry; the 
second is his distinction, within the same industry, between leader-firms 
and follower-firms; the third is the presence in the industrial sector of 
increasing returns to scale; the fourth is his sub-division of the economic 
system into (at least) two sectors: the competitive agricultural-extractive 
sector and the oligopolistic industrial sector. 

1 FIRST MODIFICATION 

We start, as was Kaldor's usual procedure, from a 'stylized fact' -in this case, 
the permanence in time of firms of different levels of productivity within 
the same industry. Kaldor is unable to find a satisfactory explanation of the 
cause of this phenomenon, however he dwells on its effects on the distribu
tion of income. The constancy of a range of productivities within the same 
industry is perfectly compatible, in Kaldor's view, with another 'stylized 
fact', commonly known as Okun's law, 4 according to which a 1 per cent 
increase in employment is associated with a 2 per cent increase in output. 
Thus, average productivity is an increasing function of employment (a 
result very similar to one of the versions that has been given of the 
Kaldor-Verdoorn law). It is a result, however, that is in contrast with the 
differential theory of profit shares, a theory first formulated by Riistow in 
his doctorial thesis in 1926. Kaldor only became aware of Riistow's work 
during the 1950s and honestly acknowledged both publicly and privately5 

that the German economist's thesis contained many of the ideas he himself 
had developed in the 1950s. In addition to the ideas common to both, 
Riistow propounded a differential theory of profit shares. This Kaldor-2 
viewed with sympathy,6 although it conflicted with Okun's law. 

The differential theory, in fact, states that, since in every industrial 
structure there are firms with different levels of unit costs, there exists a 
single value of the aggregate share of profits which enables the last worker 
to be hired by the least efficient firm. With an increase in demand and 
employment an inframarginal firm becomes profitable and the overall 
share of profit increases. An increase in employment is thus positively 
associated with an increase in the share of profit and negatively with labour 
productivity, which is in contrast with Okun's law and the Kaldor-Ver
doorn law. 



F. Targetti 413 

For Kaldor, these two theses can only be reconciled by abandoning the 
assumption that the distribution of inputs among firms or establishments 
obeys the law of optimum allocation, (i.e. of cost minimization) obtained 
by using the best plant available. It is necessary to presume instead that, 
under conditions of imperfect competition, the reaction of the market will 
differ according to whether variations of demand are gentle or sharp. 
During the recession phase of a normal business cycle all firms suffer from 
a drop in demand and the reduction of utilized capacity is more or less 
proportional, whereas during the recovery phase productivity increases, 
because the increase in the output and the decrease in average unit cost is 
divided among all the firms and is not concentrated in the marginal firms. 
Okun's law thus applies. Should there be a drastic reduction in output, 
however, the least efficient firm or part of the establishment is put perma
nently out of production. Thus Riistow's differential theory applies. 

There still remains the problem, however, that acceptance of the differ
ential theory of profit shares entails acceptance of a positive relationship 
between demand and price level. This Kaldor rejects if it is not connected 
with the mark-up policy of the leader-firm. 

2 SECOND MODIFICATION 

In the Kaldor-1 models changes in prices are caused by changes in the 
aggregate demand. Over the next twenty years, however, Kaldor's ideas in 
this regard would change. In the industrial sector, conditions are oligop
olistic. Hence prices do not depend on demand; neither does demand 
depend on prices: demand depends on income, and prices on costs. Once 
this general frame of reference has been established, however, many 
questions concerning the functioning of the non-competitive system remain 
unanswered. 

A statement that prices are determined by costs is an over-simplification. 
It may be true with regard to the dynamics of prices, but it is not so with 
regard to the price level which at a certain moment any firm may set by 
increasing its costs. The device of the 'kinked curve' can explain why the 
prices and mark-up are rigid, but not why prices are at the level they are in 
relation to the costs. In order to explain the price, and thus the position of 
the kink, it is necessary to posit the existence of a firm (or a group of firms) 
which plays the role of leader. This 'representative firm' is not necessarily 
the most efficient or the least efficient; it is simply the one which, in 
collusion with or independently of the other firms, 'sets the price', and is 
then followed by the others. 

Setting the price means establishing the mark-up. Kaldor rejects the 
Lerner and Kalecki idea that this is given by e/( e-1) - where e is the point 
elasticity of the curve (not kinked) of demand. And he does so for two 
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reasons. The first is that a firm does not know its demand curve, the 
existence of which presupposes that the prices of the other firms are given 
or identical to those of the firm that sets the price. The second is that a firm 
in a dynamic situation does not maximize current profit but the rate of 
growth of profit. 

In order to maximize the rate of growth of the output and thus of the 
profits, the leader-firm has to pursue two contrasting objectives: on the one 
hand the choice of a mark-up sufficiently low to permit maintenance of the 
desired structure of market shares, and, on the other, the choice of a 
mark-up sufficiently high to maximize the increase of its own stock of 
capital and to minimize the recourse to external financing. 7 In fact, excess
ive recourse to external borrowing renders the financial structure of the 
firm fragile and exposed to an increasing risk of take-over bids or of 
dependence on the financing decisions of the banks (this is Kalecki and 
Minsky's idea of increasing risk). 

In conclusion, therefore, the price set by the leader-firm is determined 
by the need to increase the stock of capital from internal sources without at 
the same time losing shares of the market. 

3 THIRD MODIFICATION 

A very controversial aspect of the Kaldor-1 models relates to the hypoth
esis of full employment. At the Corfu Conference of 1958 he sought to 
explain why, in his opinion, a model (1) confined to a single sector (2) with 
constant returns to scale and (3) with investments induced by the growth of 
income, has only one dynamic equilibrium of growth which goes with full 
employment. Although he did not subsequently change this opinion, he 
did modify the hypotheses. Once, when questioned by me on this assump
tion, he replied: 'in my models full employment was a silly assumption'. In 
order to deal with a non-full employment model of growth, he gradually 
modified the hypothesis of constant returns to scale and of one single 
sector. 

With regard to returns to scale, it is of interest to note that it was to this 
aspect that Kaldor dedicated his first studies after graduating from the LSE 
fresh from the teaching of Allyn Young. He subsequently paid less atten
tion to returns to scale, until his interest revived in the mid-1960s. 

During the 1960s, Kaldor explained Verdoorn's law (which he con
sidered applicable only to the manufacturing sector) with reference to the 
increasing returns to scale of this sector. This gave rise to his stimulating, 
controversial and always fiercely-debated theses concerning growth differ
ences among countries. 8 

During 1970s, the increasing returns to scale were the main argument in 
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Kaldor's criticism of the theory of equilibrium. 9 During the 1980s, he 
associated increasing returns to scale with the theory of under-employment 
equilibrium. 

In an article written in 1935 on 'Excess Capacity', 1° Kaldor had argued 
against Chamberlain that, without barriers and with constant returns to 
scale, market forces would lead to a competitive situation, even if there 
was product differentiation. This article was rediscovered by Weitzman, 
who stated that 'with a sufficient divisibility of production the unem
ployed are induced to create, on a level of scale proper to them, the exact 
replica of the economy in full employment from which they have been 
excluded'. 11 This led Kaldor to claim that if, when he had written the 
article in 1935, the Keynesian concept of equilibrium of under-employment 
had been known, he would have added that, with infinite divisibility of the 
factors, the free action of economic forces leads the system to a stable full 
employment. 12 

It may well be that this extreme opinion was occasioned by the satisfac
tion Kaldor derived from the belated discovery of one of his most import
ant contributions, because, even with constant returns to scale, there may 
be a lack of demand for investments caused by a change in expectations 
with regard to an uncertain future. However, this does not exclude the 
possibility that the presence of increasing returns to scale may be a further 
cause of unemployment in addition to the Keynesian one. Furthermore, it 
may also provide a valid explanation for the persistence of unemployment 
in a growing economy. 

4 FOURTH MODIFICATION 

In the Kaldor-1 models, autonomous expenditure, from which the natural 
rate of growth ala Kaldor derives, was the rate of investment deducible by 
the equilibrium point on the technical progress function. 

In the 1960s Kaldor increasingly transferred his attention from internal 
autonomous expenditure to external autonomous expenditure represented 
by the dynamics of export of manufacturing goods. In fact, according to 
Kaldor, both internal components of demand (i.e. for consumption or for 
investments) are 'induced'. (It should be noted that this idea is also 
fundamental to the model on which the New Cambridge School based its 
policy.) For Kaldor-2, the maximum rate of growth of a country is given by 
the ratio between the rate of growth of exports and the elasticity of imports 
to income. This holds for a single country and for an open economy. 
However, if the economy is closed or if the model is applied to the world 
economy, this autonomous expenditure disappears. And, to handle these 
cases (closed economy or world economy), Kaldor introduces his fourth 
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modification, where he divides the economic system into two sectors: the 
primary sector and the manufacturing sector, which we shall call agricul
ture and industry. 

Each of these two sectors depends on the other in a dual fashion: as a 
market for its products and as a market for the purchase of the means 
necessary for its own productive activity. In agriculture, because of the 
shortage of land, there are diminishing returns to scale which are counter
balanced by the technical progress introduced by investments of capital. 
Thus, the accumulation of capital and land-saving technical progress both 
proceed at the same rate. By contrast, in the industrial sector, output is 
obtained by means of paid labour, and wages are spent mostly on the 
purchase of agricultural products. In agriculture, the amount of capital 
goods that can be purchased is determined by the difference between the 
amount of agricultural output and the amount self-consumed. In industry, 
the production of capital goods generates profits and hence the income 
necessary to finance it. Investment decisions depend on the expected 
demand for the products in the sector. This latter arises from the reinvest
ment in the sector of a part of the sector's production and by the demand 
coming from the agricultural sector. A change of the demand in the 
industrial sector entails a change in the output of the sector, while a change 
of demand in the agricultural sector entails a change in monetary prices. 

This model, .vhere the two sectors have different technological charac
teristics and different market structures, gives rise to a two-stage analysis. 
The first stage concerns assessment of the conditions of the dynamic 
equilibrium of growth of the system as a whole;13 the second relates to 
analysis of the stability of the equilibrium. 

If we use p to stand for the terms of trade between two sectors (that is, 
the quantity of primary products given in exchange for a unit of industrial 
production), the rate of growth of the primary sector ga will be an inverse 
function of p, and the rate of growth of the manufacturing sector gm will be 
a direct function of p. The situation of equilibrium determines the ex
change relationship between the two sectors p* that must obtain if they are 
to grow at a rate of g* (equal for both), this being the maximum growth 
rate of the one sector that is compatible with the maximum growth rate of 
the other. At a growth rate of g* the two sectors grow without demand or 
supply constraint. Demand exogenous to the industrial sector is thus 
endogenous to the system as a whole. A position of equilibrium exists in 
principle (as in Harrod-Domar), although is necessary to verify whether it 
is stable. The position of equilibrium reflects the complementarity of the 
two sectors. The stability of the equilibrium, on the other hand, is to be 
analyzed on the basis of the different hypotheses of behaviour of the two 
sectors. The difference of behaviour is responsible for the structural 
instability of the equilibrium. If the parameters change, the terms of trade 
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do not always perform the equilibrating function that should render the 
growth rates of the two sectors compatible. 

The terms of trade perform the equilibrating function when the shifts in 
the growth functions of the two sectors are moderate; if they are sharp the 
outcome may be very different. 14 A sharp shift to the right of the curve ga, 
caused for example by a major technical advance in agriculture, leads to a 
considerable increase in the supply of primary products. If there exist 
private wholesalers or public institutions with sufficient 'finance' available 
to enable them to buy larger quantities at (monetary and real) prices which 
are slightly lower, but which are such that they induce the industrial sector 
to purchase more primary products, there will be an increase in p and, at 
the same time, an increase in the growth rate of the industrial sector (a 
move along the curve gm): this new position of equilibrium will be at higher 
values of g* and p*. If these conditions of finance do not exist and the 
wholesalers postpone buying primary products while they wait for the 
(monetary) price of these products to drop further,l5 the income of the 
agricultural sector drops, demand in the industrial sector drops, thus 
inducing pessimistic expectations in this sector with a consequent diminu
tion in the process of investment (along Keynesian lines). The result will be 
a shift to the left of the curve gm. The final outcome could be a lower 
equilibrium growth rate in both sectors, g". The model is also able to 
illustrate the more complex phenomenon of stagflation,l6 as well as pro
vide a theoretical basis for the proposals which Kaldor advocated from 
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196417 until his death concerning the reform of the international monetary 
system by means of the institution of an international currency, the 
injection and the withdrawal of which into the international market should 
be governed by the growth and fall in the stocks of primary products held 
by the international monetary authorities. In this way growth would be 
assured to the international economic system free from inflationary or 
deflationary tensions. 

5 CONCLUSIONS 

As we have seen, Kaldor's thought concerning growth and distribution 
underwent substantial changes over thirty years. Nevertheless, despite 
these changes, there is an underlying continuity in his thinking on certain 
matters. 

Kaldor was a thinker in the great English tradition of political economy, 
one who benefited from the influences of Smith, Ricardo, Marx and 
Keynes. From Adam Smith he inherited his interest in the connection 
between the dynamics of the economic system and technical progress 
(which took the form of the technical progress function in Kaldor-1 and of 
increasing returns to scale in Kaldor-2). From David Ricardo he inherited 
his constant interest in the distribution of income among the classes and his 
interest in the sector producing with decreasing returns to scale as the only 
true final constraint on growth. In fact, in the two-sector model the 
maximum rate of growth of the system is given by land-saving technical 
progress. 18 

From Marx and Keynes he inherited his interest in the possibility of 
crises (or 'market failures'). Although this is evident in the two-sector 
model of Kaldor-2, it was not so in the growth models of Kaldor-1, 
however it should not be forgotten that at the Peking Conference in 1956 
he gave several reasons why the equilibrium rate of growth in his model 
might not be achieved or perpetuated.19 There is also a convergence 
between Marxian ideas of unequal development and Kaldor's idea that 
increasing returns to scale are responsible for cumulative differences in the 
growth rates of areas and countries. 

From Keynes, Kaldor also inherited two principles which permeated the 
whole of his thought. The first of these is that the labour market deter
mines monetary wages but not real wages, and that a reduction in wages 
does not have beneficial effects on employment. This result is reinforced by 
the introduction of increasing returns to scale, by means of which not only 
a drop in money wages but also in real wages does not lead to higher 
employment. The second Keynesian influence relates to the determinant of 
the growth of the output which, in the mature industrial societies, is to be 
found in an autonomous component of effective demand; it thus follows 
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that a shortage of savings or of capital (depending on whether the analysis 
is static or dynamic) is not a constraint on economic growth, whereas what 
might constitute a constraint is the lack of 'finance'. 
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24 Technical Change, Growth 
and Distribution: A 
Steady-state Approach to 
'Unsteady' Growth on 
Kaldorian Lines* 
H. D. Kurz 

1 INTRODUCTION 

One of Bert Brecht's Geschichten vom Herm K. goes like this. A man who 
had not seen Herrn K. for a long time greeted him with: 'You haven't 
changed at all!' '0' said Herr K. and grew pale. 

Nobody could possibly say the same about Nicholas Kaldor, the econ
omist. One of his most engaging qualities was the readiness with which he 
was prepared to recant his former opinions, if new theoretical results or 
additional empirical evidence deemed it necessary. Kaldor at the beginning 
of his academic career fell victim to 'the almost hypnotic power of Walras' 
system of equations', and then, after the publication of the General Theory, 
became 'an easy convert to Keynes' (Kaldor, 1986a, pp. 6-7). In terms of 
economic method Kaldor expressed a growing disenchantment with the 
deductive a priori method and pleaded for the adaptation of the tools of 
theoretical analysis to solve practical problems (see, for example, Kaldor, 
1976, pp. viii-xiii). There is no single field of economic analysis to which 
Kaldor contributed where his opinion remained unaffected and constant, 
just as there are altogether few fields to which he did not contribute 
something of importance. 

A case in point is his approach to the problem of growth and distri
bution. In the late 1950s and early 1960s Kaldor elaborated what was to 

• Some of the ideas contained in the present paper have been presented on various occasions, 
in classes at the New School for Social Research and the University of Bremen, in a seminar 
at the Department of Economics of the RWTH Aachen in November 1986 and in 
conversations I had with several friends and colleagues. I benefitted particularly from 
discussions I had with P. Garegnani, H. Hagemann, P. Kalmbach, A. Lowe, E. J. Nell, 
S. Parrinello, N. Salvadori and J. Steindl. I am grateful to A. Bhaduri, G. C. Harcourt 
and I. Steedman for helpful comments on an earlier draft of this paper. It goes without 
saying that the responsibility for the views expressed in this paper rests entirely with the 
author. 
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become known as the 'neo-Keynesian' growth theory. 1 However, the 
development of his theoretical ideas on the issue had by no means come to 
an end with this work. From the mid-1960s onwards they changed rather 
drastically as he gradually perceived serious shortcomings in his earlier 
contributions. Although Kaldor was not given the opportunity to put his 
thoughts into the coherent and comprehensive form of a 'model', it is clear 
from his writings exactly where he considered the 'neo-Keynesian' model 
to be most assailable. His list of major shortcomings reads: 2 

First, the model lacks 'microeconomic foundations', to use modern 
phraseology. That is, it needs to be supplemented by an analysis starting at 
the level of the single decision-making unit and in particular a theory of 
how prices are determined in competitive and oligopolistic conditions, 
respectively. Second, the model presupposes some kind of exogenous 
limits to economic expansion in terms of a given 'natural' rate of growth, to 
which the rate of accumulation and growth is taken to become 'attuned'. 
Hence it is assumed, that, as a rule, the economic system is resource 
constrained rather than demand constrained. Yet this is not a valid as
sumption for analysing an open advanced capitalist economy, the resource 
endowment of which (except for natural resources) cannot be considered 
as exogenously given. In particular, there is no evidence in support of the 
view that there was a lasting limitation of post-war growth in Western 
Europe due to an insufficient labor supply. Because of worldwide existing 
reserves of labor power, regional bottlenecks can, and indeed were, 
overcome by changes in the participation ratio or workers' migration. 
Third, the neo-Keynesian growth model is a single sector model which 
treats all productive activity as if it exhibited the same characteristics, i.e. 
those typical of the secondary sector of the economy. However, there are 
fundamental differences in technology, market structure and competitive 
conditions between this sector and the primary and tertiary sectors. Fur
thermore, sight is lost of the fact that these sectors are largely complemen
tary to each other. In particular, it has to be taken into account that the 
'Keynesian' manufacturing sector is dependent on a 'non-Keynesian' pri
mary sector, whether domestic or foreign, both for its inputs and for the 
growth of effective demand ·for its output. Fourth, due to economies of 
scale in manufacturing, the process of industrial development is subject to 
the principle of 'circular and cumulative causation'. 

The purpose of the present paper is to follow up a few of Kaldor's 
suggestions within the framework of an exceedingly simple macroeconomic 
model. It is not claimed of course that the model is a faithful representation 
of what Kaldor had in mind. 

Unless otherwise stated, the argument will be developed in terms of the 
following assumptions. The closed economy produces manufactured prod
ucts only. There are only two classes, workers and capitalists, and two 
kinds of incomes, wages and profits. There are two kinds of workers, 
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'manual' workers and 'supplementary' or 'overhead' workers. While man
ual workers are employed in proportion to the level of production, over
head workers are employed in proportion to the capital stock in existence. 
Both kinds of workers are, for convenience, assumed to be paid the same 
wage rate. In accordance with Kaldor's later writings we shall assume that 
there is no lasting limitation of economic expansion due to an insufficient 
supply of either of the two different kinds of labor. The level of production 
is determined by aggregate effective demand, which, in a closed economy 
without state, consists of consumption demand and investment demand. 
While all wages are spent on consumption, a given and constant fraction of 
profits is saved. The rate of depreciation of plant and equipment, which is 
equal to the drop-out rate, depends on capacity utilization. The latter is 
given by the ratio of actual production to productive capacity. Since it is 
assumed that production will not be constrained by the supply of labor or 
raw materials, productive capacity is proportional to the available capital 
stock. For the sake of simplicity we shall retain the convenient premise of 
constant returns to scale throughout the economy. Changes in average 
labor productivity are therefore either due to changes in the degree of 
capacity utilization, given the technical conditions of production, or to 
changes in these conditions, given the degree of utilization. Prices of 
manufactured products are determined by mark-up pricing. This implies 
that the real wage rate is ascertained once the mark-up (and thus the 
'degree of monopoly') is given. 

The attentive reader will have noticed that the premises underlying the 
present analysis show a markedly Kaleckian flavour. This is hardly surpris
ing, given the fact that over time Kaldor's position in important respects 
tended to become closer to that of Kalecki's. Here attention can be drawn 
to the following passage which may also serve as a key-note to the 
subsequent investigation: In manufacturing markets 'uncertainties con
cerning the future growth of demand mainly affect the degree of utilization 
of capacity; it pays the manufacturers to maintain capacity in excess of 
demand and keep the growth of capacity in line with the growth of 
demand. They are in a position to do this precisely because in the absence 
of keen price competition their profits will be large enough to finance new 
investment on a continuing basis. Prices are changed too, but these 
[changes] happen mainly as a result of changes in costs' (Kaldor, 1986b, 
p. 193). 

The structure of the paper is as follows. Section 2 presents the basic 
model of production and expounds the relationship between the real wage 
rate, the realized rate of profits and the degree of capacity utilization 
inherent in it. Section 3 is devoted to an analysis of the long run. Sub
section (1) expounds the savings function chosen and in some detail 
alternative specifications of the investment function. The latter concept 
is introduced in order to be able to carry out a couple of thought 
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experiments, which may be of some help to understand certain aspects of 
the process of growth and distribution. The analysis is in terms of steady
state equilibria characterized by triples consisting of the growth rate, the 
real wage rate and the degree of capacity utilization. In sub-section (2) a 
typology of sets of steady-state equilibria, or 'growth regimes', is pre
sented. According to the shape of the relationship between the equilibrium 
values of the rate of growth, the wage rate and the level of utilization we 
shall distinguish between what will be called the 'Keynesian', the 'overac
cumulation', the 'underconsumption' and the 'neo-Classical' regime. Sec
tion 4 is dedicated to an analysis of different forms of technical progress 
and their impact on the growth performance of the system. Sub-section (1) 
raises the question whether a study of steady states will help us to come to 
grips with what Kaldor called the 'stylized facts' of macroeconomic history. 
Sub-section (2) deals with different forms of technical progress; it is shown 
that these may involve shifts between different growth regimes, given the 
savings and the investment function. This finding, it is argued, may 
contribute to an explanation of the experienced pattern of 'unsteady' 
growth. The model is then used to deal with a particular case: the so-called 
'micro-electronics revolution'. 

2 WAGES, PROFITS AND CAPACITY UTILIZATION 

Let us start with an exposition of the simple macroeconomic model of a 
closed economy without state which will provide the analytical framework 
of the following discussion. Let Q be the level of gross output, p the price 
level, K the stock of capital in existence, d the rate of depreciation, which 
is assumed to be equal to the rate of drop-out of equipment, 3 n the rate of 
(net) profits, a the input of 'manual' labor necessary per unit of output, b 
the quantity of supplementary or 'overhead' labor employed per unit of 
capital, and w the uniform money wage rate. Hence we have 

Qp = (d + n)Kp + waQ + wbK. (1) 

Dividing through by Qp gives 

1 = (d + n + wb)KIQ + wa, (2) 

where w = w!p is the real wage rate. The capital-output ratio K!Q observed 
at any given moment of time may be conceived as reflecting both a 
technical and a demand element, i.e. 

K v 
(3) 

Q u 
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where Qc is output capacity, v is the capital-capacity ratio and u the degree 
of capacity utilization. Depreciation will be assumed to consist of two 
components, one autonomous, the other positively related to capacity 
utilization: 

d = b + Eu, where 1 > b, E > 0 and b + E < 1. (4) 

Taking into account (3) and (4), (2) becomes 

1 = (b + lt + wb)vlu + EV + wa. (5) 

Solving for n: 
u n = [1 -(Ev + wa)]v- (b + wb). (6) 

(6) gives the n - oo - u frontier, that is, the locus of all combinations of 
the rate of profits, the real wage rate and the rate of capacity utilization 
compatible with the system of production under consideration. The fron
tier is depicted in Figure 24.1, with u attaining its maximum level u = 1 in 
the origin of the lt and the w-axes. 

Setting lt = 0 gives a relationship between what may be called the 
break-even degree of utilization u and the real wage rate,4 i.e. 

(b + wb )v du d 2u u = , where -- > 0 and -- > 0. (7) 
1 - ( EV + wa) dw dw2 

Clearly, for any given (feasible) level of the real wage rate (rate of capacity 
utilization) the rate of profits is an increasing (decreasing) linear function 
of the rate of capacity utilization (real wage rate), i.e. 

and 

an 
au 

= 

1 - (Ev + wa) a2n 
>0, --=0 

v au2 

The maximum rate of profits is given by 

ltmax = (1/v) - b - E 

and corresponds to u = 1 and oo = 0. The maximum real wage rate 
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1Tmax = 1/v-/l~ H 

1r=- (a/v+b)w + (1/v-/l- E) 

1T 

w 

/ 

w 
Figure 24.1 The n-w-u frontier 

compatible with a non-negative rate of profits is obtained by setting u = 1 
in equation (7): 

1 - (b + E)v 
bv +a 

For a given real wage rate and a given degree of utilization the rate of 
profits is determined. For example, with ro = ro* and u = u* the rate of 
profits realized per unit of capital installed is equal to 3t*. 
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Another way of displaying the relationship between the two distribution 
variables and the degree of capacity utilization is in terms of iso-w, iso-u 
and iso-rr. curves (see Figure 24.2). Figure 24.2(a) shows rr. as a function of 
u for alternative (feasible) levels of w; both the slope of the function and 
the intercept with the negative branch of the rr.-axis increase with rising 
levels of w. Similarly, Figure 24.2(b) plots rr. against w for alternative levels 
of u, and Figure 24.2(c) w against u for alternative levels of rr.. 

Before we turn to an analysis of the working of the investment-savings 
mechanism in the long run, it is worth pointing out that due to the 
existence of fixed labor inputs in the model presented average labor 
productivity, q = Q/ L, is an increasing function of capacity utilization, i.e. 

u 
q= 

bv +au 
(8) 

where dq/du > 0 and d 2q/du 2 < 0.5 

Now we come to long-run analysis. The method adopted is that of com
parative dynamics. Our main concern will be with alternative steady-states 
of the simple economy under discussion. 

3 THE LONG RUN 

In this part the assumption of a given technique characterized by coef
ficients a, b, v, ~and E and that of a real wage rate given from outside the 
system will be retained. Both assumptions will be relaxed in the subsequent 
part, which is concerned with an analysis of different forms of technical 
progress and their impact on the long run dynamics of the model. 

(1) Accumulation and Growth 

To begin with, let us write the savings function 

S = srr.K, (9) 

with s, 0 < s ::::::; 1, as the fraction of net profits that is saved,6 in the form 

s u 
o =- = srr. = s{[1-(Ev + wa)] - - (~ + wb)}, 

K v 
(10) 

where o is the planned savings-to-capital ratio. The savings function is 
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Figure 24.2 
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a, t, X 

a= -s(a/v + b)w + s(1/v- li-E) 

w 

0 

Figure 24.3 The savings function and steady growth 

illustrated in Figure 24.3, which is easily derived from Figure 24.1 by 
multiplying each value of :n by the given savings ratio out of profits, s. 

Next we turn to an avowedly much more difficult and disputed bit of 
analysis: the modelling of investment behavior. Clearly, an investigation of 
the factors affecting the long-run levels of investment is of crucial import
ance to any theory of accumulation. Yet it is doubtful that our efforts in 
this direction will ever lead to a sensible representation of investment 
behavior in terms of a functional relationship between the time rate of 
accumulation on the one hand and a few determinants and parameters on 
the other. 7 Joan Robinson on account of the presently unsatisfactory state 
of economic knowledge dismissed the idea: 'We have not got far enough 
yet to put it into algebra' (1962, p. 101). Kaldor, at times, appears to have 
been less pessimistic. The fact however that he constantly revised his own 
theory of investment is indicative of the difficulties involved.8 The search 
for a proper specification of a thing called 'investment function' is indeed 
reminiscent of the search for a will-o'-the-wisp. Despite the reservations 
expressed, we shall in the following start from the assumption of a given 
investment function. 
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The simplest way of approaching the problem is by taking the rate of 
capital accumulation, 1, as given exogenously by the 'natural rate of 
growth' (i.e., the rate of growth of the labor force in efficiency units), A.: 

I 
1= -=/... 

K 
(11) 

This was Kaldor's procedure in his early contributions to the neo
Keynesian theory of growth and distribution (cf. Kaldor 1956, 1957 and 
1958, reprinted in 1976). Steady-state equilibrium then requires 

(J = 1 = g, (12) 

where g is the steady-state rate of accumulation which is equal to the rate 
of growth of the economy. We see from Figure 24.3 that with g = A. there 
exist infinitely many steady-state solutions, the locus of which is given by 
the curve AB. Fixing the real wage rate involves the determination of a 
particular steady state from the set of feasible ones. For example, with 
w = w* the steady state we are in search of is indicated by P; the 
corresponding equilibrium degree of capacity utilization is u*. 

As is well known, Kaldor, in his contributions just mentioned, did not 
close the system in terms of a given real wage rate. He rather assumed full 
capacity utilization, i.e. u = 1, and treated the real wage rate as the 
dependent variable which has to take care of the adjustment of a to the 
predetermined rate of growth of the system. Thus in the case depicted in 
Figure 24.3, the equilibrium wage rate corresponding to the given rate of 
growth, A., is w = w. It comes as no surprise that under these circumstances 
a higher rate of growth, /..', is of necessity associated with a lower real wage 
rate, ro', since there is no excess capacity to accommodate a more rapid 
expansion of the economy. In contradistinction to the Kaldorian theory, in 
the alternative approach sketched above a 'rise' in the rate of growth need 
not lead to a fall in the real wage rate. This is illustrated by the new steady 
state R, which is characterized by the same real wage rate w* combined 
with a higher degree of utilization u' .9 

A more interesting kind of modelling investment behavior conceives the 
rate of capital accumulation as a function of the expected rate of profits, 
which, for convenience, is set equal to the current rate, and the current 
degree of capacity utilization. If, for simplicity, we express this function in 
linear form, we have 

1 = a' + P' n + y' u, (13) 

where both a', W, and y' are positive parameters. a' represents auton
omous net investment (as a proportion of the capital stock). With regard to 
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W:n it suffices to notice that high current profitability will normally favour 
optimistic expectations as to future profitability; provide large internal 
funds for accumulation; and facilitate the acquisition of external funds. y'u 
postulates an independent positive impact of higher levels of utilization on 
investment, that is, one which does not exert its influence through its effect 
on the rate of profits. This term may be viewed as some reflection of the 
idea underlying the famous principle of the accelerator. According to 
another interpretation (cf. Steindl, 1952, pp. 10--12), firms in given com
petitive conditions for a variety of reasons aim at the preservation of a 
certain margin of excess capacity; hence if (1-u) should fall below the 
desired margin, firms tend to speed up the pace of accumulation. (Since in 
what follows we shall not pursue this latter idea we may abstain from 
reformulating (13) so as to render it consistent with the concept of a 
planned margin of idle capacity.) 

Investment functions of the form (13), or of similar forms, have been 
used by authors such as Kalecki, Steindl and also Kaldor. 10 In what 
follows, we shall adopt a variant of it. The modification proposed is 
motivated by the fact that in (13) the influence of income distribution on 
the one hand, and effective demand on the other on the level of investment 
is somewhat blurred. 11 In order for a clear-cut distinction between the two 
different types of influences to obtain, it is close at hand to refer back to the 
concept of the mark-up. As is well known this concept occupied a central 
role in Kalecki's analysis; interestingly, it was also advocated by Kaldor in 
some of his later writings. 12 

Indeed, as Steindl (1987) has pointed out, theoretically the function of 
the mark-up is to enable us to distinguish between those changes in profits 
which follow from a firm's power to charge higher prices in relation to cost 
and those which merely result from variations in the level of capacity 
utilization. In the simple model expounded in the above, prime costs 
consist of wages of manual workers only. Hence the equation reflecting the 
price setting behavior of firms reads 

p = (1 + ~J.)wa, (14) 

where ll is the mark-up. Dividing by p gives 

1 = (1 + ~J.)wa, (15) 

with !J.Wa as gross profits (including depreciation and the wages of overhead 
workers) in real terms per unit of output. Clearly, fixing the mark-up 
involves ascertaining the real wage rate, and vice versa. The Kaleckian 
'degree of monopoly' as a 'pure' measure of the going balance of power in 
the conflict over the distribution of income is defined as ~J./(1 + IJ.). 
Because of (15) we have 
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t = -yu +a 
t = - {3aw + (a+ -y) 

w 

Figure 24.4 The investment function 

f..l 
-- = 1- wa. 
1 + f..l 

(16) 

We may now replace (13) by an expression which relates investment to 
f..l/(1 + f..l) instead of to :n:. Taking into account (16), we may write: 

1 = a - ~wa + yu, (17) 

where a, ~ and y are non-negative constants. This (crude) investment 
function is illustrated in Figure 24.4. With w = w* and u = u*, for example, 
the desired rate of accumulation will be 1 *; see point T in Figure 24.4. 
Special cases of (17) characterized by particular numerical values assigned 
to parameters a, ~ and y may be discussed at will. Here it suffices to notice 
that a larger~ (y), other things being equal, decreases (increases) 1 for any 
given value of w (u), given the value of u (w). Unless otherwise stated, we 
shall in what follows develop the argument in terms of (17). 

We are now in a position to determine the set of steady-state equilibria 
implied by the savings function (10) and the investment function (17). 
Setting o equal to 1 yields 
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Figure 24.5 The locus of steady-state equilibria (regime of 'overaccumulation') 

u= 
a- ~wa + s(o + wb) 

s 
[1- (Ev + wa)Jv-- y 

(18) 

A particular constellation of the two functions is illustrated in Figure 
24.5(a); the locus of steady states is given by the line of intersection CD. 
Figures 24.5(b )-(d) contain projections of this locus on the w-u, the g-w, 
and the g-u planes, respectively. 

Before proceeding with the general argument, it deserves to be 
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mentioned that the 'stability' of the steady-state equilibria requires the 
savings function to be intersected by the investment function from above as 
in Figure 24.5. We shall assume throughout this to be the case. 13 

After these preparatory considerations we may now develop a typology 
of 'regimes' of steady-state equilibria, or, for short, of 'growth regimes'. 

(2) Typology of Growth Regimes 

Depending on the exact shape of the investment function in relation to the 
savings function we get different loci of sets of steady-state equilibria. 
These may be grouped together in so-called growth regimes; Table 24.1 
characterizes the three relevant types of regimes, border cases excluded. 

Regime 
I 

II 
III 

Table 24.1 

dg/dro 

+ 

dg!du 

+ 
+ 

du!dro 

+ 
+ 

Regime I: This regime is illustrated in Figure 24.5. For a given value of a it 
presupposes relatively large values both of ~ andy. 14 A low level of the real 
wage rate, that is, a high mark-up, and thus low levels of consumption 
imply a high rate of accumulation, which however is associated with a low 
degree of capacity utilization. We may refer to this case as the regime of 
overaccumulation, or, for short, the O-regime.15 

Regime II: Here ~ and y assume relatively small values, given a. An 
illustration is provided by Figure 24.6. High real wages are both favourable 
to capacity utilization and the growth of the system. Moreover, as can be 
seen from (8), average labor productivity is positively related to the level of 
utilization of productive capacity. Conversely, low growth, low pro
ductivity and large margins of idle capacity are associated with low real 
wages, that is, high levels of the mark-up. Typically, this is the regime of 
underconsumption, or, for short, the U-regime. 

Regime III: In comparison to regime I this case is characterized by still 
larger values both of~ andy, given a. Accordingly, the locus of steady
state equilibria may look like the one depicted in Figure 24.7. The rate of 
accumulation and growth as well as the degree of capacity utilization are 
negatively related to the real wage rate. A freak case apart, under these 
circumstances a state of full capacity utilization (u = 1) is not attainable. 
Given these features, we may, for convenience, speak of the Keynesian 
regime, or, for short, the K-regime. 16 

Interestingly, the same features as those of regime III can be obtained 
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Figure 24.6 Regime of 'underconsumption' 
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Yo 

w 

Figure 24.7 The 'Keynesian' regime 

with a slightly modified investment or savings function. However, the 
graphical representation of this 'twin' case looks completely different (see 
Figure 24.8). While growth and utilization are inversely related to the real 
wage rate, this regime allows full capacity growth (at W 0 in Figure 24.8). In 
the case under consideration the elasticity of growth and utilization with 
respect to changes in the real wage rate is relatively large. Since opinions to 
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Bo 

w 

Figure 24.8 The 'neo-Classical' regime 

g, a, t 

----- ----
Figure 24.9 The 'Kaldorian' regime 

this effect are prominent among neo-Classical economists, we may speak of 
the neo-Classical regime, or, for short, theN-regime. 

To conclude this section, we may come back to Kaldor's neo-Keynesian 
theory of growth and distribution. Within the framework of the present 
model, the Kaldorian theory emerges as a particular case characterized by 
an intersection between the investment and the savings function along the 
relationship between o and w at u = 1 (see Figure 24.9). Such a constel-
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lation, which may be christened Kaldorian regime, results for example with 
the following special kind of investment function: 

l = SJt + '1\1(1 - u) = '1\1 + SJt - '1\'U, 

where '1\1 > 0. (As to Kaldor's closure of the system, see the preceding 
section.) 

Next we come to an analysis of different forms of technical change and 
their impact on the steady-state solutions to the model under consider
ation. 

4 TECHNOLOGICAL CHANGE, DISTRIBUTION AND 
GROWTH 

Within the confines of the simple model presented, technical progress is 
reflected in variations in the socio-technical coefficients of production. In 
what follows we shall, for simplicity, develop the argument in terms of once 
for all variations in one or several of these coefficients. Our main concern 
will be with comparisons of entire pre- and post-technical change growth 
regimes on the one hand and particular pre- and post-technical change 
steady-state equilibria on the other. 

(1) Steady States and 'Stylized Facts' 

The main thrust of the argument is the following. Technical change, by 
affecting the conditions of production, of necessity affects the savings 
function (10) and possibly also the investment function (17)_17 Since the 
impact on the two functions will be different and depend on the particular 
form of technical change contemplated, technical change will generally 
give rise to a new set of steady-state equilibria. More importantly, starting 
from a given regime of growth, technical change may involve a shift to a 
different regime. 

We may pause here for a moment and tum briefly to the methodological 
position underlying most of Kaldor's earlier contributions to the problem 
of growth and distribution. As is well known, Kaldor was of the opinion 
that a study of steady states will help us to understand what he used to call 
the 'stylized facts' of macroeconomic history of advanced capitalist 
countries. 18 Now it was Hicks who contended: 'In the "golden age" of the 
sixties, as it appears in retrospect, a steady-state model seemed often to be 
acceptable as an approximation to reality: in the darker days that have 
followed it is less appealing' (1985, p. 10). A similar opinion has been 
expressed by Kaldor on various occasions. 19 However, in the light of what 
has been said above it is not clear that this is so. Indeed, the finding arrived 
at within the framework of pure steady-state analysis that technical change 
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may 'erode' and eventually 'transform' a given growth regime, is perhaps 
of some use to explain a striking feature of the recent past: the remarkable 
slowdown of growth of output as a whole and of labor productivity, or, 
more generally speaking, the experienced pattern of 'unsteady' growth. As 
should be clear from what has been said, an important cause of this pattern 
is to be sought in different forms of technical progress dominating consecu
tive historical periods and giving rise to a succession of vastly different 
growth regimes. 20 

As to comparisons of particular steady-state equilibria before and after 
technical change, the question arises which equilibria to select from the 
feasible sets. Taking the mark-up as given from outside the system and in 
the first place assuming it to remain unaffected by technological inno
vations,21 it follows from (15) that the real wage rate must rise in pro
portion to the rise in the productivity of direct or 'manual' labor, that is, 

doo da 
=- (19) 

oo a 

For a given initial level of the real wage rate (corresponding to the given 
mark-up) and a given increase of direct labor productivity, the post
technical change level of the real wage rate is uniquely determined. 22 It 
needs to be stressed, however, that the sole purpose of the postulated 'real 
wage-mechanism' is to provide us with a bench-mark against which the 
effect of changes in income distribution, conceived as variations in the 
'degree of monopoly', on the (steady-state) performance of the system can 
be dealt with. 

The ground is now prepared for an analysis of various forms of technical 
progress. Since with altogether five coefficients of production the number 
of different forms to be distinguished is already quite large, and because 
the 'mixed' forms may be constructed by way of combining 'pure' forms (of 
technical progress and 'regress'), we shall focus attention mainly on the 
latter. 

(2) Dift'erent Forms of Technical Progress 

We begin with a discussion of the only pure form of technical progress 
which affects both the investment and the savings function. 

(i) Direct labor saving technical progress. A reduction of coefficient a 
moves both the point of intersection of the savings function (10) and that of 
the investment function (17) with the oo-axis further away from the origin, 
whereby the latter move is relatively larger. The implication of this for 
possible shifts between growth regimes is illustrated in Figure 24.10. The 
arrows indicate that in the present case the change of regimes is anti
clockwise. Thus, starting from a K-regime, an increase in manual workers' 
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Figure 24.10 Direct labor saving technical progress 
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w 

productivity will at some point entail a shift to the 0-regime and eventually 
to the U-regime; while with anN-regime ruling initially, the system will 
stay in it, with the regime's features becoming ever more pronounced. 
(The latter case is not depicted in Figure 24.10.) In short, arranging the 
four regimes in a circle, the case under consideration can be put as follows: 

K N 
~ ( i) 
0--'> u 

As to a comparison of distinct equilibria before and after the occurrence of 
direct labor saving technical progress, we best start from (18), which, for 
convenience, will be rewritten in the following form: 

u= 
a + sb - j3wa + swb 

z 
(18') 

where z stands for the denominator in (18). Differentiating (18') with 
respect to a, 

du au 

da a a 
+ 

au dw 

aw da 

and taking into account the postulated wage adjustment rule (19) yields 
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Figure 24.11 Overhead labor saving technical progress 
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=- --<0. 
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Inserting (18') in (17) and differentiating with respect to a gives 

dg dz ysoob __.:.... __ < 0. -= =-
da da az 

It follows that in the post-progress equilibrium both the degree of utiliza
tion and the rate of accumulation and growth will be larger; the increase in 
the two variables depends, among other things, on the initial level of the 
real wage rateY 

(ii) Overhead labor saving technical progress (organizational change). 
Economizing on overhead labor, that is, a reduction of coefficient b, affects 
the savings function only: its point of intersection with the oo-axis moves 
further away from the origin. As is shown in Figure 24.11, in this case the 
shift of regimes is clockwise, i.e. exactly the opposite of what it was in the 
case of technical progress which saved manual labor. Put briefly: 

K N 
i 0) 
o~ u 

According to the particular wage adjustment rule postulated, overhead 
labor saving technical progress, by assumption, is of no import for the level 
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of the real wage rate. Hence the comparison between the pre and the 
post-progress equilibrium has to be carried out in terms of a given and 
constant wage rate. Differentiating (18) and (17) with respect to b gives 

du 
db 

sro dg ysro 
- > 0 and = > 0. 
z db z 

(19) 

As was to be expected from the discussion of possible changes in growth 
regimes, a drop in b depresses capacity utilization and growth. This is to be 
explained basically in terms of the loss of consumption demand, which is 
larger, the larger is the ruling real wage rate. Due to the fall in capacity 
utilization the reduction in overhead labor costs per unit of output and the 
increase in total labor productivity are somewhat smaller than what could 
be expected on the basis of the decrease in b alone. 

(iii) Capital stock saving technical progress. A fall in v increases both 
3tmax and ffimax and decreases Uuun (see Figure 24.1). Hence the Jt-ro-u 
frontier and consequently also the savings function (see Figure 24.3) shift, 
so to speak, towards the observer. In order to get an idea of the direction 
of change of regimes implied by capital stock saving technical progress, it is 
perhaps best to go to the extreme and assume that v vanishes. In this case 
umin would tend to zero and romax to 1/a, while 3tmax would tend to infinity. 
This consideration makes it clear that regimes tend to change clockwise: 

K N 
i 0) 
o~ u 

Comparing two single equilibria gives 

du 
dv 

y(1- roa) 
(vz)2 

dg yy(1 - roa) 
> 0 and -- ----"---'-----'-- > 0, 

dv (vz)2 

where y stands for the numerator in (18). Accordingly, with a given and 
constant real wage rate both the degree of capacity utilization and the rate 
of accumulation and growth are negatively affected by a decline in the 
capital-to-capacity ratio. The explanation of this result is to be sought in 
the fact that, broadly speaking, the kind of technical progress under 
consideration, while leaving the propensity to invest unaffected, tends to 
increase the overall propensity to save. The effect of capital stock saving 
progress (and, for that matter, of overhead labor saving progress as well) is 
thus similar to the one associated with a ceteris paribus increase in s. As is 
well known, an increase in s would give rise to the famous 'paradox of 
thrift'. 
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u u u u 

(a) (b) 

Figure 24.12 Capital flow saving technical progress 

(iv) Capital flow saving technical progress. Other things being equal, a 
fall in b or E implies a lengthening of the lifetime of capital goods, i.e. a 
decrease in the rate of turnover. It can easily be seen with regard to figures 
24.1 and 24.3 that the effects of this form of technical progress are, 
generally speaking, comparable to those of capital stock saving progress. 
In particular, 

du s and 
dg ys 

>0 -=->0 
db 

= 
db z z 

and 

du=ey>O 
dE z2 

and dg=yey>O 
de z2 ' 

respectively. More interesting cases emerge if b and E move in opposite 
direction. In Figure 24.12(a) [24.12(b)) it is assumed that b falls (rises) 
from b0 to b~> while E rises (falls) from Eo to Ep Clearly, in such a case we 
could speak of technical progress if and only if the realized level of capacity 
utilization would be smaller (larger) than it. 

The pure forms of technical progress may now be joined to give a set of 
mixed forms of unambiguous technical progress. However, as the last case 
discussed already indicates, there is a further set of mixed forms to be 
taken into account. In fact, it is a characteristic feature of important 
technological innovations that they combine a fall in one or several of the 
coefficients of production with a rise in one or several of the remaining 
ones. Thus it has been argued, for example, that the process of increasing 
mechanization in the early phases of the Industrial Revolution brought 
with it an increase in manual laborer's productivity associated with an 
increase in the capital-capacity ratio. In cases, .in which inventions involve 
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contrary movements of some coefficients, the question arises whether and 
when these inventions become innovations. In what follows it will be 
assumed that this question is decided in terms of whether or not the 
vertically integrated labor coefficient, t, that is, the quantity of labor 
needed directly and indirectly per unit of output, falls,24 where 

t = a + b(KIQ) + d(KIQ)t 

which gives, taking into account (3) and (4), 

au+ bv 
f=------

u- (~ + eu)v 
(20) 

As is clear from (20), within the framework of the present model the choice 
of technique problem cannot generally be considered to be decided in 
terms of the technical conditions of production alone: it is the degree of 
capacity utilization which matters, too. The latter, however, reflects a 
multiplicity of influences, such as the state of income distribution and 
savings and investment behavior, to name but those which have been 
incorporated, however provisionally, in the present analysis. In particular, 
there is the possibility that, assessed in terms of the degree of utilization 
associated with the existing technique, a new technique proves superior, 
while in terms of its own characteristic steady-state degree of utilization it 
turns out to be inferior. In what follows we shall, for simplicity, set aside 
the complications just mentioned and assume that the particular forms of 
technical change under consideration fulfil the criterion of a decreasing 
quantity of labor 'embodied' in the composite product, i.e. dt < 0. 

Before we proceed, it is worth making the following observation. A 
stylized fact of recent economic history which is beyond dispute is the 
continuing growth in capital per worker, or capital intensity, k. In terms of 
our model, k is given by 

(21) 

Expression (21) makes it clear that an increase ink can be effectuated by 
means of a variety of constellations concerning variations in a, b, v and u. 
For example, v may stay constant, while a and b fall, with the fall in b 
outweighing (in terms of its effects) the fall in a. The result of such a 
scenario is illustrated in Figure 24.13, where it has been assumed that the 
system was originally in a U-regime and is now pushed into an 0-regime. 
With the level of wages initially at oo* the corresponding growth rate of the 
system is g* and the degree of utilization is u*. If consequent upon 
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technological change wages happen to rise according to (19) up to ro**, the 
rate of growth will fall tog** and capacity utilization to u**. This change in 
the state of things will be reflected in a higher capital-output ratio, which 
will rise from v!u* to v!u**. In the present case, employment would suffer 
both from labor saving technical progress and from the deceleration of 
growth. 

Next the more difficult question would have to be addressed whether 
there exists some broad correspondence between certain theoretical con
stellations on the one hand and particular historical economic constella
tions on the other. In particular, it would be interesting to see whether 
certain stylized facts of recent economic history can be approximated by 
means of a succession of growth regimes. It hardly needs to be emphasized 
that the attempt to 'explain' the actual course of events in terms of the 
present model or some variant of it has to proceed with the utmost caution 
and circumspection. 
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Presently, one of the most controversial issues in public debate is the 
impact of the so-called 'microelectronics revolution' on the economic 
performance of the system and particularly on (un)employment.25 While 
there is no general agreement as to the direction and magnitude of change 
of the coefficients of production entailed by the introduction and diffusion 
of computer-based methods of production, it is frequently held that the 
new technique is both labor and capital saving.26 Furthermore, as regards 
its labor saving character, it is contended by several authors that, expressed 
in terms of the above model, a substantial decrease in coefficient a is 
accompanied by an increase in b, notwithstanding such apparent trends as 
progressive office automation. As regards the capital saving character it is 
claimed that both v and E and possibly even() tend to decrease. Hence, 
translated into the analytical scheme of the present paper the micro
electronics-based technical change is seen to be reflected in counteracting 
tendencies: while the conjectured variations in the second set of coef
ficients are in favour of a clockwise change of growth regimes, those in the 
first set suggest the opposite. Which of the two tendencies will prevail is of 
course a question that cannot be answered other than empirically. The 
conflicting opinions on the employment consequences of the 'microelec
tronics revolution' entertained by the compensation optimists on the one 
hand and the compensation pessimists on the other, could thus be reinter
preted within the framework of the present analysis in terms of (i) different 
estimations as to the socio-technical characteristics of the new technique 
relatively to the old one, and (ii) different views of savings and investment 
behavior. 

Notes 

1. The other author who alongside with Kaldor is to be considered a founder of 
the neo-Keynesian approach to the theory of growth and distribution is of 
course Joan Robinson. It deserves to be mentioned, however, that the versions 
of the theory advocated by Joan Robinson and Nicholas Kaldor differ in 
important respects. Joan Robinson was particularly critical of Kaldor's opinion 
'that a theory of growth should be based on the hypothesis of full employment' 
(Kaldor, 1960, p. 12). To her the suggested generalisation of Keynes's short
run analysis to the long run in terms of the assumption of full employment of 
labor appeared to be fundamentally mistaken: 'The argument of the General 
Theory ... cannot be true at each moment of time and yet untrue "in the long 
run'" (Robinson, 1962, p. 14). As we shall see in a moment, Kaldor himself 
later accepted this objection and withdrew his original opinion. For a discus
sion of several variants of the neo-Keynesian approach, see Hacche (1979) and 
Marglin ( 1984). 

2. See Kaldor (1976, pp. xxvi-xxviii) and Kaldor (1986a, pp. 20-3); cf. also 
Kaldor (1978, pp. xxi-xxv). 

3. See, however, Bhaduri (1972) and Steindl (1979) who show that in a growing 



446 Technical Change, Growth and Distribution 

economy depreciation will generally be greater than the drop-out of plant and 
equipment. 

4. See also Steindl (1987) who in a Kaleckian framework interpretes the break
even degree of utilization as a measure of the degree of monopoly which, in 
long-run analysis, is preferable to the conventional measure in terms of the 
mark-up. 

5. As is well known, in short-run analysis the productivity gain associated with an 
increase in output is known as 'Okun's Law'; for a discussion of this law see 
Kaldor (1985, pp. 45-7). 

6. In accordance with Kaldor's approach to the theory of savings, s may be viewed 
as being mainly a reflection of firms' retention policy; cf. Kaldor (1966 re
printed in 1978). 

7. For a discussion of some of the problems related to the attempt to reduce the 
theory of investment to an 'investment function', see Eatwell and Milgate 
(1983, pp. 126-7). See also the critical remarks on the issue by Committeri 
(1987). 

8. A brief summary of his various attempts to tackle the problem of investment 
demand is given in Kaldor (1978, pp. x-xiv). 

9. As was pointed out earlier, Kaldor assumed full employment. Apart from the 
fact that this view can at best be considered an illegitimate generalisation of a 
particular historical exprerience, it is worth mentioning that the full employ
ment assumption is difficult to reconcile with the further assumption of down
ward flexible real wages. Steindl has pointed out that 'looking at the post-war 
experiences of various countries . . . it seems doubtful whether profit inflation 
played any important and lasting role. In fact, it seems that after full employ
ment had been established for some time there was a strong force acting against 
an increase in profit margins' (1985, p. 59). In another place Steindl's comment 
on Kaldor's theory was even more succinct: 'A surprising feature ofthe theory 
is that full employment or overfull employment is supposed to favour a shift to 
profits' (1979, p. 6). See also Kurz (1990a). 

10. See also more recently Rowthorn (1981), Amadeo (1986) and Dutt (1986). 
11. It deserves to be mentioned that basically the same criticism is put forward by 

Marglin and Bhaduri in their contribution to this volume. 
12. See, for example, Kaldor (1972 reprinted in 1978). 
13. For a more detailed discussion of different aspects of the problem of stability in 

models of the kind referred to in the present paper, see Committeri (1987); see 
also Kalmbach and Kurz (1988). 

14. Clearly, the investment function may lie below the savings function for high 
levels of u. This would be the case with investment being highly elastic with 
respect to w. 

15. Of course, it is not claimed that the regimes under discussion are to be 
considered faithful representations of the different theories of accumulation, 
whose labels will be used for christening purposes. 

16. As is well known, Keynes in the General Theory (1936) was of the opinion that 
a higher level of net investment and thus a higher rate of accumulation is of 
necessity tied to lower real wages, which will be brought about by prices rising 
relatively to money wages. However, in response to several critics Keynes later 
retracted this view (cf. Keynes, 1939). Hence the label used above is meant to 
refer loosely to the Keynes of the General Theory. (For a discussion of some of 
Keynes's opinions on the issue within a two-sectoral model, see Kurz, 1990b.) 

17. It could of course be argued that technical progress has a more direct influence 
on savings and investment by modifying the parameters s, a, ~ andy of the 
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functions or even the functions themselves; see, for example, Rowthom's 
attempt to capture this kind of influence on investment by adding ad hoc an 
extra term to investment function (13) (Rowthom, 1981, p. 23). Since the 
relationship between different forms of technical progress and different pat
terns of investment behaviour has not yet been sufficiently investigated theor
etically and empirically, we shall retain (17). 

18. See, for example, Kaldor (1961, pp. 177-8). See also the instructive discussion 
in Hacche (1979, Part IV). 

19. See, for example, Kaldor's general introduction in Volume I of his Collected 
Economic Essays (1976). 

20. It is of course not implied that technical change is the only explanatory 
variable, nor that it can be treated as being purely exogenous. Hence no 
concept of technological determinism is advocated. For a more comprehensive 
account of the growth performance of advanced industrialised economies in the 
post-war period, see Steindl (1979, 1985); the case of the West-German 
economy is dealt with by Riese (1984). See also Bombach (1985) and Maddison 
(1987). 

21. Clearly, many technological (and organisational) innovations are explicitly 
designed to render possible a more efficient use of labor power and a better 
control of the labor process. Hence innovations generally tend to alter the 
balance of power between capital owners on the one hand and workers and 
trade unions on the other. However, for reasons similar to those mentioned in 
footnote 17, we shall, in what follows, try to keep the speculative element of 
the analysis within overseeable limits. 

22. It goes without saying that an important implication of the assumption of a 
given degree of monopoly is that the real wage is not responsive to forms of 
technical change other than the one reflected in variations in coefficient a. 

23. It should be noticed that with s constant a higher (lower) rate of accumulation 
is of necessity associated with a higher (lower) rate of profits. 

24. As is well known, this is the conventional criterion applied by many authors 
from the times of the classics right up to the present day. In our simple model 
this criterion is equivalent to the criterion of cost minimization. However, as 
the recent controversy in the theory of capital has shown, in multisectoral 
models this is not generally the case. 

25. For a treatment of this problem in terms of a dynamic input-output-model with 
special regard to the West-German economy, see the research carried out by 
the research unit Technologischer Wandel und Beschaftigung at the University 
of Bremen. 

26. In what follows I heavily rely on Peter Kalmbach's expert knowledge, which he 
kindly put at my disposal. 
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25 A Kaldorian Saving 
Function in a Two-sectoral 
Linear Growth Model 
H. Hagemann 

1 INTRODUCTION 

In retrospect, Kaldor saw the fundamental shortcomings of the post
Keynesian growth and distribution models on which he concentrated his 
analytical work in the 1950s and the early 1960s rooted in the fact that all 
these models were one-sector models. 1 Instead he advocated a two
sectoral model as the basis for gaining a thorough understanding of the 
nature of the growth and distribution process in a developed capitalist 
economy. Already the young Kaldor (1938) in a pioneering paper had 
pointed our attention to the facts that complementarity between equip
ment and labor is characteristic for modern technique and that full employ
ment not only presupposes a certain level of real income (effective 
demand) but also a certain composition of production between consump
tion and capital goods because of the specificity of most equipment. 

In a pathbreaking article Kaldor (1956) rejected neo-Classical distribu
tion theory and offered an alternative 'Keynesian' theory of distribution for 
the long run in a growing economy. Although Kaldor himself emphasized 
'the very fact that investment goods and consumer goods are produced by 
different industries, with limited mobility between them' (Kaldor, 1956, 
p. 99), the question of the effects of changes in the parametric propensities 
to save out of wages and profits in a twosectoral or multisectoral model has 
not played a major role in the subsequent discussions, despite the numer
ous and still continuing controversies caused by Kaldor's original paper. So 
it is characteristic that Brems (1979) in his comparison of 'alternative 
theories of pricing, distribution, saving, and investment' discusses the 
neo-Classical and the post-Keynesian model on the common basis of the 
one-good assumption: after the Cambridge controversies in the theory of 
capital taking place in the 1960s and early 1970s, and notwithstanding the 
fact that he is discussing the question if a 'Wicksell Effect' will emerge. 
Kaldor in 1956 was not only aware 'that the value of particular capital 
goods in terms of final consumption goods will vary with the rate of profit, 
so that, even with a given technique v will not be independent of PlY' 
(explicitly ignoring this point) but also that 'in fact the whole of the 
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Keynesian and post-Keynesian analysis dodges the problem of the 
measurement of capital' (p. 98). Amazingly in the '30 years of Kaldor's 
distribution theory' this problem hardly played a role despite the parallel 
debate on the theory of capital. 

A notable exception from the normal procedure of discussing the Kaldo
rian saving function in connection with the one-good assumption has been 
Hicks (1965), who in a widely neglected chapter (XV) dealt with the 
question of factor shares in growth equilibrium on the basis of a two
sectoral fixed-coefficient model. In his last years Kaldor often pointed out 
his close friendship with Hicks in their common LSE years and the role 
Hicks played in Kaldor's realizing of the shortcomings of Hayek's doctrines 
as the major presupposition for his easy conversion to Keynes after the 
publication of the General Theory. 2 Kaldor also emphasized that despite 
the spatial separation and the independent development of their thinking 
there had been continued convergences - sometimes at unexpected points 
-in their economic theories, as shown, for example, in Hicks' Capital and 
Growth. Hicks for his part stated to be 'entirely in agreement with Kaldor 
as long as we stick to the theory of Growth Equilibrium' (Hicks, 1965, 
p. 145). 

In this paper we will introduce a Kaldorian saving function into a 
twosectoral fixed-coefficient model as it was developed by Hicks (1965), 
Spaventa (1968, 1970) and Harris (1973, 1978). For Kaldor the main 
constraints on income distribution in a capitalist economy were the growth 
rate and the propensities to save out of profits and wages. Our present 
concern is to examine the dependence ofthe rate of profit, the factor share 
of profits in total income, the ratio of investment to output and the 
capital-output ratio upon the growth rate of the economy and the two 
saving propensities. 

Kaldor's distribution theory describes a way in which full employment 
may be maintained in the presence of changes in investment and the 
overall average propensity to save, with different propensities to save out 
of profits and wages and flexible distributive shares assuring that aggregate 
demand is held at the appropriate level. Proceeding like Hicks from the 
fact that Kaldor's theory of distribution is only acceptable as a long-run 
theory we focus our attention on the comparison of economies which are in 
long-run equilibrium. Thus, if we analyse the consequences of a change in 
the growth rate or the propensities to save, we compare steady-state paths 
showing the implications for growth equilibria which differ only in the 
growth rate or the values of the saving propensities assumed. The tech
nique of production is by assumption the same between any two growth 
equilibria. This detailed comparison of various economies growing on a 
steady-state path very often is called "comparative dynamics". But since 
the 'dynamic' character may indeed be questioned (the uniformity of 
growth excludes structural change), steady growth may be regarded as 
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semi-stationary, so that Bliss' term of 'comparative statics of semi
stationary growth' comes more to the point. 'The word 'static' reminds us 
that there is no implication of an actual move from one equilibrium to 
another through time. '3 

In section 2 we employ the simplest model of production possible which 
still retains a characteristic feature of real economies, namely production 
of heterogeneous commodities by means of commodities and labour, i.e. 
circular interdependence. Special attention will be given to the two cases of 
a Kaldorian saving function and the role the saving behaviour plays in 
connection with the Keynesian equilibrium condition of saving-investment 
equality in constituting a relationship between the rate of profit and the 
growth rate, thereby providing a direct link between income distribution 
and capital accumulation. Whereas in section 3 different growth equilibria 
are compared for the special case of a 'classical' saving function, i.e. when 
the propensity to save out of wages is zero, in the comparison of alternative 
steady-state growth paths in section 4 the assumption is made that the 
propensity to save out of wage income is positive. In both sections we focus 
attention on the implications of changes in saving and the growth rate on 
factor shares and the values of the investment-output- and the capital
output ratio. Special interest is given to the major modifications compared 
to the results in a one-sectoral model. In the final section 5 we summarize 
our results and discuss some limitations of the model. 

2 THE PRICE SYSTEM, THE QUANTITY SYSTEM AND THE 
ROLE OF SAVING BEHAVIOUR IN A TWOSECTORAL LINEAR 
MODEL 

In our simple twosectoral linear model two commodities are produced in 
the economy: a capital good ('machines'), produced by means of labor and 
itself, and a consumption good ('corn'), produced by means of labor and 
machines. A given technique is represented by the matrix of interindustry 
coefficients A and by the column vector of direct labor coefficients 1: 

[ ~ l 
Each technique is thus characterized by four coefficients: a11 and 11 denot
ing the inputs of machines and labour per unit of machine produced, a12 

and 12 denoting the inputs of machines and labour per unit of corn 
produced. Competitive equilibrium in a capitalist economy implies that 
firms in both sectors obtain the same rate of profit on the value of invested 
capital. Assuming an economy with no government sector and no foreign 
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trade, neglecting depreciation4 and taking the consumption good as the 
numeraire, this leads to the following price equations: 

(1) 

(2) 

The price system yields two unique relationships between the wage rate w 
and relative prices p, on the one hand, and the rate of profit r, on the other, 
both fully identified by the four technical coefficients. 

w= 
1- au r 

(3) 
12 [1 + au (m-1) r] 

p= II (4) 
12 [1 + au (m-1) r] 

As is well known, in the very special case of identical machine-labor ratios 
in both sectors (m=1) the wage-profit relationship is linear and relative 
prices are invariant with distribution, i.e. the labour theory of value holds. 
In all other cases the 'prices of production' vary with the rate of profit. Not 
surprisingly, it will tum out that the relation between the machine-labor 
ratios in the two sectors m=a12 l/aul2 also plays a decisive role in the 
dependence of factor shares and the values of the investment-output ratio 
and the capital-output ratio from changes in the growth rate and the 
propensities to save. 

We go on now to introduce the relations governing output, employment, 
and accumulation in our 'book of blueprint-model'. If we assume that the 
economy is in a steady state and grows at a constant rate g and if we 
normalize the system by considering the ratio of all quantities to total labor 
employed we get the following quantity equations: 

a12c + au qg = q 

12c + 11 qg = 1 

(5) 

(6) 

Expressing all quantity variables as functions of g we get two unique 
relationships between consumption per head c and the total machine-labor 
ratio q, on the one hand, and the rate of growth, on the other: 

1- aug c = ____ =..;:;.___ __ 

12 [1 + au (m-1) g] 
(7) 

a!2 q = --------::-
12 [1 + au (m-1) g] 

(8) 
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Whereas the c-g relationship is dual to the w-r relationship, the q-g 
relationship, though not identical, is similar to the p-r relationship, i.e. has 
the same signs of the derivatives. 5 

The price equations and the quantity equations, even together, do not 
suffice to determine the whole system. As is well known, some assumption 
about saving is needed to serve as a bridge between them. The postulation 
of a saving function in connection with the Keynesian equilibrium condi
tion of saving-investment equality constitutes a relationship between the 
rate of profit and the growth rate. There remains one degree of freedom in 
the whole system: given either the growth rate or the rate of profit, all price 
and quantity variables as well as the combined price-quantity variables like 

(a) the capital-labor ratio 
(b) the value of net output per man 
(c) the capital-output ratio 
(d) the profit share 
(e) the investment-output ratio 

are then simultaneously determined. 

k = p(r)q(g), 
y = c(g) + gk 
v = kly 
PlY= rk/y 
IIY = gkly 

Introducing a Kaldorian saving function, net savings per man equal 

SIL = Sw w + sp rk, (9) 

where sw and sP denote the propensities to save out of wages and profits 
respectively, with 1 ;:::: sP > sw;:::: 0. Net investment per man is 

IlL= gk (10) 

From equations (9) and (10) we get the following r-g-relationship: 

(11) 

When the propensities to save out of the two different categories of income 
differ, the r-g relationship in general depends on the distribution of income 
as well as on technology. The growth-profit relation is independent of the 
technical methods of production only in the special but popular case, when 
the propensity to save out of wages is zero. 6 For this 'classical' saving 
function equation (11) reduces to 

g(r) - sP r(g) = 0. (11') 

With view to causality formula (11') is the more neutral than the Cam
bridge equation. Our formulation of equation (11') reflects the fact that 
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there exists a two-sided relationship between profits and investments or 
income distribution and capital accumulation. The equilibrium analysis 
forms an open model which could be closed either by a theory explaining the 
rate of profit (or the wage rate) or by a theory explaining the growth rate. 

But in the Kaldorian Theory of Distribution there is a clear causality. 
'The basic assumption of all Keynesian theory is that Investment . . . is 
determined independently of current savings. But since in equilibrium, 
savings must be equal to investment, it is the decisions concerning capital 
expenditure which will determine the level and/or the distribution of 
incomes, and not the other way round' (Kaldor, 1960a, p. 122). Kaldor 
would have us assume that a neo-Keynesian model is closed by the 
exogenously given growth rate and that it is the 'warranted' rate which 
adjusts itself to the 'natural' rate through an appropriate change in the 
share of profits. Thus, using the assumption that the natural rate is 
exogenously given, the Cambridge equation r=glsP shows that the rate of 
profit in a state of balanced growth is determined by the propensity to save 
out of profits. 7 Kaldor's answer to the Harrod-Damar dilemma presup
poses the basic inequality of a 'Keynesian' theory of distribution sP > IIY = 
vg, > sw to be fulfilled. Then, within certain limits, there will exist a ratio 
of profits to income, PlY, ensuring that the overall propensity to save is 
exactly that required to equate the warranted rate of growth slv to the 
natural rate of growth g,. 8 

3 THE SPECIAL CASE OF THE CLASSICAL SAVING 
FUNCTION 

As we have seen from equation (11') the special case of a Kaldorian saving 
function with sw = 0 simplifies things considerably since it leads to a 
relationship between the rate of profit and the rate of growth which is 
independent of the technology. In models with the causality of the Cam
bridge equation the rate of accumulation and the propensity to save out of 
profits are the independent variables which determine the rate of profit on 
capital and other endogenous variables. Our next task is to compare 
growth equilibria with the same technique but with a different rate of 
growth or a different propensity to save out of profits. How do these 
parametric changes of g(n) or sP influence the values of the endogenous 
variables in growth equilibrium?9 

The question can easily be answered for the rate of profit. Differentia
tion of equation (11') leads to 

Or/og = lisP> 0 and 

or/os = - gls 2 < 0 p p 

(12) 

(13) 
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This means that for the range of validity of the post-Keynesian model a 
higher rate of growth is associated with a higher profit rate (with a constant 
propensity to save out of profits) whereas a higher propensity to save out of 
profits is associated with a lower rate of profit (with a constant g), which 
can be interpreted as the reciprocal side of a widow's cruse theory in a 
growth theoretic setting. Since the wage rate is a monotonically decreasing 
function of the rate of profit we get 6w/6g < 0 and 6w/6sP > 0. 

More interesting is the analysis of the differences in the factor share of 
profits in total income, the investment-output ratio and the capital-output 
ratio. Whereas in the case of the classical saving function the profit rate is 
independent of the technical methods of production, this does not hold for 
the factor shares in total income. If g is given we get the following 
equation10 between the profit share and the rate of profit: 

p 
y 

Inserting r = glsP in equation (14) we get: 

p 

y 

6(P!Y) 
----

{)g 

6(PIY) = 
6sP 

au m sP + a113 m (m-1) g2 
> 0 and vz g 

[1 + a11 (m-1) g] a11 m g 
<0 vz g 

(14) 

(15) 

(16) 

(17) 

The signs of the derivatives show that the direction of change of the 
equilibrium value of the share of profits in total income is independent of 
the relation between the sectoral machine-labor ratios m. Whereas equa
tion (17) like (13) indicates a kind of reciprocal side of a widow's cruse 
theory, equation (16) seems to show that the post-Keynesian distribution 
mechanism in general contains a share of profits increasing with the growth 
rate. 12 

How do parametric changes of g or sP influence the equilibrium values of 
1/Y and v? The ratio of investment to output in growth equilibrium is 

with (18) 
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b(//Y) > O 
bg 
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and 

b(J/Y) = a112 g 2 m(m-1)(1-a11 g) ~ 0 form ~ 1 
bsP D82 < < 

(19) 

(20) 

Contrary to the share of profits, the direction of change of the equilib
rium value of the investment-output ratio with parametric variations of sP 
depends on the relation of the sectoral machine-labor ratios. For example 
in the case m > 1 (m < 1), i.e. when the machine-labor ratio in the 
production of corn is higher (lower) than in the production of a machine, 
with a given rate of growth of labor supply (and in the efficiency of labor of 
the Harrod-neutral type) a lower propensity to save out of profits implies a 
higher rate of profit. Since the machine-intensity of the consumption good 
sector is higher (lower), the price of corn relative to the price of the 
machine increases (decreases), i.e. with corn as numeraire the value of 
capital per man pk decreases (increases). Because of the positive (nega
tive) price-Wicksell effect a lower sP implies a lower (higher) investment
output ratio. This result contradicts with Kaldor's original hypothesis that 
'the ratio of investment to output, can be treated as an independent 
variable, invariant with respect to changes in the two savings propensities 
sP and sw' (Kaldor, 1956, p. 95). As we can see from equation (20) outside 
the one-good world this hypothesis would only be correct in the special 
case of identical sectoral machine-labor ratios, in which relative prices are 
independent of distribution. 

Kaldor soon realized that the central Keynesian hypothesis of the 
independence of investment from saving is not adequately expressed by an 
exogenously given ratio of investment to output and gave up his original 
assumption. There are good reasons to proceed from the premise that 
entrepreneurs control the flow or volume of investment only, whereas the 
investment-output ratio depends on the income effect of the multiplier 
process and is thus the result of a multiplicity of influencing factors not all 
controlled by the investors. 13 Whereas in a private-enterprise economy no 
automatic mechanism exists which guarantees to keep accumulation going 
on at the appropriate rate for full employment in the long run, the Kaldor 
of the late 1950s and early 1960s based his theory of growth and distribu
tion on the hypothesis of full employment. This hypothesis excludes that 
the rate of capital accumulation could be treated as an independent 
variable, 14 rather in the 'Cambridge' theory of distribution 'IIY and KJK 
are not exogenously given, but are themselves determined by the condition 
that the capacity to employ labor should grow at the same rate as the labor 
supply. If, as a result of more 'deepening', or a capital-using bias in 
technical progress, more investment is required to secure this, 1/Y will rise, 
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and the share of profits will rise sufficiently to generate the extra savings 
required' (Kaldor, 1970, pp. 5-6). Thus for Kaldor the investment-output 
ratio is a dependent variable which in long-run equilibrium equals the 
natural rate of growth times the capital-output ratio. 15 

In Kaldor's long run model with no excess capacity existing to accommo
date higher levels of investment demand, distribution must bear the brunt 
of adjusting aggregate demand to supply. But as soon as one admits that 
excess capacity (and unemployment) may occur, and that output rather 
than distribution may respond to aggregate demand, there is nothing to 
prevent output, rather than distribution, from performing the role of 
equilibrating investment and saving not only in the short but also in the 
long run. 16 

Finally we come to the capital-output ratio which in our model equals 

PlY 
r 

with (21) v= 

ov a112 sP (m-1)(2a11 g-l-sp) < > -- = 0 form= 1 
og D2 > < g 

(22) 

and 

ov a112 g m (m-1)(1-au g) > > -- = 0 form= 1 
osP D2 < < g 

(23) 

As with the share of profits and the investment-output ratio there are two 
distinguishable components of the difference in the capital-output ratio 
between different equilibria: a price effect and a composition effect. The 
first reflects the difference in the price of the machine associated with a 
difference in the profit rate. The second expresses the different composi
tion of output and stock of machines per man associated with a different 
growth rate or saving behaviour of profit receivers. The overall difference 
in the value of the capital-output ratio is the outcome of both the price and 
the composition effect. 17 

Equations (22) and (23) show that Kaldor's assumption of a constant 
capital-output ratio only holds in a onesectoral model or in the special case 
m = 1. When in so many representations of the post-Keynesian model a 
constant capital-output ratio is assumed, it is the consequence of the fact 
that, openly or tacitly, one of these two special cases is presupposed. 
Although Kaldor himself was aware of the fact that in general the capital
output ratio cannot be considered independent of income distribution, it 
may be conjectured that he made the assumption that v is invariant to PlY, 
because he thought 'that technical innovations . . . are far more influential 
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Table 25.1 Comparison of equilibria 

Variable m>1 m = 1 m<1 

~r/~g + + + 
r ~r/~sP 

p ~(PIY)I~g + + + 
y ~(P!Y)~sP 

I ~(1/Y)/~g + + + 

y ~(1/Y)/~sP + 0 

~v/~g 0 + 
v ~v/~sP + 0 

on the chosen v than price relationships', but immediately ruling out this 
potential influence, too, by the assumption that technical innovations are 
'"neutral" in their effects' .18 

In Table 25.1 our results on the influence of the growth rate and the 
propensity to save out of profits on the equilibrium values of different 
variables in the special case of a Kaldorian saving function with sw = 0 are 
summarized. 

The table shows that even in the special case of a classical saving function 
which simplifies things considerably because the profit-growth relation is 
independent of technology, the sign of the last three derivatives depends 
on the relative sectoral machine-labor ratios, i.e. a technological par
ameter. 

4 THE GENERAL KALDORIAN SAVING FUNCTION 

'If sw is positive the picture is more complicated' (Kaldor, 1956, p. 96). 
Whereas in the case of the classical saving function the steady state profit 
rate can be inferred directly from the natural rate of growth and the 
propensity to save out of profits, which are both regarded as exogenously 
given parameters, in the more general case of a positive propensity to save 
out of wages the rate of profit also depends on the chosen technique, 
among its determinants may be the rate of profit itself. We now focus 
attention on the major modifications concerning the influence of the rate of 
growth and the propensities to save on the equilibrium values of the rate 
and the share of profit, the investment-output and the capital-output ratio. 

Inserting (4) and (8) into (11) we get the following profit-growth re
lationship: 
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Differentiating with respect tog, we get: 19 

with 

Or 
Og 

m* = 

ai1 m [msp (1-sw)- Sw (1-sp)] > > __ __;;_--"--------'----- = 0 for m = m* 

Sw (1-sp) 
sP (1-sw) 

N2 < < 

459 

(24) 

(25) 

As to be expected in most cases a higher rate of profit is associated with a 
higher rate of growth in equilibrium (with constant propensities to save out 
of profits and wages). But contrary to the case of a classical saving function 
this no longer holds when the relation between the sectoral machine-labor 
ratios is equal or smaller than the critical value m *. 20 

When the machine-labor ratio in the production of machines is far higher 
than in the production of corn, there might exist the case where the 
steady-state rate of profit falls with a parametric increase of g because the 
price effect. (For a higher rate of growth being accommodated a constant 
share of income saved has to command more machines, i.e. the price of 
machines has to be lower. With m < 1 this requires a fall in the steady-state 
rate of profit.) dominates the effect induced by a change in the overall 
saving ratio. (With a Kaldorian saving function in equilibrium a higher rate 
of growth is associated with a higher saving (investment) ratio if a higher 
rate of growth is also associated with a higher share of profits.) The price 
effect can only occur when the r-g relationship depends on the technical 
methods of production. Whereas with m > 1 both effects work in the same 
direction, with m < 1 the price effect counteracts the saving ratio effect. 
Both effects exactly neutralize each other form = m*. For 1 > m > m* the 
saving ratio effect dominates, for m < m* the price effect dominates. 

Differentiating equation (24) with respect to sP and sw we get: 

or [sw (1-a11 g)- au mg(1-sw)] au m < > 
-=-.c......:-....::..:....=..:...._.c......:_:~-_;_:_-- = 0 for m = m** 

N2 > < 
(26) 

au m [1+a11 g(m-1)] (au g-sp) 
------------'-- < 0, N2 (27) 

since sP > a11 g. 
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Before commenting on these results we should also look at the corre
sponding equations for the share of profits. Inserting (24) into (14) we get 

Sw (1-au g) - (1-sw) au mg 
-=----__..;.._..;;.;;...::..;___..;.._-'-'-_:.:.__;:;__ __ _ 

au g(m-1)(au g-1)- [1+a11g(m-1)] (sp- Sw) 
p 

(28) 
y 

with the derivatives21 

b(PIY) au(m -1){[ma112g2(1-sw)]+sw(a11g-1Y}+(sp-sw)a11m 
---= >0 

bg Z2 

(29) 
form;;;::: m* 

b(PIY) [1 + au g(m -1)] [sw(1 - au g) - (1 - Sw)a11 mg] < 
---= = 0 
b~ Z2 > 

form~ m** 
and < 

b(PIY) [1 + au g(m -1)Y (au g - sp) 
= 

(30) 

<0 

Kaldor once emphasized that: 'I grasped the full significance of the 
widow's cruse analogy only when I realized that the savings of workers and 
salary earners must have a negative effect on the profits of businesses (in the 
aggregate).'22) Whereas this statement is confirmed in our two-sectoral 
model with a general Kaldorian saving function, this does not hold for 
Hicks' statement, made in a paragraph where he explicitly discussed the 
case sw > 0: 'The rate of profit will tend to fall as a result of any increase in 
any saving propensity. But this does not mean that the share of profit will 
necessarily fall. It may do, but it may not' (Hicks, 1965, p. 178; my italics). 
Instead, as we can see from equation (26), for a relation of the sectoral 
machine-labor ratios smaller than the critical value m** the equilibrium 
rate of profit increases with a parametric increase in the propensity to save 
out of profits. A comparison of equations (26) and (30) shows that the 
direction of change of the profit share with parametric variations of sP (and 
a given natural rate of growth) is exactly the same as the direction of change 
of the rate of profit. Contrary to the case of the classical saving function not 
only the share of profits but also the rate of profit can increase with the 
propensity to save out of profits. Therefore, whereas we agree to Hicks' 
statement 'that, even when one is only comparing growth equilibrium 



H. Hagemann 461 

paths, the propensity to save [out of profits] ... does not have any 
clear-cut bearing upon factor distribution' (Hicks, 1965, p. 180), we 
disagree with his following statement: 'An increase in saving (however 
distributed) must indeed tend to diminish the rate of profit; but (even so) 
its effect upon the share of profit is quite uncertain.' 

Our analysis also shows that the simple logic of Brems (1979), that 
doubling the propensity to save out of profits is found to halve the share of 
profits in post-Keynesian models of the Kaldor type, does not carry over to 
a more general model but is the consequence of an oversimplified model 
with only one good and a classical saving function. 

From equation (29) it follows that form< m* the direction of change of 
the share of profits with a parametric change in the natural rate of growth is 
indeterminate; the critical m-value, where the sign of the derivative 
changes, depends on all, sP, sw, and g itself. Thus it cannot be said that the 
post-Keynesian distribution mechanism in general contains a share of 
profits increasing with the growth rate. It has to be doubted whether the 
contradictory case (at least in more complex models than our two-sectoral 
one) is so extreme an exception that one needs not take much account of it. 

How do parametric changes of g, sP and sw influence the values of the 
capital-output- and the investment-output ratio in growth equilibrium? 
Inserting equations (28) and (24) into the identity v = PlY· llr we get the 
steady-state value for the capital-output ratio 

all {sw[1 + all g(m-1)]- sP m} 
v= z 

Differentiating v with respect to g leads to 

ov 
og 

form;::: 1 
1 > m;::: m* 

(32) 

(33) 

Because of sP > all g a higher growth rate is associated with a lower 
capital-output ratio for m > 1 and a higher capital-output ratio for 1 > m 
;::: m*. Form < m* the direction of change of the capital-output ratio is 
indeterminate. In this range the question how v varies with a parametric 
change in the natural rate of growth again depends on the concrete values 
of aw sP, sw and g itself. Thus, contrary to the case of a classical saving 
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function, it is not guaranteed that 'a higher rate of growth, by raising the 
output of capital goods in terms of consumption goods, will raise the 
capital/output ratio whenever the rate of growth of output capacity is 
higher' (Kaldor, 1960b, p. 180). 

Differentiating v with respect to the two saving propensities leads to 

a11(m -1)(1-a11g)[a11mg(1 - Sw)-sw(1-a11g)] > 
--=----------------= 0 zz < 

6v 

> > 
form**= m = 1 (34) 

< < 
and 

6v a11[1 +a1J.8(m-1)](a11g-sp)(m-1)(a11g-1) > > 
--= = Oform = 1 

6sw Z 2 < < 
(35) 

Since 1/Y = gv we easily get the investment-output ratio in growth 
equilibrium by multiplying equation (32) with g. 

I 0 1J.8{Sw[1 + a11 g(m-1)]- sP m} 
-= with 
y z 

= 

6(1/Y) 

6g = 

(36) 

(37) 

Ooser analysis shows that for the direction of change of the investment
output ratio with parametric changes in g (and given sP and sw) the same 
holds as for the capital-output ratio, i.e., e.g., for 1 > m < m* the sign of 
the derivative is a priori indeterminate. 

Starting from 1/Y = gv and differentiating with respect to the two saving 
propensities we get 

and 

6(1/Y) 

6sP 
=g 

6v > 
--= 0 form** 

> > 
=m=1 
< < 

(38) 



Variable 

brlbg 
r br/bsP 

br/bsw 

P b(PIY)/bg 
- b(PIY)/bsP 
Y b(P/Y)/bsw 

I b(I/Y)/bg 
- b(IIY)/bsP 
Y b(I/Y)/bsw 

bvlbg 
v bv/bsP 

bv/bsw 

6(//Y) 
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Table 25.2 Comparison of equilibria 

m>l m=l m< 1 
m > m** m = m** m > m* m = m* m < m* 

+ + + + 
0 

+ + + + 
0 

+ + + + 
+ 0 0 
+ 0 

0 + + 
+ 0 0 
+ 0 

6v > 
=g 0 form 

+ 
+ 

+ 
+ 

+ 
+ 

+ 
+ 

> = 1, 
< 

0 
+ 

+ 
+ 

+ 
+ 

+ 
+ 

+ 

? 
+ 

? 
+ 

? 
+ 

(39) 

i.e. the sign of the derivative of the investment-output ratio always equals 
the sign of the corresponding derivative of the capital-output ratio. Table 
25.2 gives an overview on our results how parametric changes in the 
exogenous variables g, sP and Sw influence the endogenous variables r, PlY, 
1/Y and v in growth equilibrium for the case of a general Kaldorian saving 
function. Comparing these results with the results of our comparative 
equilibrium analysis for the special case of a classical saving function we 
can immediately see the important modifications which come in with a 
positive propensity to save out of wages. 

In his discussion of the long-run adjustment mechanism which is set in 
motion by changes in the parametric propensity to save, Brems (1979) 
emphasized the contrast between neo-Classical models, in which adjust
ment is exclusively effected by changes in the capital-output ratio, and 
post-Keynesian models, in which the burden of adjustment is imposed on 
the distributive shares. Miickl (1984) pointed out that sensitivities of the 
capital-output ratio and the share of profits to changes in thriftiness are 
generally determined by the existing production technology and that the 
simple antithesis of Brems is the consequence of the fact that only the two 
special cases with an elasticity of substitution E. = 1 and E. = 0 are 
discussed. He stressed that apart from these two special cases the adjust
ment is effected by both the capital-output ratio and the profit share, but 



464 A Kaldorian Saving Function 

he still kept the extreme assumptions of a model having only one good and 
a classical saving function. 

Our analysis reveals that even with E. = 0 some of the simple truths do 
not carry over to the two-sectoral model and still less to the case with a 
general Kaldorian saving function. Kaldor was to a large extent aware of 
the problems arising from price-Wicksell effects but he explicitly ignored 
them when he mentioned among the limitations of his original model 'that 
the capitaVoutput ratio, v, should not in itself be influenced by the rate of 
profit, for if it is, the investment/output ratio Gv will itself be dependent on 
the rate of profit' (Kaldor, 1956, p. 98). 

5 CONCLUDING REMARKS 

In his critique of Findlay's attempt of reconciling the neo-Classical theory 
with the 'Keynesian' distribution theory Kaldor (1960b, p. 179) argued that 
Findlay's method 'depends on a special assumption on the relative capital 
intensity of the capital-goods and the consumption goods trade'. As our 
foregoing analysis shows, complications arise with m < 1, i.e. when the 
Uzawa condition is not fulfilled and price-Wicksell effects play an import
ant role. This does not surprise anybody being familiar with the Cambridge 
debate in the theory of capital. 

Setting the stage in the context of the growth debates of the 1960s and 
the debates in the theory of capital of the sixties and early 1970s our 
long-run comparative statics may be a "fossil" and not only Joan Robinson 
emphasized the irrelevance and futility of comparative statics. For example 
Hicks, who himself developed and elaborated our kind of analysis, recently 
pointed out: 'In the "golden age" of the sixties, as it appears in retrospect, 
a steady-state model seemed often to be acceptable as an approximation to 
reality: in the darker days that have followed it is less appealing' (Hicks, 
1985, p. 10). Again, concerning this important methodological issue, there 
had been a strong convergence between the development of Kaldor's and 
Hicks' thinking, as can be seen from the elder Kaldor's (1985, pp. 61-3) 
highly critical remarks on steady-state analysis and the nature of time. 

This has to be contrasted with the earlier work of Kaldor whose 'stylized 
facts' served to make steady-state analysis 'an interesting subject' (Dixit, 
1976, p. 8). Solow has pointed out that the steady state is at least 'not a bad 
place for the theory of growth to start' (Solow, 1970, p. 7), but, of course, 
it is a dangerous place for it to end. That there is no automatic self
adjusting mechanism in a capitalist economy to ensure steady growth at full 
employment has not only be clearly shown by the 'real economic forces' 
but is also the central issue in the traverse analyses developed by Hicks 
(1973) and Lowe (1976), in which historical time and no longer logical time 
in the sense of Joan Robinson matters.23 
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On the other hand, Marglin's important book, in which large space has 
been devoted to savings, has recently shown that comparative statics is not 
a completely useless exercise. The comparison of economies with perma
nently different characteristics has a role to play as a standard of reference 
and an ingredient in a dynamic theory. Of course, one has to be aware of 
its limitations, e.g. that the comparison of steady-state equilibria, differing 
only in the values of the growth rate or the saving propensities assumed, 
loses much of its significance if the stability of the steady states cannot be 
shown. But with view to the very often far-reaching conclusions still drawn 
from the introduction of the special case of the Kaldorian saving function 
into a one-good model, our attempt to show the implications of a relax
ation of these assumptions might have some sense, considering Kaldor's 
emphasis on the importance of a two-sectoral model. 

Notes 

1. See e.g. Kaldor (1978, p. XXI). 
2. See e.g. Kaldor (1980, p. XI), Kaldor (1986a) and Kaldor (1986b, p. 7). See 

also Harcourt (1988). 
3. Bliss (1975, p. 71). As Lowe (1976) has shown on the basis of a three-sectoral 

linear model, such adjustment paths or 'traverses', caused by changes in the 
exogenously given rate of growth of labor supply or by nonneutral technical 
progress, are not generally possible without a phase of unemployment and/or 
excess capacity. 

4. For a substantiation of the implication to neglect depreciation see Hicks (1965, 
p. 135) who also points out that one does not need to distinguish between fixed 
and circulating capital as long as one sticks to the comparison of different 
growth equilibria. 

5. Duality ceases as soon as there are two or more consumption goods and a 
change in the structure of consumption takes place. 

6. For the other class of saving behavior normally considered, when savings are 
proportional to national income, we get r = g/s - wlk. 

7. Pasinetti (1962, 1974) has shown that, in long-run equilibrium, the rate of profit 
is determined by the natural rate of growth divided by the capitalists' propen
sity to save s0 independently of the workers' propensity to save even when the 
propensity to save out of wage income is positive. 

8. It should be noticed that only the very special case of a "superclassical" saving 
function with sw = 0 and sP = 1, in which the rate of profit equals the growth 
rate ('golden rule of accumulation'), can secure that any rate of growth will find 
its appropriate rate of profit. On the other extreme is the case of a proportional 
saving function and a technique with m = 1 in which we have the knife-edge 
problem, i.e. there is only a single growth rate that can be accommodated by 
the given saving behavior. For a graphical exposition see Spaventa (1970, 
p. 140). 

9. This section is partly based on the work of my friend and colleague Peter 
Kalmbach (1972, pp. 170-8). 

10. Equation (14) is similar to Hicks' (1965, p. 173) 'price-quantity curve' in which 
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the ratio of the wage and the profit share, is a function of the rate of profit. The 
Hicksian concepts of the 'price-quantity curve' and the 'saving curve' are also 
used by Morishima (1969, pp. 34-40). For a graphical exposition of the 
determination of the factor share of profits in equilibrium see Hicks and 
Morishima. 

11. For the share of profits to be positive the inequality sp > a11g has to be fulfilled. 
With this condition fulfilled b(PIY)Ibg will be positive even for m < 1. 

12. For Kalmbach (1972, p. 174) this is an important result (which, as we will see in 
section 4, does not hold in general when sw is positive). The Kaldor mechan
ism ensures that the warranted rate of growth will adjust itself to the natural 
rate through a change in the overall propensity to save via a change in the share 
of profits. That most authors associate a higher g with a higher PlY is the 
consequence of the fact that they are either making the one-good assumption 
and/or arguing for the special case of a classical saving function which makes 
the r-g relation independent of the technology. 

13. Kurz (1985} has shown in a multisectorallinear model that, in general, 'the' 
multiplier and thus 'the' investment-output ratio doesn't exist. Rather they 
depend on the system of production in use, income distribution, the propen
sities to save and the consumption patterns of profit and wage receivers as well 
as on the physical composition of investment demand. 

14. 'In the fixed-coefficient version of Kaldor's model, "animal spirits" disappear 
altogether, and the role of the investment-demand function is completely taken 
over by the assumption of full employment.' Marglin (1984, p. 157). 

15. Inserting 1/Y = gv in Kaldor's famous equation for the determination of the 
share of profits in income (see equation 2 in Kaldor 1956, p. 95) we get (for 
given g and v): PlY = (gv - sw)l(sp - sw)· 

16. The fact that Kaldor frequently revised the investment function in his models 
indicates the difficulties of formulating investment behavior in an adequate 
manner for a theory of accumulation. For an instructive overview of the 
different versions of Kaldor's investment function see Hacche (1979, ch. 13). 

Contrary to Kaldor, Kurz (1986) goes as far as to argue that in the long run 
changes in the level of output must bear the brunt of adjusting savings to 
investment and that changes in distribution are less important in the long run 
than in the short run. See also the contribution of Kurz to this volume. 

17. When the technique of production is different, the picture becomes more 
complicated because of the presence of a third effect: the substitution effect. 
Since the type of machine between different techniques may differ, the price 
and composition effects are no longer sharply distinguishable. For a more 
detailed analysis of these three effects in a two-sectoral linear model see Harris 
(1973 and 1978}. 

18. See Kaldor (1956, p. 98}. 
19. N is the denominator of equation (24). 
20. 'The lower the rate of growth, the lower the rate of profit, and the higher the 

real wage' (Hicks 1965, p. 147). Hicks' statement which is correct in the context 
he has made it - the case of the classical saving function - thus does not carry 
over to the general case. 

21. Z is the denominator of equation (28). 
22. Kaldor (1980, p. XXIV}. See also Kaldor (1986b, p. 18}. 
23. For a more detailed analysis see Hagemann (1987). 
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26 International Debts and 
Deficits: A 
Kaldor-Pasinetti Model 
H. Gram 

1 INTRODUCTION 

Three solutions have been proposed to the problem of reconciling Har
rod's 'warranted' rate of growth with the 'natural' rate of growth of the 
effective labor force so as to maintain full employment in long period 
equilibrium. 1 

The first, offered by Solow, Swan and others, relies on the neo-Classical 
principle of substitution: the capital-output ratio, v, adjusts in such a way 
as to bring the warranted rate, s/v, into line with the exogenous natural 
rate, n, starting from any initial equilibrium of supply and demand. For 
many, this theory was thoroughly discredited as a result of the capital 
theory controversy which established, among other things, that there is no 
systematic, inverse relationship between the capital-output ratio and the 
rate of profit. 

A second solution, offered by Kaldor, Kahn, and Robinson, focuses 
instead on the effect of differences in the distribution of income on the 
overall propensity to save, s. Given fixed propensities to save out of profits 
and wages, an equilibrium of savings and investment can occur, but only 
for a limited range of growth rates. This less sanguine conclusion does not 
depend on assumptions concerning the rigidity of the capital-output ratio, 
which can vary in ways inconsistent with the postulates of neo-Classical 
production theory. 2 

A third solution to the Harrod Problem is set forth by Steedman and 
Metcalfe (1979). Allowing for international capital flows, they show that a 
country can grow at a rate different from its autarkic warranted rate by 
disposing of excessive savings (slv > n) through the accumulation of 
foreign assets or by. supplementing insufficient savings (s/v < n) through 
international borrowing. The essential point of the analysis is that the trade 
balance must adjust to the requirements of equilibrium growth at some 
arbitrary, feasible rate, n. If the interest rate (taken as exogenous on the 
assumption that the analysis applies to a small open economy) exceeds the 
growth rate, a creditor nation enjoys a trade deficit in steady-state equilib
rium, consuming the excess of foreign interest income over and above the 
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steady-state accumulation of foreign assets. A debtor nation must generate 
a trade surplus to cover the excess of interest payments over new borrow
ing. Only if the growth rate exceeds the interest rate will a creditor have a 
trade surplus and a debtor a trade deficit in long-period equilibrium. 

A number of neo-Classical theorists have taken up the question of the 
relationship between debts and deficits in models of the Solow-Swan type. 
Under neo-Classical assumptions concerning the substitutability of capital 
for labor, Gale (1974) and Ruffin (1979) arrive at conclusions similar to 
those reached by Steedman and Metcalfe: in an efficient steady-state 
equilibrium (where the interest rate exceeds the growth rate) a country is 
either a creditor with a trade deficit or a debtor with a trade surplus.3 

Ruffin provides a theorem on 'stages in the balances of payments' as part of 
a convergence argument. In his model, the path of the trade balance has a 
cyclical component suggesting the possibility that, during the transition to 
an efficient steady state, a creditor may have a surplus and a debtor may 
have a deficit on trade account for some finite period of time.4 

A paper by Bhaduri (1987), though not concerned with steady-state 
models as such, complements Steedman and Metcalfe's analysis. Bhaduri 
shows that, if the ratio of the trade balance to the level of output is treated 
as a parameter rather than as a variable, a small open economy will 
necessarily fall into a permanent 'debt trap' unless the trade balance 
improves (as output increases) by more than the level of investment 
multiplied by the difference between the internationally determined interest 
rate and the autarkic warranted growth rate. Bhaduri's analysis also 
implies that solutions to the Harrod Problem for which the trade balance is 
an increasing function of the growth rate are unstable. This limits the range 
of growth rates of the effective labor force which can be accommodated in 
Steedman and Metcalfe's model through the disposal of 'surplus full 
employment savings in foreign lending or ... [the augmentation of] 
deficient savings through foreign borrowing. '5 

In the present paper, we extend the analysis set forth by Steedman and 
Metcalfe to take account of differences in the propensities to save out of 
wages and profits along Kaldorian lines while invoking the conditions for 
stable wealth shares first noted by Pasinetti (1974). Thus, we combine the 
second and third approaches to the resolution of Harrod's Problem. By 
way of simplification, however, we set aside the considerable complications 
that arise when the capital-output ratio is a variable. For the purposes of 
our analysis, we also hold constant the share of wages (and hence profits) 
in domestic output. We make this assumption deliberately in order to show 
that, because the level of foreign assets (or liabilities) is a variable, the 
distribution of income, inclusive of international interest payments, is also 
a variable. Still, the effect of variation in interest payments on the overall 
propensity to save (which depends on who the borrowers and lenders are) 
may not be sufficient to guarantee the existence of a solution to the model. 
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We conclude therefore by interpreting this result as an implied constraint 
on the wage (and profit) share. 

A main difference between our model and Steedman and Metcalfe's is 
that the interest rate, rather than being given from outside the model, is 
determined by the requirement (in a two-country model) that the foreign 
assets of one country's workers are the foreign debts of the other country's 
capitalists. Our main result is that this requirement sharply limits the range 
of growth rates consistent with a positive interest rate not greater than the 
profit rate in either country. For given values of the model's parameters 
(which include the share of wages in the value of domestic output), there 
may not be a growth rate consistent with long-period macroeconomic 
equilibrium. A second result is a generalization of the Pasinetti Theorem 
concerning the share of domestic capital (and of total assets) owned by 
workers in each country. 

2 THEMODEL 

We follow Pasinetti in assuming that workers have a single propensity to 
save, sw, which applies to wage income and interest income, whether 
derived from the ownership of domestic capital or foreign capital. 6 Claims 
to ownership of domestic and foreign capital, on which interest is paid, 
must therefore be regarded as perfect substitutes. Capitalists, on the other 
hand, save a (higher) proportion, sc, of the profits they receive net of the 
interest paid to domestic and (in the case of a debtor country) foreign 
workers. Thus, if a country is a creditor, it is the workers who have 
acquired interest bearing claims which are serviced by foreign capitalists in 
the debtor country.7 

The interest rate, uniform across countries, is lower than the profit rate 
which, in general, differs between countries. Profit rates, in turn, are lower 
than capitalists' rates of return in each country. 8 With a uniform rate of 
growth,9 the latter will differ when capitalists' savings propensities differ, 
according to the Pasinetti Theorem. 10 No capitalist would be willing to 
hold bonds bearing an interest rate less than the rate of return available at 
home. Thus, only workers lend and only capitalists borrow in the inter
national capital market. 

The formal relations of the model are set out as follows. In the creditor 
country, investment plus the trade balance plus the inflow of interest 
payments is equal to savings by workers and capitalists. In an obvious 
notation: 

I + B + F = g(K + Z) = Sw(W + iKw + iZ) + ScrKc 

= Sw(W + iKw + iZ) + sc(1tK - iKw) 

(1) 
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where the domestic capital stock is K = Kw + Kc, and 3t is the overall nite 
of profit: a weighted average of the interest rate, i, and the capitalists' rate 
of return, r, with weights equal to shares of ownerships, Kwl K and Kef K. 

Note that the growth rate times the stock of foreign assets, gZ, is equal 
to the trade balance, B, plus the inflow of interest payments, F = iZ. Thus, 
B = (g - i)Z < 0 indicates a trade deficit for a creditor country when the 
interest rate exceeds the growth rate. 

In the debtor country, distinguished by an asterisk, equation (1) is 
written in a slightly different form to reflect the fact that, on the one hand, 
the workers' income from property is restricted to interest on that part of 
the domestic capital stock to which they have acquired claims, while, on 
the other hand, part of the domestic capital stock is now owned by foreign 
workers to whom domestic capitalists pay interest. Taking account of the 
fact that the creditor's assets are the debtor's liabilities, so that B + F = gZ 
= -gZ* = -(B* + F*), it follows that: 

I* - B- F = g(K* - Z) = s!(W* + iK!) + s:r*K: 

= s!(W* + iK!) + s:(rt* K* - iK! - iZ) 

(2) 

where K* = K! + K: + Z, and rt* is the overall rate of profit, a weighted 
average of i and r*, with weights equal to shares of ownership, (K! + 
Z)/ K* and K:l K*. 

In addition to (1) and (2), the assumption that wealth shares are constant 
in long-run equilibrium requires that flows of savings by workers and 
capitalists in both creditor and debtor countries, divided by their respective 
assets, are all equal to the common growth rate, g. Thus: 

g = sw(W + iKw + iZ)I(Kw + Z) = s!(W* + iK!)IK! 

(3) 

(4) 

Equations (3) yield the capitalists' rates of return, r = glsc and r* = gls:. 11 

Equation (1) and the first equality in (4) yield an initial expression for the 
workers' share of ownership of the domestic capital stock in the creditor 
country: 

(5) 

This share is positive and less than unity if i < n: < r = glsc. Similarly, for 
the debtor country, equation (2) and the second equality in ( 4) yield: 

K!l K* = (g - s:n:*)!(g - s:i) - (ZIK*) (6) 
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We now eliminate :rr and :rr* from (5) and (6) in order to show how our 
results differ from those obtained by Pasinetti (1974) for a closed economy 
model and from those obtained by Steedman and Metcalfe (1979) in the 
context of an open economy model with a uniform propensity to save. 
Substituting g = scr into (1): 

KjK= _s_w(_W_IQ_) __ Zl K 
(g - swi)v 

Equations (5) and (7) yield: 

ZIQ = 
(sc - Sw)g(W/Q) 

(g - Swi)(g - Sci) 

where v = KIQ is the capital/output ratio. 12 

Similarly, substituting g = s:r* into (2): 

K!IK* = 
s!(W*!Q*) 

(g - s!i)v* 

Equations (6) and (9) yield: 

Z*/Q* = 
(s:- s!)g(W*/Q*) 

(g - s!i)(g - s:i) 

(7) 

(8) 

(9) 

(11) 

Finally, we eliminate W/Q from (7) and (8), and W*IQ* from (9) and 
(10) to obtain expressions, alternative to (5) and (6), for the workers' shares 
of ownership of the capital stock in the creditor and debtor countries, 
respectively: 

sw(Sc - gv) sc(g - Swi)(Z/Q) 
KwiK = 

(sc- Sw)gv (sc - Sw)gv 
(11) 

s!(s:- gv*) s!(g - s:i)(ZIQ*) 
K!IK* = + 

(s:- s!)gv* (s:- s!)gv* 
(12) 

The only difference between the two expressions (apart from the sign of 
the second term in (12) which reflects the use of Z rather than Z*) is the 
switching of capitalists' and workers' propensities to save in the numerators 
of the second term in each equation. This is due to the fact that workers are 
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Z/0 

I glsc 

Figure 26.1 

international creditors in the home country and capitalists are international 
debtors in the foreign country. The second term in each equation captures 
the effect of external debt on the workers' shares of ownership of the 
domestic capital stock. In a closed model, only the first term would be 
present, as shown by Pasinetti (1974). Thus, in comparison with a closed 
economy, the workers' share of the domestic capital stock is lower in the 
creditor country and higher in the debtor country because of the existence 
of international debt. 

Figure 26.1 provides a sketch of the relevant branch of equation (9) 
showing the relationship between the foreign asset to output ratio and the 
rate of interest. 13 If the home country is to be the creditor, as we have been 
assuming in our discussion, it is necessary that the equilibrium interest rate 
fall short of the critical value, f, in Figure 26.1.14 Equation (11) has the 
same form as (9). The graph of Z*IQ* is shown in Figure 26.2, drawn to 
illustrate the case in which f* < 0. 

In order to find an equilibrium interest rate, we impose the requirement 
that home country assets, Z, equal foreign country debts, -Z*, and 
assume, for convenience only, that Q = Q* .15 The equation obtained from 
ZIQ = - Z*!Q* is a third-order polynomial in i. 16 It can be shown (by 
numerical methods) that for arbitrary savings propensities, wage shares, 
capital/output ratios, and growth rate, there may or may not exist a 
positive interest rate less than the overall profit rate in each country such 
that Z/Q in Figure 26.1 is equal to (the negative value of) Z*IQ* in Figure 
26.2. 



H. Gram 475 

Z*/0* 

g/s; I i* 

I 

Figure 26.2 

Suppose savings propensities, capital output ratios, and wage shares are 
as follows: 

Sc = 0.6 

v = 4 

Sw = 0.1 

v* = 5 

s~ = 0.5 

WIQ = 0.7 

si, = 0.1 

W*IQ* = 0.6 

In the home country, the overall profit rate is (1 -WIQ)Iv = 7.5 per cent 
and, in the foreign country, it is (1 - W*IQ*)Iv* = 8 per cent. The 
capitalists' rates of return in the two countries depend on the growth rate. 
If the growth rate is 4.6 per cent, these rates of return are glsc = 7.7 per 
cent in the home country and glsc = 9.2 per cent in the foreign countryY 
In this case, the model admits a meaningful solution. Formally, there are 
three solutions for i: 6.8 per cent, 8 per cent, and 46 per cent. Only the 
smallest of these satisfies the condition that the overall profit rate in each 
country is a weighted average of the interest rate and the capitalists' rate of 
return. Moreover, the interest rates for which ZIQ = 0 and Z*/Q* = 0 
are 7.3 per cent and 5.1 per cent, so that only the smallest solution for the 
interest rate, 6.8 per cent, falls between these critical values. In that event, 
the home country is the creditor and the foreign country is the debtor, as 
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the structure of equations (1) and (2) assumes. 18 The ratio of foreign assets 
(liabilities) to domestic output is 0.99 for the home (foreign) country. In 
the home country, workers own 19.8 per cent ofthe domestic capital stock, 
whereas, in the foreign country, they own 30.6 per cent. (Under autarky, 
these shares are 45.2 per cent and 29.3 per cent, respectively.) The 
workers' share of total assets is 35.8 per cent in the home (creditor) country 
and 38.2 per cent in the foreign (debtor) country. 

The solution to the above example is quite sensitive to the growth rate. 
Given the specified parameter values for savings propensities, wage shares, 
and capital-output ratios, there is no meaningful solution for the rate of 
interest when the growth rate falls outside the interval (4.5 per cent, 5.67 
per cent). 19 The additional requirement that the interest rate exceed the 
growth rate reduces this interval to (4.5 per cent, 4.97 per cent). Only then 
are workers in the creditor country able to consume part of their interest 
income while maintaining the rate of growth of foreign assets. 20 

The conclusion one might be tempted to draw from Steedman and 
Metcalfe's model is overly optimistic, namely, that any feasible growth rate 
larger than si (where s is the overall propensity to consume and i is the 
exogenously determined interest rate) can be accommodated, through 
borrowing or lending on the international capital market. The debts of one 
country are the credits of some other country, and, in our simple two
country formulation, this requirement may preclude a solution to the 
Harrod Problem along the lines suggested by Steedman and Metcalfe.21 

These results suggest an alternative interpretation of the model consist
ent with Kaldor's emphasis on the importance of the distribution of income 
in the process of growth. If a particular growth rate is to be achieved, the 
share of wages in the value of domestic output as well as a country's 
debtor-creditor status, and hence its trade balance, must adjust to the 
requirements of macroeconomic balance. In our example, a growth rate of 
3.5 per cent would be possible if the home country's wage share were 
increased from 0.7 to 0.8 and if the foreign country's wage share were 
increased from 0.6 to 0.75. 22 The equilibrium interest rate in this case is 
approximately 3.9 per cent and the home country's ratio of foreign assets 
to domestic output is approximately 0.83. (Workers' shares of ownership 
of the domestic capital stock and of total wealth change to 43.5 per cent 
and 53.3 per cent, respectively, for the home country, and 48.3 per cent 
and 57.9 per cent, respectively, for the foreign country.) Thus, when the 
growth rate is 3.5 per cent, too high a profit share rules out macroeconomic 
balance. 

3 CONCLUSIONS 

For given savings propensities and capital output ratios, it has been shown, 
in the context of a simple two-country model, that arbitrary wage shares 
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and investment shares (equivalently, arbitrary but feasible profit rates and 
a common growth rate) may not be compatible. Compatibility is defined by 
four conditions: (1) equality between investment plus the current account 
and total domestic savings; (2) constant shares of ownership of assets; (3) a 
common positive interest rate not greater than the profit rate in either 
country; and (4) a recognition of the identity between the assets of one 
country and the liabilities of another. (In steady-state equilibrium, the last 
condition, together with equal growth rates and interest rates, implies an 
equality between one country's trade deficit and the other's trade surplus.) 
Specifying wage shares in addition to savings propensities and capital
output ratios may make it impossible to find any common growth rate for 
which a meaningful interest rate exists. When such a growth rate does 
exist, it will generally fall within a narrow range of values. It follows that, 
in order to sustain a rate of accumulation appropriate to the growth of the 
effective labor force, international borrowing or lending will provide only a 
partial answer to the problem of deficient or excessive savings. Kaldor's 
emphasis on the importance of income distribution therefore remains a 
central element in the reconciliation of warranted and desired growth 
rates. 

Incidental to our discussion has been the further result that the workers' 
share of ownership of the domestic capital stock will be smaller (larger) in 
the creditor (debtor) country than it would be in a closed economy under 
conditions of the Pasinetti Theorem. 

Finally, there is no guarantee that, when a meaningful solution for the 
interest rate exists, it necessarily exceeds the growth rate. If i < g, workers 
in the creditor country are worse off than under autarky since they are 
devoting more of their income to the accumulation of foreign assets than 
they are receiving back in the form of interest payments. 

Within the very limited framework of our model, the main analytical 
problem which remains to be considered concerns some notion of the 
stability of equilibrium. In a steady state, the ratio of the current account 
surplus to the flow of domestic savings is positive for the creditor and 
negative for the debtor. As Bhaduri (1987) has shown, in a model which 
can be reduced to a steady-state formulation similar to the one used by 
Steedman and Metcalfe (1979), such an equilibrium may or may not be 
stable. Bhaduri's stability condition can be shown to imply that the trade 
balance to output ratio is a decreasing function of the rate of growth 
(Gram, 1988). Otherwise, steady-state equilibrium appears to have the 
property of a 'knife-edge' as in Harrod's original formulation. It remains 
an open question whether Bhaduri's result for a small open economy 
carries over to the present model in which savings propensities differ and 
where the interest rate is an endogenous variable. 

It cannot, of course, be claimed that a steady-state model of inter
national debts and deficits has more than a tenuous relevance to the 
pressing problems facing the current system of world trade and payments. 
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Still, it is important to confront the rather optimistic conclusions reached, 
for example, by Roy Ruffin (1979) in the context of a neo-Classical growth 
model of the Solow-Swan type, generalized to account for international 
capital movements. In such a framework, capital movements refer to 
reallocations of the world's productive capacity from countries where the 
marginal product of capital is low to countries where it is high. All countries 
benefit from such a reallocation. Capital exporters receive interest pay
ments whose real value exceeds the output they no longer produce as a 
result of the fact that less of their capital is located at home. Capital 
importers are also better off because the extra output they now produce as 
a result of having more capital located in their country exceeds the real 
interest payments they make to foreigners. This increase in income then 
results, via the increase in savings, in higher equilibrium stocks of capital 
per worker in both countries. In a two-country model, the effect is to lower 
the world marginal product of capital to a level intermediate between its 
autarkic values and to raise real incomes everywhere. 23 Both countries are 
better off for having equalized, and reduced, the relative scarcity of capital. 

Setting aside any doubts as to the meaning of reallocating the world's 
stock of productive capacity, 24 it is evident that the neo-Classical argument 
is subject to the criticism that it relies on the existence of an inverse 
relationship between the capital-output ratio and the rate of profit. The 
fact that no satisfactory theoretical foundation exists for such a relationship 
provides a compelling reason for going back to the beginning, as it were, to 
investigate the properties of Keynes-Harrod type models of the kind set 
forth by Steedman and Metcalfe (1979) and Bhaduri (1987). Taking 
account of differences in savings propensities along Kaldorian-Pasinettian 
lines and, in particular, recognizing the requirement that one country's 
debts are another country's assets, has been the contribution of this paper 
to that larger endeavor. 

Notes 

1. For a succinct treatment of the Harrod Problem, see Eltis (1987). 
2. See, for example, Gram (1976) and Harris (1978, Ch. 4). 
3. See Green (1972) for a detailed analysis of the inefficient case in which the 

growth rate exceeds the interest rate. Discussion of this case was prompted in 
part by Gale's interpretation of his general equilibrium model with imbalance 
of trade for the case of two groups of workers (skilled and unskilled) as 
opposed to two separate countries. 'Our result then says that under suitable 
assumptions about savings there will be an equilibrium price configuration in 
which the wages plus savings of skilled workers exceeds the value of what they 
produce, while that of unskilled workers is less than the value of what they 
produce. Thus, the skilled workers will end up getting more than their share of 
the pie. This could happen without the unskilled workers being aware of the 
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fact that they could "block" this unfair distribution of goods by "seceding" 
from the economy' (Gale, 1971, p. 147). 

4. This is not formally established, however. See Ruffin (1979, pp. 840-1). 
5. Steedman and Metcalfe (1979, p. 217). For a detailed analysis of the formal 

relationships between Steedman and Metcalfe's model and Bhaduri's model, 
see Gram (1988). 

6. The extensive literature on the Pasinetti Theorem includes models in which 
workers save a higher proportion of their interest income than their wage 
income. In a recent paper, Pasinetti (1989) has argued that, on one interpreta
tion, reflecting the presence of a higher rate of tax on profits than on wages, 
this assumption should be reversed: the net propensity to save out of wage 
income will exceed the net propensity to save out of interest income. Kaldor 
considered the high propensity to save out of profits as a characteristic of the 
behavior of corporations as opposed to the behavior of a particular class of 
individuals whose only source of income was profit. (See Kaldor, 1966.) 

7. We are not claiming any realism for the assumption that only workers lend and 
only capitalists borrow on the international capital market. Our purpose is 
rather to take a preliminary step towards generalizing to an open economy an 
important aspect of the basic framework underlying the Pasinetti Theorem, 
namely, the idea that savings by workers implies a distribution of profits 
between capitalists and workers. This occurs within and between countries in 
our simple model. 

8. Because profit is divided between interest payments and capitalists' income, 
the profit rate is a weighted average of the interest rate and the capitalists' own 
rate of return, the weights being given by shares of ownership of the capital 
stock. 

9. We make this assumption in order to rule out the case in which the interest rate 
is exogenous to the small, slower-growing economy in long period equilibrium. 
The interest rate is therefore dependent on all the parameters of the model. 

10. See equation (3) below. Pasinetti (1974, p. 142) has argued that only the 
thriftiest capitalists can survive in long-run equilibrium. Here, we attempt to 
show how two groups of capitalists can survive even though their savings 
propensities differ. Admittedly, the two groups are separated in the sense that 
only interest bearing assets sold to workers are considered, as opposed to direct 
foreign investment. 

11. Note that s~ > s';., and r* = gls~ > i imply i < gls';.,. From (2), written as: 

s';.,W* + (s~r*- s';.,i)K~ = (g- s';.,i)(K*- Z) (2') 

it then follows that K~ > 0 implies K* > Z. Therefore net wealth in the debtor 
country is positive if capitalists continue to exist. This is true a fortiori in the 
creditor country. For a slightly different argument, see Steedman and Metcalfe 
(1979, p. 225, n. 3). 

12. Note that Q = W + nK or nv = 1- (WIQ), whereas income is equal to Q + iZ. 
If sc = Sw, equation (8) simplifies to the result obtained by Steedman and 
Metcalfe (1979, p. 215). 

13. The relevant branch occurs over the range, 0 < i < r = glsc. The complete 
graph of equation (8) has three branches with two vertical asymptotes at glsc 
and glsw, one horizontal asymptote coincident with the horizontal axis, and 
(depending on the value of the interest rate corresponding to ZIQ = 0) two 
extreme points or none. By setting Z/Q = 0, it is easily shown that the external 
assets to output ratio is equal to zero at: 
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f = glsw- (sc - Sw)g(WIQ) < gls < g/s 
Sw(Sc- gv) c w 

Note that the f < glsc if and only if investment exceeds what the capitalists 
would have saved out of total profits if all such profits had accrued to them -
i.e., if and only if ScJCK < gK =I. This condition is satisfied on the assumption 
that the capitalist's rate of return r = glsc, exceeds the general rate of profit, n. 
It follows that the graph of ZIQ cannot cut the horizontal axis betweeen the 
vertical asymptotes and therefore has the form given in Figure 26.1. Note also 
that, because a positive wage share implies 1 > rv, g = scr implies sc > gv. 
Therefore ZIQ remains positive as i approaches minus infinity. 

14. Seen. 13 above. Given sc > gv, it is easily shown that fis positive or negative as 
ScJCK + Sw W exceeds or falls short of investment. This information alone does 
not determine whether a country is a creditor or a debtor in steady state 
equilibrium, as Figures 26.1 and 26.2 and our numerical example make clear. 

15. We thus ignore Q!Q* as a determinant of the interest rate. Absolute country 
size is not, however, irrelevant and, where a solution to the model does not 
exist, variations in Q!Q* may provide the basis for one. 

16. By setting sw = s~, or sc = s~, this cubic in i is reduced to a quadratic. If both 
restrictions on savings behavior are imposed ZIQ = - Z*IQ yields a linear 
relation in i. 

17. Most of the numerical values given are approximate. 
18. In this example, f > 0 (as shown in Figure 26.1), indicating that, when g = 4.6 

per cent, the share of investment, gv, falls short of ScJCV + sw(W!Q) which is 
the autarkic share of savings on the assumption that sc applies to total profits as 
opposed to profits net of interest payments to workers (see nn. 13 and 14). The 
same is true of the foreign country (unlike the case shown in Figure 26.2). This 
excess of the autarkic share of savings over the investment share is greater, 
however, in the home country, which is the creditor in long-period equilibrium. 

19. For growth rates less than 4.5 per cent, the smallest solution fori is larger than 
r = glsc. For growth rates larger than 5.6 per cent, the smallest solution fori 
is negative and the next largest solution is again larger than glsc. 

20. In the example, there is a critical rate of growth (4.97 per cent) for which i = g 
= 4.97 per cent. Trade is then balanced because the creditor's capital outflow 
(import of securities by workers) is just equal to its foreign interest income. 

21. It is easy to show that the crucial difference between our formulation and 
Steedman and Metcalfe's is not the difference in savings propensities of 
workers and capitalists, but rather the requirement that the assets of one 
country are the liabilities of another. Thus, in our two-country example, 
suppose the uniform propensity to save in the home country is 0.3 and, in the 
foreign country, 0.2, and suppose that capital-output ratios and wage shares 
are unchanged. The growth rate must exceed 5/90 or 5.5 per cent to satisfy the 
requirement that the interest rate is positive; and it must fall short of 7.5 per 
cent in order for s- gv to remain positive, given that s*- gv* is negative within 
the interval, 5.5 per cent< g < 7.5 per cent. 

It may also be noted that, as g increases through this interval, the interest 
rate also increases (from zero to 25 per cent). In the example in the text, a 
higher growth rate is associated with a lower interest rate because n is given 
and r = glsc increases with g. Because the profit rate is a weighted average of 
the interest rate and the capitalists' rate of return, it follows that the interest 
rate must be lower when the growth rate is higher unless the weights change 
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significantly. (These weights are the ownership shares which vary with g, i, and 
Z/Q, as shown in equations (11) and (12).) The differing results in these 
examples suggest that there may be certain critical savings propensities for 
which i is invariant to changes in g, but this is only a conjecture. 

22. The range of feasible growth rates is sensitive to wage shares. If our example is 
altered by reducing the wage share in the home country to 0.75 from 0.7, there 
is no growth rate for which the home country is a creditor and i exceeds g. A 
growth rate of 5 per cent, however, does yield a ratio of external assets to 
output of 10.3 per cent for the home country and an interest rate of 2. 7 per cent 
< 5 per cent. The creditor country is running a trade surplus, but only for the 
purpose of allowing its external assets to grow faster than the interest rate 
without any long-run benefit for the workers who own those assets (see n. 3 
above). 

23. Ruffin (1979, p. 386). 
24. There is, of course, a huge neo-Classical literature on precisely this problem. 

And, indeed, for a static allocation theory, it is entirely natural to think of 
international investment as a movement of factors. See, for example, the 
survey by Ruffin (1984). Occasional reservations are sometimes expressed by 
the contributors to this literature. See the brief comments by Ronald Jones on 
'the optimal location of already existing capital equipment' (Jones, 1967, 
pp. 37-8). 
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Post-War Growth 



27 Kaldor's Growth Theories: 
Past, Present and 
Prospects for the Future 
R. Boyer and P. Petit 

All during his life, Nicholas Kaldor touched and investigated an impressive 
number of areas within economic analysis. Every economist knows his path 
breaking papers on speculation, non-linear models of the business cycle, 
his alternative theory of distribution, and so many other topics on taxation 
and economic and monetary policy. However, growth and development 
theories had been a recurrent theme for him all throughout his life. 
Around a basic core analysis, Nicholas Kaldor continuously revised his 
precise views about the factors limiting growth, whereas his hypotheses 
have been challenged. Still more, the breaking down of previous growth 
trends in the 1970s and the uncertain prospects about a recovery in the 
1990s bring new questions into the cumulative causation model. 

The present paper is built as a tribute and critical assessment of Kaldor 
growth theory and aims at suggesting that it still provides very stimulating 
insights and analytical tools for any economist analysing the present state 
of advanced capitalist countries. First the intellectual biography of Nicho
las Kaldor and the main characteristics of his basic growth theories are 
presented (Section 1). But one of the weaknesses, often stressed, relates to 
his reduced form analysis. Therefore, in a second step a structural form of 
the model has to be presented. In fact, the distinction between the factors 
explaining for productivity increases (i.e. the productivity regime) and the 
demand generating mechanisms (i.e. the demand regime) allows both 
analytical clarity and a more general analysis (Section 2). Does this 
framework overcome the instability of the Kaldor-Verdoorn relations, 
which many empirical studies exhibit? It is then shown that the econ
ometric evidence available is mitigated, using either long run US data or 
cross national comparisons (Section 3). Finally, a further deepening of the 
seminal analysis about the cumulative growth model is proposed, in order 
to cope with the challenge of the 1990s: is a renewal of fast and steady 
growth possible? (Section 4). 

485 
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1 BACK TO KALDOR'S GROWTH THEORIES: STRENGTHS 
AND WEAKNESSES 

Let us briefly present the various models proposed by our author and then 
focus upon the founding principles of the explanation, without duplicating 
othersurveys(F. Targetti, 1988, 1989;A. P. Thirlwall, 1987;T. Michl, 1985). 

A Recurring Theme, an Ever-adapting Framework 

During the 1930s, Nicholas Kaldor made his first contribution to economic 
theory by studying the concepts of equilibrium, imperfect competition, the 
influence of wages upon employment, and by reinterpreting and generaliz
ing the message of Keynes' General Theory. Therefore, he analysed 
mainly short and medium run equilibrium: using a Keynesian reflation 
policy, can full-employment be steadily maintained? On the contrary, is 
not the cycle an intrinsic feature due to the mutual adjustment of profit and 
investment? 

In fact, one of his first papers on growth theory seems to have been 
published in 1954, unfolding a series of other contributions all through the 
three subsequent decades. Perceptive of political agenda and basic econ
omic facts as he was, Nicholas Kaldor could not ignore that after World 
War II the macroeconomic problem had drastically changed. Given the 
control by the State of short run fluctuations, is long run growth possible? 
Quite originally, he developed path breaking models compared with the 
so-called post Keynesian growth theory worked out by Harrod and Domar. 

In the 1950s, Nicholas Kaldor (1957) proposed a theoretical model of 
growth, challenging the neo-Classical distinction between factor substitu
tion along a given production function and the general shift of this function 
due to technical change. In this first formalization, the technical progress 
function relates productivity improvements to the size of the investment 
sector. Simultaneously, he provided another mechanism for explaining 
factor prices: in his 1956 paper on alternative theory of distribution, the 
share between wage and profit plays the same role as technical substitut
ability within the R. Solow (1956) seminal paper on growth theory. These 
ideas are extended and refined in the subsequent 1962 paper jointly written 
with J. Mirrless. 

These papers could have launched an original brand for Keynesian 
growth theory, but it was not the case due to earlier criticisms and the 
progressive surge of neo-Classical growth theory. A decade later, Nicholas 
Kaldor addressed a more empirically oriented issue: Why is the United 
Kingdom growing so slowly? Once again, he provides a quite different 
answer compared to E. F. Denison's (1987) views about the famous issue: 
why do growth rates differ? In his 1966 paper, Kaldor still focuses upon the 
role of technical change, but gives a more applied explanation of growth 
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differentials. He combines three major hypotheses. First, the manufactur
ing sector is the engine of growth, setting the pace for others including the 
services. Second, dynamic increasing returns to scale are the major factors 
explaining manufacturing productivity improvements. Third, the limiting 
constraint for this cumulative growth is the scarcity of human resources to 
be incorporated into the manufacturing sector. According to this model, 
the early decline of agriculture would be the main reason for the poor 
British performance, whereas on the contrary France, Italy and Germany 
have benefited from a fast shift of working population from agriculture 
towards the manufacturing sector. 

But this was not at all his final view. During the 1970s, he kept perma
nently revising some of his previous hypotheses. A lively debate took 
place, challenging both the empirical relevance given (the statistical tests 
seem to be shaky as noted by B. Rowthorn (1975)) and the theoretical 
framework itself: were not diverging growth rates the outcome of a 
catching up effect? But the major changes in Kaldor's views derive from 
the tendency to stick to the evolutions observed during the 1970s. It was 
clear that the rising unemployment challenged the view according to which 
labor scarcity was limiting manufacturing and therefore economy wide 
growth. Consequently, he put forward successively three new hypotheses. 

Looking at the rising external imbalances opposing surplus to deficit 
countries, Nicholas Kaldor then proposed that structural competitiveness is 
indeed the limiting factor, extending previous models by W. Beckerman 
(1965) and A. P. Thirlwall (1987). The 1981 paper published in Economie 
Appliquee gives a suggestive account for the corresponding model: 
national growth is set according to the evolution of export and import 
propensity. A more sophisticated analysis, including the role of increasing 
returns to scale generally confirms the same conclusion (R. Boyer, P. Petit, 
1984). The Cambridge Economic Policy Group (1980), F. Cripps (1978) 
provided an international model according to which the world macroecon
omic evolutions were set by the economic policy adopted by surplus 
countries. Then comes a second explanation by Nicholas Kaldor when he 
observed the decline of Keynesian ideas and the surge of conservative 
policies. Austerity measures by the Japanese and German governments 
would explain the large increase in world unemployment rates from the 
mid-1970s to the mid-1980s. 

Therefore, according to a typically Keynesian idea, growth would de
pend upon the economic policy followed by the leading countries. Last but 
not least, our author proposed a third alternative hypothesis. In his 1976 
paper on 'Inflation and recession in the world economy', he put forward 
the impact of a lagged reaction of primary products' supply to previous 
changes in relative prices. Roughly speaking, he proposed the equivalent 
of a long wave Kondratief model: when manufacturing growth speeds up at 
the end of the boom, a scarcity of primary and raw materials appears, 
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inducing a worsening of the terms of trade detrimental to the manufactur
ing sector. Consequently, its rate of profit declines, levelling off the 
investment, and therefore aggregate demand and production; as most raw 
product markets are flex prices, the previous evolution is halted and spurs a 
down-swing. Simultaneously, the new production capacities previously 
built in the primary sector prepare the next recovery. 

Clearly enough, just as John Maynard Keynes, Nicholas Kaldor ex
pressed various views on the very same issue about growth theory. Never
theless, let us now extract the core of his analysis. 

The Cumulative Growth Model: The Basic Hypotheses 

The model originated in A. Young's (1928) seminal paper on increasing 
returns. According to A. Young, A. Smith's famous law stating that the 
division of labor depends upon the size of the market should be understood 
broadly as implying the existence of increasing returns to scale for the 
industry as a whole. The originality of A. Young's argument was to stress 
the fact that this characteristic was not simply the result of the existence of 
firms with increasing returns to scale (a very real possibility for all that), 
but was also due largely to the appearance of new products and new modes 
of production made possible by the size of the markets. For sure, a market 
implies purchasing power, but also a series of productive activities linked 
by a network of exchanges. The extension of a market may start a chain 
reaction. In the first instance, it makes possible an increased division of 
labor in the production process concerned, which opens the way for the 
introduction of new machines, which in turn develop new markets and speed 
up the scrapping of obsolete production processes. All the activities linked by 
the market help to yield increasing returns and 'change becomes progressive 
and propagates itself in a cumulative way', to use Young's own terms. 

A. Young seemed therefore to add to Adam Smith's principle that, 
reciprocally, the extent of the market depends upon the division of labor 
(which amounted to restore the over criticized Say's law). But as noticed 
by N. Kaldor (1972), A. Young saw clearly that the combination of Say's 
law with Adam Smith's theorem was not enough to ensure that 'change 
becomes progressive and propagates itself in a cumulative way'. To tell 
more on demand induced by changes in the organisation of production 
would have required the bases of Keynesian economics. G. Myrdal (1957), 
who coined the term circular and cumulative causation', was not more 
explicit on the subject; he used the model to account broadly for the 
widening gap between rich and poor countries. 

When N. Kaldor (1966) first referred to cumulative causation (then 
qualified as 'process of interaction between increases of demand induced 
by increases in supply and increases in supply generated in response to 
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increases in demand') as a means to analyse the causes of the slow rate of 
economic growth in the UK, he mainly stressed the role of increasing 
returns in manufacturing sectors. The empirical P. J. Verdoorn's (1959) 
law, which related productivity gains with demand growth, was exhibited 
as inescapable evidence of these increasing returns. The model was made 
more explicit in further works (N. Kaldor (1970), (1972)) where account 
was given of both the effects of productivity changes on demand and the 
origin of the exogenous changes in demand which could launch the whole 
process of cumulative growth. 

A basic explanation of demand inducement by productivity change 
relied on J. Hicks' (1950) 'super-multiplier', which showed that under 
certain assumptions "both the rate of growth of induced investment, and 
the rate of growth of consumption, become attuned to the rate of growth of 
the autonomous component of demand, so that the growth in an auton
omous demand-factor will govern the rate of growth of the economy as a 
whole' (N. Kaldor, 1970, p. 146). The major role of the autonomous 
component of investment was therefore underlined in the early Keynesian 
tradition. Only in the late 1960s was the role of exports fully acknowledged 
as an autonomous demand-factor able to govern overall economic growth 
rates (as suggested by W. Beckerman's 1965 export led growth model and 
reckoned by N. Kaldor, 1970). But exports themselves depend both on an 
exogenous factor (the growth rate of world demand)' and on an endogen
ous factor: the "efficiency wages" (i.e. the index of money wages divided 
by the index of productivity) as defined by J. M. Keynes and reported by 
N. Kaldor, 1970, p. 147). 

Leaving this export relationship, it requires the simultaneous presence of 
a number of favourable factors to link the productivity gains (i.e. supply 
changes) with demand growth. N. Kaldor underlines the need for a passive 
monetary system (letting the money supply grow with credit demand), and 
for merchants who are ready to adjust their stocks so as to maintain prices. 
The conditions for a big enough 'elasticity of demand, to supply changes 
are stringent, and renders 'the 'self-sustained growth' ... a fragile thing' 
(N. Kaldor, 1972, p. 196). 

A Clarifying Device: A Two-sided Causality 

Not withstanding the various specifications set out by Kaldor (on the 
sectoral dimension of the process or on demand formation), we can see the 
cumulative causation model as basically combining two assumptions, say
ing respectively: 

1. That demand growth q favours productivity gains pr. 
2. That productivity gains pr induce expansion of demand q. 
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(I) Demand regime q = C.pr + 0 

pr II 

q 

Figure 27.1 A stable equilibrium 

The first assumption expresses a positive relationship between growth 
rates q and pr where the causation runs from q to pr (pr = f(q)) and 
conversely in the second assumption the causation goes from pr to q 
(q = g(pr)). 

Even in this simplified version, the cumulative causation model can lead 
to a great variety of configurations where the economy moves accordingly 
towards larger or smaller, steady or unsteady, growth rates. 

Figures 27.1 to 27.4 illustrate this diversity so as to stress the conse
quence of the various laws of productivity (how productivity gains are 
obtained) and demand (how productivity gains generate demand growth). 
This decomposition of the reduced form of the conventional Kaldor
Verdoorn relation brings some clarity into some of the controversies raised 
by Nicholas Kaldor's writings. 

1. A cumulative process of growth, if to be sustained on a permanent 
basis, derives from the structural compatibility of a demand regime and a 
productivity regime (Figure 27.1). The stability conditio'n calls for a 
limited sensitiveness of demand to productivity, for any given elasticity 
of productivity with respect to growth. 

2. This generalized model explains why such a process might never occur 
for a specific economy, for example if the income distribution mechan
isms do not fit with the productivity regime (Figure 27.2). This gives an 
insight with which to address Myrdal's issue: why some economies do 
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(II) Productivity regime pr = A q + 8 

pr 

Figure 27.2 An unstable equilibrium 

pr 

q 

Figure 27.3 Can the Kaldor-Verdoom relation be estimated by simple least 
squares? 

491 

not experience a cumulative growth as older, industrialized capitalist 
countries did? 

3. The objection by B. Rowthorn (1975) about the difficulties in estimating 
Kaldor-Verdoorn relations can be answered. The estimated relation 
will correspond to the required productivity regime function if the shifts 
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pr 

Io 

q 

Figure 27.4 The general case: the need for a complete estimation 

occuring in the economy are affecting only the demand regime (Figure 
27.3). 

4. In the general case, structural changes modify both productivity and 
demand regimes. Therefore, the conventional single equation estimates 
lead to a biased elasticity of productivity with respect to growth (Figure 
27.4). Since cumulative evidence supports such an hypothesis, the 
apparent instability of the Kaldor-Verdoorn relationship finds a quite 
natural explanation. 

The cumulative causation model has therefore to be more rigorously 
framed into a complete set of structural equations, as done for instance by 
H. D. Kurz (1990). Here, one has to explicitly state the different steps and 
variables contributing, in each case, to the obtainment and the diffusion of 
productivity gains. 

2 TOWARDS A FULLY-FLEDGED STRUCTURAL MODEL 

Let us now consider in more detail the theoretical grounds and empirical 
bases for both relationships between demand and productivity. Endogen
ous and exogenous variables have to be brought in to account for each 
specific equilibrium. The schematic form, presented above, considered 
only exogenous changes in productivity gains and demand growth to assess 
the stability of the current growth path. The real world is submitted to a 
large variety of exogenous changes across time and to a great diversity 
among countries. Empirical tests have therefore to rely upon explicit 
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models accounting, as much as they can, for these differences. We shall 
first consider how demand growth stimulates productivity gains. 

A generalization of the Kaldor-Verdoorn Law: 
The Notion of Productivity Regime 

According to Nicholas Kaldor's own writings, as well as the huge literature 
about technical change, many mechanisms may lead to an ex post positive 
relationship between productivity trends and growth rate in the medium 
long run. But how to disentangle so many interrelated factors? Just for 
simplicity's sake, five different mechanisms might be at work in modern 
capitalist economies. 

1. As far as static increasing returns to scale are concerned, the size of the 
equipment in some manufacturing industries is a key factor in unit cost 
formation: the larger the size, the lower the cost. Such a relationship is 
clearly operating in process industries, in which for instance, the cost 
varies with the surface, whereas capacity and therefore productivity 
grows with the volume. Therefore, the elasticity of production with 
respect to inputs should be around ¥3. This feature could be captured by 
a conventional variable in industrial economics, i.e. minimum efficiency 
scale (MES). 

2. ·But according to A. Smith and A. Young or even A. Marshall, the 
returns to scale are not limited to the internal organization of the firm, 
but express themselves too by the deepening of the division of labour 
due to the expansion of the market. By nature, this link between 
average productivity and market size can only be reaped at the macro 
level of the whole economy. From a formal point of view, this could be 
expressed either by a static relation between the absolute level of 
productivity and total production (for example in a cross section analy
sis), or by a dynamic link between productivity trends and demand 
increases (to be used in time series). This is precisely the conventional 
Kaldor-Verdoorn expression. Nevertheless three other mechanisms 
can deliver such a relationship. 

3. The previous mechanism could be obtained only via labour division 
and changes in human skills, whereas many monographs and much 
statistical evidence suggests that some technical advances are embodied 
into specific equipment and machine tools. Two sub-hypotheses have to 
be combined in order to explain accordingly an ex-post close relation
ship between productivity and growth. First, following W. Salter (1960) 
and many macroeconometric models which retain a vintage analysis 
of capital, average productivity should depend upon the size of invest
ment which brings up to date technologies and upon the rate of scrap
ping. Second, investment decisions should be related to demand 
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expectations, themselves formed according to past sales, and scrapping 
set according to the pressure exerted by real wage increases. A priori, 
such combination of hypotheses could contribute to a positive relation
ship between productivity and growth. 

4. Another source of dynamic increasing returns to scale has been put 
forward by many monographs, managerial investigations (Boston Con
sulting Group), and has been taken into account in growth theory, for 
instance by K. Arrow (1962). Learning by doing and, by extension, 
learning by using, do provide mechanisms according to which the 
repetition of tasks, as well as of managerial problem solving, spurs 
invention and innovation by workers and managers. The cumulative
ness of such a process is usually captured by adding an endogeneous 
improvement of total factor productivity into conventional production 
functions. This factor is measured by an index of cumulated past 
production, at the micro or macro level. Analytically, this is not exactly 
similar to productivity-growth relationships, but the flavour is quite 
similar indeed. 

5. A final insight can be added: empirical studies have suggested that 
innovative activity is enhanced by buoyant demand outlook, according to 
a demand driven view of technical change (E. Mansfield, 1961; 
Schmookler, 1966). Therefore, on one side productivity growth ben
efits from innovation, on the other side the very success of the growth 
process spurs innovation. This virtuous circle between innovation and 
demand therefore exhibits another root for a possible Kaldor-Verdoorn 
function. Similarly, along a given socio-technical paradigm and trajec
tory, (G. Dosi et. al., 1988), the probability of success of any RD 
expenditure is the higher, the larger the available stock of knowledge 
deriving from previous innovations. Again, a form of cumulativeness is 
embodied into such a formalization. 

Then, an aggregate productivity regime can be generated by combining 
the previous five mechanisms and elaborating a complete system. The 
initial reduced form pr = pr( q) can thus be split into the following system: 

1 
pr = _! (q, Q, 1/Q, MES, INNO, ... ) 
1/Q- G(q, PRO!PQ, INNO, ... ) 
MES = H(Q, .. . ) 
INNO = J(STOCKINNO, q, RD, ... ) 

(1) 
(2) 
(3) 
(4) 

with Q level of production, q its growth rate, I the level of investment, 
INNO an index for innovation, MES minimum efficiency scale, PRO/PQ 
the share of profit in value added, RD the current expenditures in Re
search and Development. The first equation gives the main factors for 
productivity increases (growth, size of the market, investment rate, mini-
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mum efficiency scale, innovation). The second explains the rate of invest
ment by demand growth, profit share and innovation. The third one gives 
the minimum efficiency scale as a function of the size of the market, 
whereas the fourth one describes current innovation with respect to past 
stock of knowledge, demand growth and RD expenditures. This system 
leads to the following reduced form for the productivity regime: 

pr = pr (q, Q, RD, PROIP.Q, . .. ) (I) 

Such a framework has a clear advantage: a separate analysis of the 
various mechanisms can be made and the relative contributions of each of 
them investigated. Still more, each socio-technical system is probably 
characterized by an original mix, combining capital embodiment, learning 
by doing, innovation, static increasing returns to scale and so on. Con
versely, any breaking down of such a system might explain the breaking 
down of the previous productivity regime equations. 

This seems precisely to have taken place during the 1970s in most OECD 
manufacturing sectors. Converging evidences (T. Michl, 1985; R. Boyer 
and P. Petit (1981), R. Boyer, P. Ralle, 1986) oppose two periods. Before 
1973, even a crude econometric test exhibits a close relationship between 
productivity trends and growth (Figure 27.5a). The result is quite at odds 
with standard neo-classical theory which basically assumes an exogeneous 
technical change. But then, the Kaldor-Verdoorn relation should be 
horizontal, whereas the upward slope is obvious, even when slowly grow
ing (United Kingdom) and highly growing (Japan) manufacturing sectors 
are included. After 1973, this clear relationship vanishes (Figure 27.5b). 

Most institutional and empirical studies suggest a key hypothesis: the 
transition from one technological system to another (Cf. Freeman, 1984). 
The shift in the productivity regime would be the expression of such a 
structural change. This suggested generalization along Kaldorian lines 
seems to cope with one of the major objections addressed to the 1966 
formulation. But now the cumulative causation model has to deal with the 
complementary relation about demand generating mechanisms. 

The Impact of Productivity Upon Income and Demand: 
Demand Regimes 

Productivity increases can act upon the various components of demand 
either through price effects or through changes in wages and profits. 
Therefore, in order to explain the link between productivity and demand, 
one needs to account first for the parting of productivity gains between 
price or distribution changes, and second the impact of these price and 
income effects on the various components of demand. Households' con
sumption, C, firms' investment I, net exports X-M define the components 
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Figure 27.5 The relationship between growth and productivity: the reduced 
form approach and its limit (from Boyer & Raile, 1986). 
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of demand Q (in constant terms and ignoring public expenditures). Ac
cording to rather conventional hypotheses, let us propose the following 
structural equations, in which each capital letter labels a variable expressed 
in absolute levels, while the same lower-case letter describes growth rates. 

Q = C + I + (X-M). 
C = c.(N.RW) + g 
1/Q = a.(PROIP.Q) + b.q + d 
X- M = e . QW + f. Q + h(P- PW) 
NW = k.PR + l. P + o 
P = m . (SNIPR) + r. PW 
RW=NWIP 
PRO/P.Q = 1- (SNIPR) 
N = QIPR 

q = q(pr, gw, pw, . ... ) Demand regime reduced form 

(5) 
(6) 
(7) 
(8) 
(9) 

(10) 
(11) 
(12) 
(13) 

(II) 

Aggregate production (5) varies according to effective demand, a rather 
Keynesian and kaldorian hypotheses. Household consumption (6) derives 
from the real wage (R W) and the employment level. It would be a minor 
difficulty to add a positive propensity to consume out of profit (H. Hage
mann, 1990), but the model will be kept as simple as possible. The rate of 
investment (1/Q) (7) is linked jointly to the profit share and the rate of 
growth, the relative intensity of these two factors distinguishing between 
Keynesian (b > 0 and a :::::: 0) and classical regimes (b :::::: 0, a > 0) of 
investment. The shift could be made endogenous (S. Marglin, 1990). Net 
exports (8) are related to the trends in world and home demand (QW and 
Q) as well as to a price competitiveness factor, comparing domestic and 
foreign prices. The nominal wage (9) is the outcome of a double indexa
tion, with respect to productivity increases and inflation. In the following 
discussion, the degree of indexation with respect to productivity will play a 
major role in generating various demand regimes. The general level of 
prices (10) is set according to a mark-up applied to labor unit cost, given 
the world prices. The three last equations define respectively real wage 
(11), the share of profit (12) and the employment level (13). 

From this complete system of structural equations, one derives an 
aggregate demand function, which can be conveniently summarized by a 
demand regime reduced form (function (II). Basically, it describes the 
impact of any given productivity trend upon demand generation. It shows 
the variety and complexity of the transmission mechanisms, which are 
crucial to any analysis of the self reinforcing adjustment of technical 
change and demand, i.e. the core of the A. Smith-A. Young-N. Kaldor 
views about the growth process. But precisely, the conditions on the 
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elasticity of demand (N. Kaldor, 1972) can now be addressed. On one side, 
for a given regime the demand may shift according to international and 
exogeneous changes. On the other side, in the long run, the very dynamic 
of the system might lead to significant changes in some crucial parameters, 
basically productivity sharing between wages and profits, the degree of 
openness and the competitiveness of each national economy. 

Keynesian Versus Classical Demand Regimes 

Previous investigations (R. Boyer, 1988) have exhibited four configura
tions according to the combination of two main mechanisms: the degree of 
indexation of wage with respect to productivity and the relative influence 
of demand and profit upon investment decisions. The corresponding 
framework is here extended to an open economy, therefore adding a 
competitiveness term in the analysis. In this simple model, the role of profit 
upon investment on one side, that of unit cost upon net exports on the 
other side are similar, which eases such a generalization (Figure 27.6). 

1. A pure Keynesian demand regime comes out when wage indexation is 
sufficiently high, whereas accelerator effects outrun the profit motive in 
setting investment levels and the national economy is not submitted to 
any strong external pressure. Then quite intuitively, aggregate demand 
increases with productivity (Configuration 3). Implicitly at least, such a 
configuration can be labelled as Keynesian, since it fits quite well with 
the conception of General Theory and Nicholas Kaldor's writings. 
Similarly, it has some connection with the Fordist regime, put forward 
by the 'regulation' approach in order to explain the unprecedented 
post-World War II growth (R. Boyer, 1989). Section 3 gives some 
empirical evidences about this period. 

2. An hybrid Keynesian demand regime associates a high indexation of 
wage with a strong profit motive and/or external competitiveness press
ure. Under such circumstances, the negative influence of productivity 
upon profit, and therefore investment and net exports, is not balanced 
by consumption growth. Therefore, the demand is now decreasing with 
productivity (Configuration 4). This case seems representative for the 
advanced capitalist economies during the 1970s, when a spreading 
internationalization and the levelling of profit and investment exerted a 
strong pressure upon the previous keynesian demand regime. This 
hypothesis is tested in section 3. 

3. A pure classical demand regime is obtained when a low degree of 
indexation of wage with respect to productivity prevails. Then, if 
productivity increases, unit costs are lower which enhances net exports, 
while profit share rises and spurs investment. In that case, these positive 
effects are strong enough to balance the negative impacts upon real 
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wage and consumption. Consequently, the demand regime is again 
upward sloping (Configuration 1). Let us note in passing that Configura
tions 3 and 1 lead to the same reduced form equation, in spite of 
contrasted mechanisms for productivity diffusion. 

4. An hybrid classical demand regime corresponds to the last configuration 
available: the investment is mainly demand driven and the national 
economy slightly or not at all open to foreign competition, but wage
earners don't benefit from a sufficient indexing with respect to pro
ductivity. The demand regime is therefore declining with productivity 
(Configuration 2). Again, this case and the hybrid Keynesian demand 
regime exhibit clear similarities, even though the structural character
istics are at odds. This hybrid classical demand regime apparently 
prevailed in the US during the inter war years (R. Boyer, 1988, C. 
Leroy, 1988). 

How does this framework enlighten post World War II growth and 
crisis? Does it solve some of the puzzles which hindered the initial cumula
tive causation model? It is now time to address more empirical issues: what 
is the relevance of this generalization? 

3 FROM GROWTH TO CRISIS: A CHALLENGE TO THE 
GENERALIZED KALDOR'S MODELS 

Any empirical test of such a framework has to face very specific constraints 
and requisites. Initially N. Kaldor (1966), and then F. Cripps and R. 
Tarling (1973), used simple regression upon cross-national long run aver
age rates from main macroeconomic variables. But strong objections have 
frequently been raised (B. Rowthorn, 1975): is there any reason for the 
model to be universal? How to solve the simultaneity problem between 
employment, demand and productivity? Do not the results rely too much 
on extreme case such as Japan and UK? A priori, historical time series 
should be used in order to take into account national specificities. But 
sufficiently long series have to be available, which in fact restricts most of 
the econometric studies to the US economy. Even in that case, it turns out 
to be very difficult to disentangle two very different mechanisms explaining 
a positive correlation between growth and productivity. In the short run, 
the well known productivity cycle takes place: when the economy recovers, 
productivity is booming and conversely declines during down-turn. Tra
ditional employment functions incorporate such a pattern (R. Brechling 
and P. O'Brien, 1967). In the medium-long run, quite different mechanisms 
explain such a correlation: the role of investment, dynamic increasing 
returns to scale, learning by doing, now play a prominent role (see above 
section 2). Econometric tests on annual data usually mix these two mech-
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anisms (C. Leroy, 1988). Therefore, it might be prefered to build medium 
term data, smoothing out cyclical patterns and then to estimate the model 
on this new set of variables (L. Caussat, 1981). 

Given these caveats, let us summarize briefly the major conclusions 
suggested by the various available studies. First, the generalized KAL
DOR's growth model is used in order to explain growth differentials 
between major European countries until the Seventies. Then, an extension 
of this model will be estimated in order to understand long run growth for 
the United States manufacturing sector. Finally, the changes in the pro
ductivity regime will be investigated and simultaneously some hypotheses 
about the shift in the demand regime will be tested for main OECD 
economies, using the more recent data for the Eighties. 

A Cross-section Analysis for European Manufacturing: A Correct Fit 
Until the Crisis 

Attempts to disembody the respective effects of capital formation, work 
organization and technical change have brought some more backing to the 
cumulative causation model, if restricted to manufacturing industries (A. 
Parikh, 1978). Thus, pooling cross-section and time-series data for six 
European countries, R. Boyer and P. Petit (1981) show that a four 
equation formulation of the cumulative model is rather consistent to 
account for average productivity differentials over four business cycles 
during the period 1960-76. The model, summarized in Table 27.1, includes 
an employment relation and an investment function which helps to dis
tinguish between the effects tied to capital formation and those due to work 
organization and endogeneous technical change. Innovations variables 
stand for the exogeneous part of productivity advances. Three main results 
have to be stressed: 

1. The apparent elasticity of productivity with respect to growth turns out 
to be around 0.60. Nevertheless, this ex post estimate derives from two 
different mechanisms: pure increasing return to scale (around 0.57) and 
the impact of investment and the acceleration mechanisms (about 0.03), 
as shown by combining the equations (1), (2), (5). This global estimate 
is basically consistent with most of the available direct estimates. 

2. The demand regime- obtained by using relations (3) and ( 4)- is slightly 
upward sloping. Given the elasticity of export with respect to pro
ductivity and the impact upon aggregate demand, the slope is around 
0.18. Therefore, any exogeneous shift in the productivity regime raises 
output growth but lowers significantly the employment level. The 
competitive motive is not strong enough to balance the direct and 
mechanical negative effect of technical change upon the employment 
trends. 
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3. The statistical fit is rather satisfactory given the simplicity of the struc
tural model which has been estimated. At the confidence level of 10 per 
cent, the returns to scale are significantly superior to 1, which seems to 
contradict a basic hypothesis of general equilibrium theory, as well as 
standard neo-classical growth models. 

All these results bring a clear support to N. Kaldor's views, while 
replying to earlier criticisms about the bias towards a reduced form 
approach and the shakiness of econometric tests. Nevertheless, this gener
alized model is not without clear shortcomings. On one side, international 
heterogeneity is not totally explained, since dummy variables for Belgium 
and UK had to be added. Again the validity of a unique and universal 
model can be challenged. On the other side, internal demand has been 
kept exogeneous, which skips aside the sensitivity of demand with respect 
to productivity. In order to overcome these two limits, let us now tum 
towards another data set. 

A Model for US Manufacturing: Merits and Limits 

In a very stimulating, but alas unpublished working paper, L. Caussat 
(1981) has elaborated and estimated a cumulative causation model for the 
American manufacturing sector from 1899 to 1976. In order to abstract 
from short run fluctuations, he built aggregate data smoothed over the 18 
cycles which took place in United States during this period. Simul
taneously, very long series about patenting allows two original measures 
for innovative activity (INN01, INN02) to be included in the employ
ment, investment and external trade equations. Furthermore, the real 
wage is now endogeneous and reacts to productivity variations. The very 
building of data over a whole cycle makes sure that the estimates capture 
medium-long run mechanisms and not the short run productivity cycle. 
Three major results emerge (Table 27.2): 

1. The existence of increasing returns to scale cannot be rejected at a very 
high confidence level. Again, the ex post elasticity of productivity with 
respect to growth is around 0.5, as exhibited by both relation (1) and 
(4). With respect to the previous model, two other factors contribute to 
productivity increases. Firstly, machinery and manufacturing building 
have opposite effects upon employment: the former enhances pro
ductivity, while the later spurs employment. Therefore investment, 
according to its composition, has both productivity and capacity effects. 
Secondly, innovation plays a significant but modest role in productivity 
improvement, directly via labor saving biases, indirectly in stimulating 
investment in machinery. 
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2. The demand regime is clearly upwards sloping, since now the real wage 
reacts to productivity according to an elasticity around 0.3 (equation 
(3)). Simultaneously, the ratio of export to import is strongly sensitive 
to productivity advances with an elasticity about 2.65 (equation (2)). 
Therefore aggregate demand now increases by 0.43 per cent when 
productivity is raised by 1 per cent (equations (5) and (6)). Conse
quently, any exogeneous upwards shift in the productivity regime, 
enhances growth but seems to destroy employment. Again, a desindus
trializing bias of technological change emerges: when innovation speeds 
up, as far as the model is correct, the absolute and relative levels of 
manufacturing employment decreases. 

3. The statistical fit is rather good, as shown by the very high significance 
level of most variables. The basic mechanisms cannot be rejected, on 
the evidence of three quarters of a century in American history. Never
theless, the simulations somehow mitigate such a positive assessement. 
Of course, the major fluctuations in growth rates are well captured by 
the model (Graph 3), especially during the interwar period. Neverthe
less, after 1965, one notes a large discrepancy between observed and 
theoretical values for manufacturing value added. The discrepancy is 
rather impressive for productivity (Graph 4). After 1965, the model 
predicts a mild acceleration, whereas American manufacturing has 
experienced a very significant slow-down. 

Therefore, a rather contrasted picture comes out. For any follower of 
Kaldorian ideas, the acceptance of the cumulative growth model is seem
ingly strengthened. Quite on the contrary, many others might challenge 
the relevance of this model: after all it does not solve the American 
productivity puzzle that it intended to enlighten. Nor did E. F. Denison 
(1987). But as D. Gordon (1990) pointed out, the Kaldorian system 
probably exhibits too much cumulation and too little disaccumulation. The 
British manufacturing industry in the 1980s would provide quite similar 
diverging trends: high productivity rate, but moderate sales growth. Basi
cally, scrapping and modernizing via rationalization are not dealt with by 
the Kaldorian model, an evident drawback indeed in analyzing the 1970s 
and 1980s. 

The stability of the model in the long run is therefore challenged. Two 
other studies seem to confirm some major changes occurring in the Ameri
can economy. After the Second World War, wage formation seems to have 
shifted from mainly competitive to administered, with an explicit sharing of 
expected productivity increases (R. Boyer, 1988; C. Leroy, 1988). After 
the mid-1960s, the productivity regime shifted downward by 1.5 per cent, 
and this slow-down cannot be accounted for by most of conventional 
factors. In this respect, the estimation of a two sections model (M. Juillard, 
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1988) does confirm this conclusion, already reached by the growth ac
counting method (E. F. Denison, 1987). Still more, the real wage under
goes an equivalent slowing-down after 1972. Again it cannot be explained 
by the traditional factors such as the rise in unemployment or the decay in 
the bargaining power of the labor unions. 

Clearly, even for a single country, the generalized Kaldorian model is 
not stable in the long run. Does this conclusion emerge too from a cross 
section analysis among OECD countries? 

A Cross-national Analysis: the Breaking-down of the Productivity Regime 
in the 1970s 

After a decade of slow growth and large unemployment in most industrial
ized countries it appears that some relationships, at the core of the 
cumulative causation model, do not hold any more or have shifted notice
ably. The alteration of the Kaldor-Verdoorn law is itself a central exam
ple. The linear relationship between demand and productivity growth rates 
does not account for the recent slower growth in demand and productivity 
(see Figure 27.5). This result stems from different international compari
sons pooling cross sections and time series (cf. T. Michl, 1985; R. Boyer 
and P. Raile, 1986; P. Petit, 1986) or from time series econometric 
studies allowing for simultaneity problems of estimation (V. G. Stavrinos, 
1987). 

P. Raile (1988) has adopted a similar strategy and has estimated both 
productivity and demand regimes for ten European economies, Japan and 
US. The model is therefore extended from manufacturing to other indus
tries, such as services. The theoretical reasons for such a generalization are 
to be carefully discussed (P. Petit, 1988). In any case, the sample from 1960 
to 1987 has been split into three sub-periods: 1960-73, 1973-79, 1979-87. 
Of course, given the limited data, the econometric results are somehow 
shaky, whereas the linearisation of the basic model is not without draw
backs, even if very useful in order to analytically solve the model. The 
main concern is about the stability/instability dilemma (Table 27.3). 

1. The heyday of a typical Kaldorian model seems to have occurred from 
1960 to 1973 (Table 27.3.A). Quite all the basic hypotheses are con
firmed. The increasing returns to scale are significant and rather im
pressive (around 1. 7). The indexing of wage with respect to productivity 
is complete and plays a major role in effective demand dynamism. The 
investment reacts both to demand and profit share, but this ratio is kept 
sensibly constant due to the perfect indexation of wage. Consequently, 
the simplified cumulative causation model is a good approximation for a 
more complete formalization: the demand regime is quite insensitive to 
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productivity (Graph 5). Therefore the Kaldor-Verdoorn equation can 
be estimated by a simple least squares procedure. 

2. This model breaks down after 1973 (Table 27.3.B). First, the productivity 
growth equation looses significance: increasing returns are lower, but 
research and development per capita seems to play a more important 
role in international productivity differentials. This is another evidence 
for a possible change in the productivity regime. But the demand 
regime itself is drastically modified: investment growth differentials 
cannot be explained by any of conventional variables, whatever profit, 
demand, or real interest rates. The stability of productivity sharing 
cannot be rejected, but the previous changes deliver a new demand 
regime, downwards sloping (Graph 6). As for the previous period, the 
influence of net export cancels out and therefore has been excluded. 
Therefore, it is difficult to check the shift from a pure Keynesian 
demand regime to a competitive and profit led regime or any hybrid 
case. 

3. Not any clear model has yet emerged in the 1980s (Table 27.3.C). The 
productivity regime is puzzling indeed: basically, productivity is inde
pendent from any conventional factor. Even RD expenditures play a 
modest and not very significant role. The demand regime is surprising 
too. On one side, the accellerator mechanism takes place again, 
whereas the role of profit becomes significant. No problem with con
sumption, but contrary to a widely held view, real wage indexing would 
not have declined- but this might describe a spurious result. Adding up 
these various changes, the global demand regime comes out as down
ward sloping (Graph 6). If the exogeneous variables of the early 1980s 
were kept constant, the model would forecast a growth rate around 2.8 
per cent per year, and a recovery in employment around 1.3 per cent 
per year, a rather optimistic view which might be challenged. 

Two opposite conclusions can be drawn from the previous exercice. 
Either the econometrician will argue that the misspecification of the model 
tested explains the apparent instability of the generalized Kaldorian 
model, or a 'regulationnist' approach would emphasize that such instability 
is a real phenomena, deriving from the structural character of the present 
crisis: numerous institutional evidences support the hypothesis about the 
demise of post World War II growth model. In any case, Kaldor's ideas do 
bring fresh and genuine hypotheses, in analyzing contemporary capitalist 
economies. 
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4 REINVESTING GROWTH THEORY ALONG KALDOR'S 
SEMINAL CONTRIBUTIONS 

It is time now to summarize the main conclusions and to suggest an agenda 
for future researches. By itself the variety and the quality of the contribu
tion to the conference 'Nicholas Kaldor and mainstream economics' is a 
testimony upon his long lasting influence. Let us propose the following 
statements and prospects, given our own previous research. 

1. Nicholas Kaldor's vision about growth becomes now more and more 
relevant. When he first opposed the overemphasis of general equilib
rium theory about short run phenomena and proposed the cumulative 
causation growth model as an alternative, his impact on mainstream 
economists was quite small indeed. Paradoxically enough at the end of 
the 1980s, very numerous and distinguished scholars now consider 
growth theory as a key agenda, and still more increasing returns as a 
necessary ingredient for any relevant formalization. P. Krugman 
(1981), R. E. Lucas (1988), P. Dasgupta, J. Stiglitz (1986), P. M. 
Romer (1986), R. Day (1987), have all worked at rejuvenating the basic 
hints in the tradition of A. Smith, and A. Young. One can only regret 
N. Kaldor having been right too early with respect to academic pro
fession. 

2. Of course, his various models, if very stimulating, were far from perfect. 
Most of them were under-specified, some basic hypotheses have con
tinuously been changed from period to period in order to cope with the 
various phases of modern capitalist economies. Therefore he never 
converged towards a central theory and formalization, which would 
have defined a clear and fully-fledged alternative to the elegant, but 
poorly relevant, general equilibrium theory. Similarly, the statistical 
tests provided by Nicholas Kaldor and his followers were sufficient for 
pointing out some major stylized facts, but not necessarily to convince 
modern macroeconomists and sophisticated econometricians. Still 
more, the precise roots of increasing returns to scale are more suggested 
than totally elucidated, whatever the sympathy one might have with this 
hypothesis. Nicholas Kaldor launched a research agenda, but until 
recently only few scholars have been devoting their time in exploring it. 

3. After and among many others (A. P. Thirlwall, 1987; F. Targetti 1988, 
P. Skott, 1988; H. Kurz, 1990; D. Gordon, 1990), the present paper has 
put forwards a generalized model form along a Kaldorian vision about 
long run growth. Basically the idea is simple enough: first, to define a 
productivity regime which generalizes the too crude Kaldor-Verdoorn 
reduced form approach; second and symmetrically, to build a demand 
regime, which describes the impact of productivity increases upon 
income distribution and demand generation. The viability and stability 
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of any institutional and technological organization is up to the compati
bility between these two regimes. Even if kept analytically very simple -
excluding for example any strong non-linearity - the corresponding 
models shed some interesting insights about post-World War II growth, 
for US as well as for major European or OECD countries. 

4. Nevertheless, this framework has encountered its own limits, typically 
during the last decade. First, there is an intrinsic difficulty in estimating 
such models. Either, one assumes the universality of the same growth 
model all across advanced capitalist economies, and therefore estimates 
a cross-section model (the specificity of most, or at least of some 
national trajectories, points then to a major shortcoming of such an 
hypothesis), or alternatively, one supposes the invariance through time 
of the cumulative causation growth model, which then contradicts some 
basic hints about the structural changes which have occured both in 
productivity regime (the slowing-down in the US manufacturing sector 
during the mid-1960s) and in the demand regime (new trends in wage 
formation and external trade in the Seventies). The available econ
ometric studies do suggest some national specificities, as well as the 
occurrence of structural changes through time. This might explain why 
Nicholas Kaldor sequentially changed his view about the factors suc
cessively limiting growth: labor scarcity, external constraints, lagged 
adjustment of primary products supply ... 

5. Therefore, a rejuvenation of the Kaldorian model has to be undertaken. 
First should be discussed the general vision according to which the 
growth process derives from the interplay of technical changes with 
institutions governing income and demand formation. Second, the roots 
and conditions of various productivity regimes have to be investigated 
via converging research, monographical and statistical, which would 
associate scholars in technical change and the macroeconomists, com
bine cross sectoral and national studies with long run time series 
analyses. Third, the demand regime seems to undergo some significant 
changes in the 1980s. For instance, investment dynamics still defines a 
puzzle for most analysts, whereas it plays a key role in any modelling of 
demand and technical change. Similarly, external trade is harder and 
harder to formalize, in spite of (or due to) large swings in relative 
prices, exchange rates and the growth differentials. The hypothesis of a 
shift from a consumption-led to a competitive-led demand regime has 
therefore to be carefully checked. 

6. To conclude, an ambitious research agenda could combine the experi
ence and analytical tools of a large spectrum of social scientists: special
ists in engineering, economists of technological change, macroeconomists 
of Keynesian-Kaldorian style, institutionnalists and 'regulationnists' 
could add up their projects. First, in order to converge towards a clear 
and analytically rigourous basic model of cumulative growth. Second, to 
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undertake an investigation in long run history, in the light of such a 
model. Finally, to assess the viability and stability of the recovery and 
growth process, which has been initiated since the mid-1980s. 

This would probably be the best tribute to Nicholas Kaldor. To stick to 
the major transformations occurring in modern capitalist economies, to 
elaborate relevant models, then derive key insights for economic policy, 
these are the major issues at the top of the agenda. At least for any 
economist who does not believe to the universal and permanent self
equilibrating mechanisms, conventionally associated to pure markets. As 
some generals and strategists who prepare the last war and therefore lose 
the next one, the economists understand the Thirties better than they cope 
with today's challenges! Nicholas Kaldor would urge us to address to the 
largely genuine present structural crisis and to innovate, not to repeat his 
own findings. 
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28 Kaldor's Macro System: 
Too Much Cumulation, 
Too Few Contradictions 
D. M. Gordon 

The late Lord Nicholas Kaldor made seminal and pivotal contributions to 
our understanding of the sources and character of trend and cycle in 
advanced capitalist countries. And yet we still lack a firm basis for evaluat
ing the relative usefulness or explanatory power of Kaldor's ideas. This 
paper attempts to provide one foundation for such an evaluation, con
structing and evaluating the properties of a macroeconometric model of 
the US economy which embodies the central features of Kaldor's macro 
system. 

1 INTRODUCTION 

Kaldor's own contributions to the literature on trend and cycle concentrate 
in two areas - growth dynamics and productivity growth. In neither area 
have his ideas been subjected to the kinds of empirical tests which might 
properly assess their absolute or comparative advantages. 

The theoretical properties of Kaldor's growth models have been inten
sively investigated. 1 But, by its nature, the exercise of long-period growth 
modelling is insufficient to analyze the sources and character of trend and 
cycle in advanced economies. Definitionally, growth models do not evalu
ate the relative impact and importance of 'exogenous' influences on the 
internal dynamics of those models; it is not infrequently the case, for 
example, that the usefulness of growth models for understanding the 
behavior of actual advanced economies, in the concrete, rests entirely on 
what one assumes about trends in technical progress, the rate of growth of 
the labor force, or investors' animal spirits. Growth models are compar
ably inattentive to the interaction between long-period and short-period 
dynamics, since the dynamic properties of growth or cycle models turn out 
to depend almost entirely on the specific values one postulates for their 
adjustment parameters and since the long-period analysis, by itself, pro
vides no clues about the actual values of those parameters. 

Kaldor's proposals about productivity growth, eventually codified as 
'Kaldor's Growth Laws', have also been vigorously explored and debated. 2 
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While I have found this discussion stimulating and provocative, I am 
underwhelmed by its empirical explorations. Most of the literature pursues 
relatively compact single-equation tests of the basic postulates of Kaldor's 
Growth Laws. A few studies have sought to embed Kaldor's proposals 
about productivity growth in a simple simultaneous-equation system. (See 
for example, Parikh, 1978.) But even in those somewhat richer analyses, 
the analysis considers only the interactions between output growth and 
employment growth, failing to explore the possibility that both are sympto
matically conditioned by other possible 'engines of growth' such as pre
determined influences on investment, consumption, or distribution. The 
empirical literature on Kaldor's Growth Laws would be compelling if it 
compared the explanatory power of those 'Laws' with other possible 
explanations of the growth of output and employment and/or located those 
Laws in the context of a more fully-articulated macro-model in which a 
wider variety of interaction effects could be explored. 

In order to try to overcome some of these limitations in the prevailing 
literature, this paper reports on an alternative path toward the evaluation 
of Kaldor's macro system. I have sought to construct, estimate, simulate 
and evaluate a reasonably complete macroeconometric model of the 
postwar US economy which builds as faithfully as possible on the internal 
logic and dynamics of Kaldorian macro-economics. 3 This approach con
tains the potential- although much could slip 'twixt the cup and the lip- of 
assessing, in the case of at least one advanced economy, the relative 
empirical validity and power of a Kaldorian approach. 

The paper has two main sections. The first outlines the underlying logic 
of the macroeconometric model presented here, details its specification 
and estimation, and reports on some provisional simulations for the 
postwar US economy. The second seeks to provide some basis for compar
ative evaluation by contrasting the results of the Kaldor model with an 
alternative left macro model, constructed on a few apposite macroecon
omic principles, which can help highlight the essential contours of the 
Kaldor model's behavior. 

I should warn the reader in advance about the relatively critical con
clusions to which this exercise impels me. Some of the central elements of a 
Kaldorian system do not appear to me to be very promising. Both their 
logic and the performance of this model suggest that they were infused with 
too wishful a perspective on the macro-dynamics of advanced capitalist 
economies, implicitly (and sometimes explicitly) projecting the possibility 
of endogenously-generated growth without limits through continued de
mand stimulation. This perspective led to increasing emphasis by Kaldor 
on the principles of 'cumulative causation' in dynamic economies. But it 
also led, one suspects, to a one-sided emphasis on the prospects for 
cumulation of growth and a short-sided inattentiveness to the internal 
barriers to sustained accumulation in a capitalist economy. 
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I would have hesitated to impose such critical views on this commemora
tive occasion had I not personally (though only briefly) experienced 
Kaldor's own zest for debate and critical discussion. This evaluation of 
Kaldor's macro system is presented in appreciation of that zestful spirit. 

2 A KALDORIAN MACROECONOMETRIC MODEL 

This section presents the results of a quarterly macroeconometric model of 
the US economy, estimated and simulated for the period from the early 
1950s through the late 1970s. The model seeks to embody what seem to be 
the essential elements of Kaldorian macroeconomics, relying when in 
doubt on the more general contours of the post-Keynesian perspective with 
which Kaldor's approach seems most compatible. 

Methodological Guidelines 

Since I do not consider myself a Kaldorian, I cannot claim either to 
represent or to "know" the essence of Kaldor's macro system. Nor am I a 
Kaldor scholar, steeped in the texts and lore of his evolving views. 

And yet, the model developed here attempts to remain as faithful as 
possible to the general orientation and specific detail of his macro analysis. 
When in doubt, I have relied for guidance on Kaldor's most recent general 
formulations, published as Economics without Equilibrium (1985), and the 
articles published from a recent symposium on Kaldor's Growth Laws, 
particularly the excellent general analysis provided by Kumaraswamy 
Velupillai (1983). 

In order to provide the clearest possible indication of interactions 
between trend and cycle, I have chosen to construct a quarterly 
macroeconometric model. Although the additional detail and fluctuation 
provided by quarterly data are hardly necessary to assess a model's ability 
to generate variable trends of growth in output and productivity, cyclical 
dynamics are much better revealed in quarterly than in annual detail and 
thus provide a more meaningful opportunity to study a model's cyclical 
properties. 

Rather than creating a system in which only or primarily output and 
employment growth are highlighted, further, this model seeks to endogen
ize as many basic macro dimensions as necessary in order to highlight the 
underlying logic and dynamics of Kaldor's system. If one is interested in 
tracing the interactions between investment and output, for example, it 
becomes necessary to treat both variables on a comparable basis within the 
structure of such a system. This approach seems particularly consistent 
with Kaldor's later emphasis on the importance of evolution through time, 
since Kaldor appears to have argued that everything is endogenous within 
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one's analytic frame of reference and nothing is predetermined to that 
analytic domain except our historical legacies. 'The only truly exogenous 
factor', Kaldor wrote (1985, p. 61; emphasis in the original), 'is whatever 
exists at a moment of time, as a heritage of the past.' 

Structural Logic and Dynamics 

This model attempts to integrate the logic both of Kaldor's general ap
proach to economic growth and of the somewhat more specific proposi
tions embodied in Kaldor's Growth Laws. 

Kaldor's general approach to growth revolves primarily around the 
interaction between demand-driven investment and distribution-regulated 
consumption. (See Salvadori, this volume; and Targetti, this volume.) It 
appears reasonable, more specifically, to concentrate the demand-side 
analysis in the model on the determinants of consumption and fixed 
investment. 4 The level of consumption is modelled as a separable function 
of the level of (disposable) wage-and-salary income and of (disposable) 
capital income. Investment is analyzed at the first level of approximation 
through a multiplier/accelerator model, with investment being driven by 
both the level and the change in aggregate output (constrained by the 
condition that savings equals investment or gross output equals gross 
income). 

In order to capture the logic of Kaldor's Growth Laws, it is necessary to 
focus on changes in wages, prices, and productivity. Fortunately, Kaldor 
provides reasonably clear guidelines for this part of the exercise. (See also 
Skott, this volume; and Boyer and Petit, this volume.) 

1. Prices, it seems clear, should be modelled as a relatively constant 
markup over unit costs, as also in Kalecki. Kaldor makes much of the 
apparent empirical regularity that 'prices maintain a fairly constant re
lationship to costs.' (1985, p. 53) And he strongly rejects the neoclassical 
emphasis on the influence of variable demand intensity on prices. 'Changes 
in selling volumes', he argues (1985, p. 53), 'are only likely to cause price 
changes when they are the result of the appearance of new sources of 
competition, not when they are part of a general change in demand'. For 
Kaldor, we can safely assume, the effects of these new sources of competi
tion would be reflected indirectly through more rapid productivity growth, 
manifested through a declining rate of change of unit costs, not directly 
through a variable markup. 

2. It is tempting to vest Kaldor's macro system with a strictly post
Keynesian approach to wage change, in which wages are purely trend
determined and independent of variations in the level of employment or 
unemployment. 5 But because I am interested in the closest possible investi
gation of the interaction between trend and cycle in Kaldorian macro, I 
think it would be slightly unfair to Kaldor to rob his model of any 
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endogenous illumination of short- and medium-term cyclical fluctuations in 
wages. I have therefore chosen to treat the rate of change of nominal wages 
in this Kaldorian model as a function both of trended wages and prices and 
of fluctuations in the employment share. 6 

3. We get perhaps the clearest guidance on the determinants of pro
ductivity growth. Given Kaldor's emphasis on increasing returns and given 
the logic of the rest of his system, the rate of productivity growth is 
fundamentally conditioned by the rate of output growth, the essence of 
what Thirlwall summarizes (1983, p. 350) as Kaldor's Second Law. The 
specific interactions among exports, manufacturing output and the aggre
gate economy will be explored in subsequent paragraphs on Kaldor's 
Growth Laws. 

If these elements provide the central contours of a Kaldorian macro 
system, it is equally clear what does not fundamentally regulate its struc
tural and dynamic properties. Neither prices nor interest rates play the 
kind of regulatory role in which they are heroically featured in neoclassical 
economics. Given Kaldor's later emphasis on the endogeneity of money, it 
seems equally clear that financial markets do not themselves play a pivotal 
role. 7 Nor do supply-side determinants of the rate of profit "matter," since 
we can safely assume (a) that the rate of profit does not drive investment 
and (b) that changes in the profit share are conditioned fundamentally by 
the rate of productivity growth, itself determined by the rate of output 
growth, and not by other 'supply-side' factors. (See Marglin, 1984, passim, 
for a useful analysis of some of these emphases and elisions in Kaldorian 
and post-Keynesian models.) 

What of Kaldor's Growth Laws? While much of the discussion in the 
literature has focused on cross-sectional comparisons of national growth 
rates, it is nonetheless possible to derive a version of Kaldor's Growth 
Laws for the behavior of a single economy over time. Based on the recent 
clarifications and syntheses reviewed by Thirlwall (1983), one can sum
marize Kaldor's views with some confidence: 

Given the likelihood of increasing returns to scale and a relatively fixed 
capital-output ratio, productivity growth is determined by output growth. 
Within that framework, Kaldor further argues, output growth and pro
ductivity growth in manufacturing are pivotal- since the likelihood of scale 
economies (through the division of labor) appears greatest in industrial 
production. The scale of manufacturing output in any given advanced 
economy, moreover, is likely to be conditioned by the relative growth of 
that system within the larger global economy and is therefore likely to be 
especially sensitive to the rate of growth of export demand. But relative 
export growth is itself likely to be conditioned by relative rates of growth of 
unit costs and therefore, given our presuppositions about prices and wage 
determination, by relative rates of productivity growth. 

This results, therefore, in the possibility of 'cumulative causation'. Given 
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any initial starting point, a dynamic economy can continually enhance its 
dynamism and relative market shares, without obvious endogenous limits, 
over the medium-run. Labor supply is presumed to be growing sufficiently 
rapidly both to prevent runaway wage growth and to permit continual 
labor absorption into the relatively more dynamic manufacturing sector. 
We are led to assume, in general, that neither government policy nor 
investors' spirits, exogenously affecting the rates of growth at which such 
an economy can stably reproduce itself, are inconsistent with both sus
tained (reproducible) growth and the scale economies upon which cumu
lative causation can build. 

Although a variety of alternative scenarios are possible within the 
structure of this model, it is obviously tailor-made for the sorts of social
democratic policies which Lord Kaldor, the Labour Party adviser, cham
pioned. If an economy is straggling on a relatively stagnant growth path, 
activist governments may push it toward a more exhilarated trajectory by 
stimulatory fiscal policy and protection against import competition. If 
wages inexplicably become burdensome, a social contract through incomes 
policies should suffice. Should bankers become restive or lose their enthu
siasm for the project, the growth process will generate its own money 
supply and the central bankers need merely target interest rates at suf
ficiently low levels not to impede investment or borrowing. (See Rousseas, 
1986, on these policy requisites.) If prices are problematic, running inad
vertently into Kaldor's equivalent of a Robinsonian 'inflation barrier', then 
government policies should merely intensify their efforts to promote out
put growth in order to bring the rate of productivity growth back into its 
appropriate relationship with the trended rates of growth of prices and 
wages. 

In short, as Velupillai concludes (1983, p. 469), 'it is possible to achieve 
the "high-wage, high-employment" capitalist economy that many social 
democratic governments seem to have as their aim .... ', Kaldor did 
admit, toward the end of his life, that "inflationary expectations" might 
have tossed a few monkey wrenches into the system. Reflecting on the 
glowering pessimism which the 1970s engendered, Kaldor wrote (1985, 
p. 78) that 'my own feeling is that the major new element of the 1970s was 
inflationary expectations, and the volatility of expectations, not those 
relating to consumer prices and the cost of living but to the prices of staple 
products, raw materials, and energy, which directly or indirectly enter into 
costs'. And yet, these problems were exogenous to the internal logic of (his 
view of) capitalist economies and did not seem to require revision of those 
views. Crude materials price volatility could and should be managed by 
international buffer stocks policies, while the wage-price accelerations 
which they might trigger could and should be managed by public-sector 
incomes policies guidelines and more explicit private-sector productivity 
bargaining. 
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And so, the theoretical and policy logic of Kaldor's belief in cumulative 
causation remained essentially firm and unyielding, at least in his writing, 
until the end. Was his faith warranted? 

Model Specification and Estimation 

I report here on the specification and estimation of a macroeconometric 
model designed at least provisionally to address this question. Because of 
space constraints in this volume, I shall skimp here - both in text and in 
appendix - on reporting some of the nuts-and-bolts of model construction 
but shall try to provide just barely enough detail so that the essential logic 
of the model is sufficiently transparent for the purposes of discussion and 
argument. 

The model's complete specification is detailed in the Appendix, with 
equations organized by type and numbered sequentially within that struc
ture. A separate listing summarizing variable notation follows the model. 
In reporting specification here, I shall reproduce the equations and equa
tion numbers from the Appendix, preserving that numbering scheme and 
therefore introducing equations with apparently arbitrary equation num
bers in the flow of the text which follows. (Hypotheses about the signs of 
the coefficients are listed in the model outline in the Appendix and in the 
equations reproduced below in the text.) 

The model builds upon the stochastic determination of nine principal 
endogenous variables: on the supply-side, the levels of aggregate real 
output (Q) and employment (H) and the aggregate rates of change of 
prices (p}, wages (w), and real hourly output (q), with the rates of change 
of manufacturing output (Qm) and productivity (qm) providing an under
lying source of regulation; and on the demand::Side, the levels of real 
investment (I) and consumption (C). In order to help manage the econo
metric problems of non-stationarity in time-series estimation and in order 
to help clarify the interaction of trend and cycle, I have normalized all of 
the components of aggregate demand on potential dutput (Y*), permitting 
the analysis of trends in output, investment and consumption relative to a 
normalizing trend. These normalized variables are defined as (X;IY*). 
Normalized aggregate output is thus defined as (Y/Y*) and denoted as <j>; 
reflecting that notation, all normalized aggregate variables are written with 
a <1> as subscript, as in Icp. Real variables, measured in constant 1982 prices, 
are denoted by a line under the variable (e.g., 4;). 

Five other important variables are determined stochastically: In order to 
permit an internally consistent dynamic relationship to emerge between 
distribution on the supply-side and the demand-side, it is necessary to 
express income from capital (R) as a function of the wage share of output 
( oo). In order to test for the dynamic effect of productivity growth on net 
export growth, it is further necessary to allow for the (at least partly) 
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endogenous determination of real imports ( Q) and real exports (X) 
through the partial influence of the terms of trade (p,). And in order to 
permit an internally consistent relationship between the rate of growth of 
(gross) output and the (gross) capital stock, it is further necessary to 
explain movements in depreciation expenditures (d). 

The rest of the central relationships of the model are determined 
through identities. Many of these identities are necessary simply to trans
form back and forth between the levels and rates of change of variables; to 
save space, therefore, I have collapsed these in the Appendix into single 
generic equations for the levels and rates of growth of the designated 
variables. I review the logic and importance of a few of the other identities 
below. 

Since Kaldor's Growth Laws highlight the role of manufacturing, I begin 
a brief review of the specification of the principal equations in the model 
with the manufacturing sector. 8 In order to highlight the potentially dis
tinct importance of exports in conditioning manufacturing output, the rate 
of growth of real manufacturing output is expressed as a separable function 
of the rate of growth of real domestic output (QN) and of both exports and 
imports; manufacturing output lagged one period is also included in order to 
take account of sluggish adjustment. (Here and in subsequent equations, 
potentially lagged effects of the independent variables are estimated 
through distributed lags, denoted as l:): s 

Qm = <lz2 + 0-z3QN + a24Qm + l:aJt-s + l:a26sQt-s - - - s s 
Uz3, aw Uzs > 0, au < 0 (14) 

Manufacturing productivity growth is then determined both (a) as a 
function of the rate of change of capacity utilization in manufacturing ( cPm) 
and of the manufacturing utilized capital-labor ratio (k,:) and (b) by (a 
distributed lag of) past rates of growth of manufacturing sales: 

(13) 

In order to allow for tests of Kaldor's strong assertions (1985, p. 67) that 
'with an increase in the division of labor, capital and output grow together', 
it is further necessary to include two subsidiary stochastic relationships 
(equations (15) and (16)) in which the rate of growth ofthe manufacturing 
capital stock is a function of the level and the rate of growth of (normal
ized) manufacturing output and the rate of capacity utilization in manufac
turing is itself a function of the level of aggregate utilization. 9 

I have introduced relatively inclusive specifications of the determinations 
of prices, wages, and productivity change in order to try to capture the 
essential elements of Kaldor's central propositions. 
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1. Price change is determined strictly as a function of the rate of change 
of unit costs, reflecting the hypothesis of a constant markup. I have 
decomposed unit costs into two separable elements, unit labor costs and 
unit materials costs, and have further decomposed unit labor costs into the 
algebraically separable components of price change, nominal wage change, 
and productivity change (at least partly in order to test for equality in the 
coefficients on these respective variables): 

(11) 

where win turn equals [(ill- p) - q] (eqn [12]). Reflecting Kaldor's later 
interest in expectational effects, I have also allowed the expected rate of 
inflation, pe, to enter [11] as well. 

2. The rate of change of nominal wages is expressed simply as a function 
of the expected rate of inflation and of (a distributed lag of) the employ
ment rate (TJ), itself defined ([7]) as the ratio of aggregate employment to 
the total (predetermined) labor supply: 

(7) 

3. Productivity growth is determined by two kinds of determinations: 
Trend determinations are expressed as a distributed lag function of (pre
determined) manufacturing productivity growth, while cyclical fluctuations 
are conditioned by variations in the aggregate rate of capacity utilization 
and the utilized capital-labor ratio: 

(17) 

All that remains on the supply side is the determination of the levels of 
employment and output. Typically, one or the other is determined stochas
tically while the second of the pair is then determined algebraically through 
their joint relationship with the level of productivity. In order to leave 
more room for comparative evaluation of traditional Kaldorian presup
positions about each, I have allowed both variables to be determined 
stochastically with an adjustment mechanism to reassert internal algebraic 
consistency within the model. 

On the output side of the pair, I have followed Kaldor's suggestions 
about both stock-adjustment mechanisms (1985, pp. 32-3) and target 
output levels (ibid., pp. 49-53) and proposed aggregate output as a 
function of adaptive adjustment to expected sales levels and existing 
inventory stocks. This allows an approximate linearized specification in 
which real targeted output (Q") is a function of lagged levels of output and 
inventories and of the current level of sales: 
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(1) 

On the other side of the pair, the level of hours hired (H) is adaptively 
adjusted to the expected level of output: 

(5) 

Once hours are determined, employment levels are mediated by average 
hours per employee per unit of time, itself determined exogenously in this 
model although it could also be endogenized. 

The relationship between actual (rather than targeted) output and actual 
employment is then regulated by the realized (actual) level of productivity: 
Given actual hours and actual productivity, actual realizable output is 
determined by an identity (eqn. [2]) and firms are then allowed to adjust 
adaptively, in choosing final output, to the difference between targeted and 
realizable output (Q'-Q) in the previous period. (See equations [3], [4]). 

Two principal specifications constitute the core of the demand-side of 
the model. 

1. Real consumption is determined as a function of the level of real 
disposable income from wage-and-salary employment ex-:) and separably 
of the level of real disposable income from capital ownership (¥;i) -
including dividends, interest income, proprietors' income and rent. With 
all term normalized, we have: 

0 < ~3 < ~2 <1 (21) 

The essence of Kaldor's celebrated hypotheses about differential propen
sities to save is that we would expect a hierarchy of magnitudes between 
the two slope coefficients in [15]: 0 < ~3 < ~2 <1, with ~3 relatively close 
to 0 and j32 relatively close to 1. 

2. Kaldor states explicitly in his early work that the rate of investment 
should be viewed as determined by both the change in the normalized 'rate 
of growth of income' and the 'change in the rate of profit over the previous 
period' (cited in Vellupilai, 1983, p. 458) In the present context, and 
rendering this formulation consistent with traditional Keynesian/ 
post-Keynesian formulations, this would imply: 

13s, ~6, ~7 > 0 (24) 

In implementing this formulation, however, I was unable to confirm that ~7 
was significantly different from zero in any among a wide variety of 
formulations. For further purposes, therefore, I dropped the last term in 
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[24] and relied on a much simpler multiplier/accelerator formulation for all 
subsequent estimation and simulation. 

One last significant demand-side specification is necessary to round out 
this application of Kaldor's Growth Laws. If a given country's trade shares 
are likely to expand, through the process of cumulative causation, in 
response to that country's prior success at enhancing its productivity 
growth, then foreign trade components must be shown to be responsive to 
movements in (relative) unit labor costs. Because data on relative unit 
labor costs are not available on a consistent basis before 1960, I have relied 
on an indirect formulation of this final connection: (normalized) exports 
and imports are determined, other things equal, by movements in the 
terms of trade (with opposite signs); the terms of trade are themselves a 
function, ceteris paribus, of the domestic rate of inflation; which in turn is a 
function of the rate of productivity growth. 

~8 >0, ~9 <0 

~u. ~12 >0 

~14 >0 

(25) 

(26) 

(28) 

This provides a channel through which improved productivity can improve 
net trade performance and help reproduce the positive feedback dynamics 
upon which Kaldor's notions of cumulative causation rest. 

With these specifications under our belt, we are finally in a position to 
review the model's core dynamic structure in ways which highlight its 
correspondence to Kaldor's conceptions of growth and cumulative caus
ation: Assume that this economy had been operating at a relatively low 
level of capacity utilization and then that a new social democratic govern
ment initiated a vigorous program of demand stimulation and short-term 
import protection. Then G,. and~ rise in (30), partly through (25) and 
(27). This stimulates manufacturing output growth (14), especially because 
of the differentially stimulative effects of export demand in equation (14), 
and through that channel, eventually enhances manufacturing productivity 
growth (13). Aggregate productivity growth begins to rise (17), providing 
room for enhanced wage growth (as a result of the effect of rising employ
ment rate in (10)). As long as the enhanced productivity growth is greater 
than the augmented wage growth resulting from employment expansion, 
then inflationary pressures will be contained (11). 

The second-order effects on aggregate income cannot be fully predicted 
a priori. Investment will clearly rise with the exogenous increases in 
capacity utilization. Consumption may or may not increase depending on 
the relative magnitudes of the coefficients in equations (10), (11) and (17). 
On the one hand, as long as productivity growth is more rapid than wage 
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growth and inflation declines by correspondingly comparable decrements, 
the wage share is likely to fall, leading to a shift from wage income toward 
capital income and a relative decline in consumption. At the same time, 
real wages will obviously rise. Depending on the relative rates of growth of 
the wage share and real wages, as well as the relative magnitudes of ~2 and 
~3 in (21), real (normalized) consumption may or may not decline. In any 
event, it is presumed unlikely that consumption would decrease more than 
investment would increase (largely because of the expectation that the 
wage share would not fluctuate with very wide amplitude), allowing for a 
continued expansion and sustained cumulative causation. 

Along this sustained expansionary path, what might cause cyclical fluctu
ations? As constructed, indeed, the model contains relatively few sources 
of sharp cyclical fluctuation. There may be counter-cyclical movements in 
net exports and government purchases in (30), of course, but the latter are 
not modelled and the former are not likely to be substantial (given the 
continually enhancing effects of productivity growth). Two principal sources 
of cyclical fluctuation remain. Depending on the relative magnitudes of ~5 
and ~6 in the investment equation (24), there may be an oscillatory 
investment cycle. And depending on possible non-linear effects of the 
employment rate on wage growth or of price expectations on both price 
and wage growth, there may be regular cyclical fluctuations in the wage 
share (12). In general, however, this is not a model whose operations 
would be expected to generate very sharp cyclical fluctuations. 

Though fairly compact and desperately schematic, the model is relatively 
complete. It also succeeds in endogenizing most of the critical macro 
variables with which we might have reason to be concerned, providing an 
opportunity for the model's dynamic properties to reveal themselves fairly 
completely through within period-of-estimation simulation. 

One notable omission in the model is the monetary sector. I have 
included a monetary sector in a more or less corresponding formulation of 
the general post-Keynesian perspective. But for this exercise it seemed 
simpler to 'erase' it. Since Kaldor strongly emphasizes the accommodation 
of the money supply to output growth, it is unlikely that interest rates will 
display much fluctuation. And since I am allowing residential investment to 
be determined exogenously in this formulation, there is no locus in which 
interest rate fluctuations are themselves likely to have much effect. 

The model was estimated over five complete business cycles from 1951.3 
through 1978.4.10 I sought to estimate and simulate it over complete cycles 
in order to allow it to encompass full cyclical dynamics where possible. I 
stopped the period of estimation at the late 1970s cycle in order to provide 
room for ex post simulation exercises into the 1980s. 

Because all of the stochastic equations included endogenous indepen
dent variables, all equations were estimated with two stage least squares, 
deploying all exogenous and lagged endogenous variables as first-stage 
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instruments. 11 All equations were corrected for evidence of autocorre
lation where necessary, with no time-series adjustment involving anything 
more complicated than first- or second-order ARMA specifications. 

Because of space constraints I shall not present or review in detail the 
actual results of this estimation. Two general results seem imp<,lftant. 

First, I was able to confirm almost all of the Kaldorian hypotheses. In 
almost all the equations, all sign hypotheses were confirmed and all 
estimated coefficients were statistically significant. 

The exceptions to this general empirical support involved the constituent 
equations of Kaldor's Growth Laws. While OLS estimates provide reason
ably strong support for the effect of lagged manufacturing productivity 
growth on aggregate productivity growth (eqn. [17], neither OLS nor 2SLS 
estimates confirm the direct link from manufacturing sales growth to 
manufacturing productivity growth (13) or the differentially fulsome effect 
of export growth on manufacturing output growth (14). 12 The problem in 
the manufacturing productivity growth equation flows from my cantan
kerous inclusion of the utilized capital-labor ratio, which is highly sig
nificant. Kaldor afficionados could argue that since investment in 
manufacturing is itself a function of output growth, Kaldor's Second Law is 
indirectly confirmed. The problem remains, however, that both investment 
and output growth in manufacturing might themselves be conditioned by 
other prior effects. 

Second, the estimated magnitudes of some of the most salient coef
ficients largely confirm the general thrust of Kaldor's emphasis on cumu
lative causation. 

1. The coefficients in the consumption function (21) are properly arrayed, 
with ~3 only at 0.127 and statistically significant only at the 10 per cent 
level (on a one-tailed test) while ~2 = 0.496. 

2. The counter-balancing effects of productivity growth and wage growth 
on inflation are strongly confirmed, with the estimated coefficients on 
those variables in (7) insignificantly different from each other. 

3. Exports appear to be sensitive to movements in the terms of trade, 
providing a window of opportunity for domestic productivity growth to 
enhance relative trade expansion. 

4. The employment rate has relatively strong (positive) effects on nominal 
wage growth, underscoring the possibilities of high-employment/high
wage expansionary paths. 

Model Simulation 

I simulated this model for the four full business cycles from 1956.1 through 
1978.4. I should note that this is an unusually stringent test of a model's 
properties, since it involved fully endogenous dynamic simulation over 
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Figure 28.1 Aggregate capacity utilization (ratio of actual to potential output, 
us, 1956.1-1978.4) 

92 quarters, with relatively few important exogenous variables available to 
steer it through its paces.13 

In all of the simulation comparisons which follow, I concentrated pri
marily on the model's simulation of normalized aggregate real output, 
expressed as the rate of aggregate capacity utilization (<I>= YIY*). Figure 28.1 
provides a graph of the movement of actual capacity utilization over the 
period of simulation to provide a benchmark for comparison. 

In the first simulation of the model as specified and estimated, its 
dynamics of cumulative causation carried it away on an increasingly 
explosive non-oscillatory path. By 1974 the economy had soared so high 
that the model could no longer be solved. Figure 28.2 provides a plot of 
actual and simulated capacity utilization from this runaway simulation, 
with the graph truncated at 1971.4 to keep its visual proportions within 
tractable limits. 

The most powerful piston of the runaway locomotive? In the 2SLS 
estimates of the equation for aggregate productivity growth, the coef
ficients on~ and~ (a27 & Clu! in [17]) sum to 1.09, involving such strongly 
increasing returns to scale that the model simply fails to contain its own 
exuberance. 

I therefore sought to 'tame' the model by partial disengagement of trend 
from cycle. I separated the equation for aggregate productivity (17) into 



532 Kaldor's Macro System 

1.98 

1.88 

1.78 

1.68 

1.58 
Actual capacity utilization 

1.48 
Simulated Kaldor model 

1.38 

1.28 

1.18 

1.08 

0.98 

0.88 
1956 1958 1960 1962 1964 1966 1968 1970 

Figure 28.2 Runaway cumulation (aggregate capacity utilization: actual and 
simulated Kaldor model, US, 1956.1-1971.4) 

two equations, one for trend and one for cycle, in three steps (see eqn~. 
[17a)-[17c) under the 'Modified Kaldor Model' heading): 

1. I calculated 'trend productivity growth' oJ; as an eight-period backward 

moving average of actual productivity growth; q was itself estimated 
~ 

stochastically as a function of trend changes in capacity utilization and 
the utilized capital-labor ratio, calculated algebraically in the same 
manner, and an eight-period distributed lag on manufacturing pro
ductivity growth (17a). 

2. Given predicted trend productivity growth on the basis of this equation, 
I then algebraically calculated the predicted level of contemporaneous 
productivity growth which was consistent with this trend and the seven 
preceding actual values for aggregate productivity growth. This pro
vided an estimate of 'expected' current-period productivity growth on 
the basis of previous trends, expressed as q_e (17b). 

3. I then regressed actual current productivitY growth on expected pro
ductivity growth and on the deviations of current capacity utilization 
and the utilized capital-labor ratio from their respective trends ( 17 c). 

These separable estimated equations confirm their rationale, since each 
of the two stochastic equations achieves considerable explanatory power 
and almost all the coefficients are strongly significant with the expected 
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Figure 28.3 Cumulative causation (aggregate capacity utilization: actual and 
simulated Kalmac model, US, 1956.1-1978.4) 

signs. The implications for Kaldor's Growth Laws are anomalous: While 
the effects of trended manufacturing productivity growth on trended 
aggregate productivity growth are now very strong and statistically signifi
cant at better than the 1 per cent level, providing much clearer evidence for 
that linkage than in the previous exercise, it is simultaneously the case that 
expected current-period productivity growth, it, is statistically insignificant 
in the equation for actual current-period productivity growth, suggesting 
that the links between trend and cycle have been severed altogether. 

The model nonetheless behaves more manageably. The sum of the 
coefficients in the actual productivity growth equation drops from 1.09 to 
1.00 and the model is now capable of dampening its own exhilaration, 
allowing dynamic simulation for the full period through 1978.4. Figure 28.3 
graphs actual and simulated capacity utilization for this modified Kaldorian 
macro model, now officially designated for further reference as Kalmac. 

Although the model now 'works', it nonetheless substantially fails to 
reproduce the actual behavior of trend movements in capacity utilization 
and, correspondingly, of real output growth over the four simulated cycles. 
Table 28.1 presents the actual and simulated average (annualized) rates of 
growth of real output over the full period and the four separate cycles. 

While actual real output growth varies considerably through the expan
sion and contraction of the postwar long swing, the Kalmac simulation 
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Table 28.1 Actual and simulated average annual real output growth (Kalmac 
model, US, 1956.1-1978.4) 

Row 

(1) 
(2) 
(3) 
(4) 
(5) 

Time Period 

1956.1-1978.4 
1956.1-1959.2 
1959.2-1966.1 
1966.1-1973.1 
1973.1-1978.4 

Actual 

3.21% 
2.14 
4.31 
3.17 
2.64 

Source: Author's calculations based on Kalmac simulation results. 

Kalmac 

3.50% 
2.96 
3.52 
3.94 
3.26 

captures relatively little of this shift in trend. While the ratio in Table 28.1 
of actual peak expansion growth to that for the 1970s stagnation (row (3) 
divided by row (5)) is 1.63:1, for example, the corresponding ratio for the 
Kalmac simulated value is only 1.08:1. As the graph for the Kalmac model 
in Figure 28.3 also suggests, the amplitude of its simulated cycle is more 
modest than for the actual economy. While the coefficient of variation of 
actual real output growth for the whole period was 1.25, for example, the 
coefficient of variation of Kalmac real output growth was 0.90. The 
coefficient of variation of simulated real output growth was substantially 
lower than its actual value, moreover, for each of the four separate cycles. 

These results therefore seem to illustrate the general dynamic properties 
of the Kaldorian system, with its strong emphasis on cumulative causation. 
But simulation performance is relative, not absolute. Who's to say that any 
other internally consistent macro model could do any better? The growth
and-cycle literature constantly highlights the difficulty of endogenously 
generating variable trends. Is it possible to mirror the long swing behavior 
of the postwar US economy with any greater accuracy than the Kalmac 
achieves? 

3 AN ALTERNATIVE MACROECONOMETRIC MODEL 

I summarize in this section the construction, estimation, and simulation of 
an alternative macroeconometric model. It differs from the Kaldor system 
primarily in highlighting the potential importance of endogenous barriers 
to accumulation, of internal contradictions generated by the accumulation 
process itself. As such, the model bears a mostly neo-Marxian imprint. 
Within that orientation, the model more specifically reflects recent explo
rations of the institutional and power relationships conditioned by an 
existing social structure of accumulation. 14 

I extend considerable apologies to the reader for the scratchiness of this 



D. M. Gordon 535 

section. The model is very preliminary, prematurely extracted from my 
work-in-progress. It does not so much embody my own considered contri
butions to the construction of an alternative macro system as it serves very 
hastily to illustrate the possibilities of an alternative and apparently prom
ising approach to the macroeconometric exercise to which Lord Kaldor has 
unwittingly been subjected. At best, this alternative can serve simply as a 
benchmark by which to highlight some of the one-sidedness of the Kaldor
ian system. 

Model Specification and Estimation 

I present here simulation results for an alternative macroeconometric 
model, hereinafter designated as Altmac. The model was constructed with 
exactly the same skeleton and scale as Kalmac over exactly the same 
period. It is precisely identical in almost all respects, sharing as much as 
possible with the Kaldorian model in order to facilitate comparison. 

Five (and only five) behavioral equations differ between the models (see 
equations (A24), (A17), (All), (A10), and (AS) in Appendix under 
'Alternative Macro Model' heading): 

1. Reflecting classical and Marxian inclinations, the investment equation 
(A24) adds a term for expected (relative) profitability, expressed as a 
(separated) distributed lag of the after-tax corporate rate of profit -
calculated from the same wage share formulation as in Kaldor equation (8) 
- normalized on the after-tax cost of borrowing. This relative profitability 
component of the investment equation is added, not substituted, otherwise 
retaining the exact structure of Kalmac (24). (See Gordon, Weisskopf and 
Bowles (1990) for discussion and explorations of such an investment 
function within the SSA framework.) 

2. The productivity growth equation (A17) implements a provisional 
quarterly application of the 'social model' of productivity growth presented 
in Weisskopf, Bowles and Gordon (1983). In this quarterly version the 
social determinants of productivity growth added to the formulation in 
Kalmac (17) include quarterly estimates of an augmented vector of all of 
the 'social variables' included in our previous work - specifically including 
changes in approximate measures of the cost of job loss, the industrial 
accident rate, and an index of worker resistance; the second derivative of 
average hourly spendable earnings; and our measure of the 'intensity of 
innovative pressure' based on the business failure rate. (See Gordon 
(1988b) for a somewhat more complete and robust version of this same 
kind of specification.) In order to maintain as much consistency of specifi
cation with the final (modified) version of the Kaldor model as possible, I 
estimated a 'decomposed' productivity growth equation, with a first equation 
for trended productivity growth and a second equation for current actual 
productivity growth. 
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3. The inflation equation (All) supplements the Kaldor approach by 
relaxing the assumption of a constant markup, allowing the rate of change 
of prices to vary with both variable demand intensity (through the rate of 
change of capacity utilization) and supply-side quantity constraints 
(through the rate of change of an index of bottlenecks in deliveries). (See 
Gordon (1988a) for detail on derivation and performance of this kind of 
approach.) 

4. The wage change equation (A10) embodies two differential emphases. 
It applies the more general neo-Marxian emphasis on adaptive adjustment 
to deviations from trended wages, outlined most recently by Marglin (1984, 
cbs 5, 19). It also translates onto the wage bargaining process some of the 
'social determinants' of capital-labor relations highlighted by our previous 
analysis of productivity growth. (See Gordon, 1988a, for further detail.) 

5. The hours equation (AS) embodies two substantially different notions 
about labor demand. It explicitly embodies a stock adjustment approach to 
'labor hoarding', reflecting the likelihood of rigidities interfering with the 
smooth covariation of output and employment. (This aspect of the hours 
equation is largely based on Fair, 1984.) And it also allows for relative 
factor price effects which both neo-Classical and neo-Marxian labor econ
omists would be more likely to tolerate theoretically than post-Keynesians. 
(See Michl (1987) for reflections and evidence from a more post-Keynesian 
perspective.) 

6. All three key cyclical equations - for changes in prices, wages, and 
productivity - further embody a symmetrical partial disengagement be
tween trend and current (cyclical) values, helping highlight the role of 
longer-term institutional factors in all three equations. All three also pay 
specific attention to some of the specific contours of capital-labor relations 
in the postwar SSA - such as the long steel strike of 1959-60 and the 
wage-price 'jawboning' exercises of the mid-1960s. While a Kaldorian 
macro economist would hardly object on principle to the inclusion of these 
additional institutional determinations, I have bothered to add them here 
simply in order to highlight the importance of shorter-period institutional 
effects as well as the 'long-period' SSA determinations. 

These substitutions do not constitute the basis for a fully-articulated 
macroeconomic alternative. But they at least serve to highlight three 
important dimensions of difference with Kaldor's approach: (1) a more 
classical approach to investment, emphasizing the importance of relative 
profitability as a determinant of accumulation; (2) more complexly-struc
tured 'social' models of prices, wages, and productivity; and (3) an ap
proach to labor demand in which relative factor prices are allowed to play a 
role. 

All of these additional hypotheses receive strong empirical support. 
Each of the additional variables and effects added to the Kaldorian 
equations reveal coefficients with the expected signs and statistically signifi-
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cant coefficients. A couple of differences in results are particularly in
triguing in view of the simulation properties which the Kalmac exhibits. In 
the current (actual) productivity growth equation (A17), specifically, two 
differences in results are striking. The trend productivity growth variable 
now has a large and strongly significant positive coefficient (at 1 per cent) 
while the sum of the coefficients on utilization and the utilized capital
labor ratio drop from 1.0 to 0.66. 

Simulation Results 

The Altmac model was simulated for exactly the same period by exactly 
the same dynamic simulation procedure as for the Kalmac. Figure 28.4 
graphs the results, displaying a much closer tracking of actual capacity 
utilization and, most noticeably, a much greater capacity to follow the 
long-swing pattern of actual utilization - successfully shifting from the 
boom years (through 1966) to the subsequent period of stagnation. 

Figure 28.5 graphs the two simulations on the same figure, providing a 
closer comparative glimpse of the contours of the two models' dynamics. 
Although the patterns in the graph are a little difficult to discern, it 
emphasizes the much sharper trend breaks (after 1966) in the Altmac 
simulation. 

Tables 28.2 and 28.3 provide more comparative detail on the models' 
performance. By every conceivable measure, the Altmac reveals better 
simulation properties than the Kalmac, capable of generating trend move
ments and amplitudes of cyclical fluctuation much closer to the actual 
behavior of the economy than the Kalmac achieves: 

1. The Altmac simulation much more accurately captures the stagnation of 
the late 1960s and 1970s. As we saw above, while the ratio of actual 
peak expansion growth to the 1970s stagnation (row (3) divided by row 
(5)) is 1.63:1 and the corresponding ratio for the Kalmac simulated 
value is only 1.08:1, the ratio for the Altmac 1.54:1. 

2. It is also better able to track both the increase in (trended) real 
productivity growth from 1956.1-1959.2 to 1959.2-1966.1 and its sub
sequent slowdown after 1966: While real productivity growth simulated 
by the Altmac follows the boom and stagnation pattern of the actual 
data, its simulated values in the Kalmac display a perverse pattern, 
slowing to the 1959.2-1966.1 cycle and then rising to relatively higher 
levels during the two subsequent cycles. 

3. The Altmac is also much better able to capture the combination of trend 
and cycle represented by annual variations in aggregate capacity utiliz
ation: By all of the measures in Table 28.3, for example, its dynamic 
simulation performance is roughly 2.5 times more 'accurate' than the 
Kalmac's. 
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Figure 28.4 Endogenous boom and bust (aggregate capacity utilization: actual 
and simulated Altmac model, US, 1956.1-1978.4) 
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Figure 28.5 Comparing models of the 'long swing' (aggregate capacity 
utilization: actual and simulated values for Kalmac and Altmac models, US, 
1956.1-1978.4) 
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Table 28.2 Comparison of Kalmac and Altmac models: actual and simulated 
average annual real output growth and trended productivity growth, US, 

1956.1-1978.4 

Real output growth Real productivity growth* 
Time period Actual Kalmac Altmac Actual Kalmac Altmac 

(1) 1956.1-1978.4 3.21% 3.50% 3.14 1.32 1.65 1.51 
(2) 1956.1-1959.2 2.14 2.96 1.94 1.32 1.61 1.69 
(3) 1959.2-1966.1 4.31 3.52 4.32 2.01 1.38 2.57 
(4) 1966.1-1973.1 3.17 3.94 2.90 1.12 1.96 1.14 
(5) 1973.1-1978.4 2.64 3.26 2.80 0.78 1.61 0.54 

* Real productivity growth figures are for trended productivity growth, estimated 
as eight-year backward moving average an actual productivity growth. 
Source: Author's calculations based on Kalmac & Altmac simulation results. 

Table 28.3 Comparison of simulation performance Kalmac and Altmac models, 
us, 1956.1-1978.4 

Comparison 

Root-mean-squared % error 
Theil's inequality coefficient 
Simple correlation, actual/sim. 

Kalmac 

4.84% 
0.023 
0.332 

Altmac 

1.88% 
0.009 
0.819 

Detailed comparison of the sources of these differences in performance 
lies beyond the space and time constraints posed by the conference volume 
exercise. 

It may nonetheless be possible to clarify at least one of the most 
important differences in dynamic structure between the two models. We 
can pursue this comparison by exploring the two models' conceptualization 
of the relationship between the wage share and the level of aggregate 
capacity utilization.15 

Figure 28.6 provides a graphical representation of these differences. The 
top graph reflects a Kaldorianlpost-Keynesian conception of the relation
ship between distribution and utilization, while the bottom panel reflects a 
relatively more classical or neo-Marxian approach. 

The shapes of the curves in the top panel follow directly from Kal
dorian/post-Keynesian formulations: the wage share is likely to be a 
non-negatively-increasing function of utilization, as a result of the influ
ence of the employment rate on wages; while utilization is likely to be a 
positive function of the wage share, as a result of the influence of the 
distribution of income on consumption (and the absence of notable 
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Logic of the Kalmac model 

Capacity uti I ization 

Logic of the Altmac model 

Capacity utilization 

Figure 28.6 The wage share and capacity utilization 

negative feedback effects on investment). The top panel unequivocally 
generates a monotonically positive expansion curve denoting the actual 
(reduced-form) relationship between the wage share and capacity utiliz
ation, since movements in neither or both curves is capable of generating a 
negatively-sloped composite relationship. 

The shapes of the curves in the bottom panel reflect a neo-Marxian 
emphasis: The w( <1>) curve reflects the idea of a 'reserve-army' cyclical 
relationship between unit labor costs and aggregate utilization, while the 
<j>( w) curve reflects the predominantly negative effects on investment 
resulting from the model's profit-driven investment function. The bottom 
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Figure 28. 7 Observed wage-share utilization frontier (plotting actual wage 
share against actual utilization, US, 1962.3-1978.4) 

panel allows for either positive or negative composite, relationships de
pending on the relative positions of the two curves and the relative 
importance of shifts in each. 

Which representation is more accurate? Figure 28.7 graphs the observed 
relationship for the US economy over the period of simulation, with a 
simple regression line fitting the data superimposed on the graph. 16 Figure 
28.8a graphs the simulated relationship generated by the Kalmac for the 
relationship between the wage share and utilization, while Figure 28.8b 
provides the same visual representation for the Altmac; a simple regression 
line is also drawn on each graph to trace the slopes of the composite 
(simulated) relationships. The differences in their structural dynamics 
seem relatively stark in this graphical summary. Which pattern better 
abstracts from all the noise in Figure 28. 7? I presume that the stronger 
simulation performance of the Altmac might lean us toward Figure 28.8(b) 
as a more promising representation of the relationship between distri
bution and growth in at least one advanced capitalist economies; the 
similarities of the slopes of the fitted curves in Figures 28.7 and 28.8(b) 
further suggests the greater plausibility of the Altmac's rendering of 
structural dynamics. 

I close with a final round of apologies. The structure and construction of 
both models, but particularly the alternative, is far too provisional to 
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warrant any strong or unyielding conclusions. Oh so provisionally, how
ever, I would reaffirm my initial hunches that Kaldorian macroeconomics 
places too much emphasis on cumulation and pays too little attention to 
endogenous barriers to accumulation. Is this a case in which wishfulness is 
the parent of cumulation? 

Appendix: Kaldor Model Structure and Notation 

'Supply Side' 
Q't = ai + Uz!... + a3Qt-I + a4!::'t-I Uz, a3 > 0, a4 < 0 (1) 
Qa = Hlq (2) 
Qo =Qa-Q't (3) 
Q = as + a6Q't + a?Qo a6, ~ > 0 (4) 
H = as + ~Q + auJI,_I ~. a 10 > 0 (5) 
N = HIH (6) 
l] =NIL (7) 
(0 = (wH)IpQ = wlpq_ (8) 
r" = [(1- w)•(Q/K)](1- t,..) (9) 
w = au + 1 a12 ... llt-• + al3Pe a 12, a 13 > 0 (10) 
p = al4 + a1sW + ai6Pe + al7~z a1s• ai6• a17 > 0 (11) 
w = (w- jJ)- q (12) 

lj_m = alB + ai9cPm + 0-zris.,: + l:Uz1slm S 1--s ai9• <Xzo, Uz1 > 0 (13) 
Qm = Uzz + Ooz3{t + Ooz4Qm,_1 + 1a~s 0oz3, 0oz4, Uzs > 0, 

+ l:a26so,-s 0oz6 < 0 (14) s -
<l>m = a27 + Uzs<l> Uzs > 0 (15) 
Km = a27 + Uzs~ + 1Uz~s<1>t-s Uzs, Uzg > 0 (16) 
q_ = a3o + ~~<I> + a32/iq, + 1a33sqm,_s a3I• ~2• a33 > 0 (17) 
WT = w. H (18) 
WZ = (WT + Wa) • (1- too)- W 0 - W0 (19) 
R = a34 + ~sW a3s < 0 (20) 

'Demand Side' 

~<I> = ~~ + ~2rwcj> + ~3~ 0<~3<~2<1 (21) 

rw = {[(WZ + Wo + Wa) - (Twt + Tt) + 
Ytp]lpy}IY* (22) 

~ = [(R- T,.)lpy]IY* (23) 

14. = ~4 + ~s<l> + l:~6sci>t-s s ~5.~6>0 (24) 
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Qq, 137 + 13s r<l> + 13.JJ, 13s>0,139<0 (25) 

4<1> 13w + 13u Kx¢> + I312P1: 13w 1312>0 (26) 

4:;, = 4<1>- Q<l> (27) 

p, 1313 + 1314P 1314>0 (28) 

!i<l> 1315 + 13164<1>t-1 1316>0 (29) 

<l>J = (KIK*) = ~<I> + f:.<1> + Q<l> + 4~ + 
!i<l> + D<l> (30) 

y - Q (31) 

L\V - r-£ (32) 

<I> =: <l>I + L\~<1> (33) 

Definitions 
X; - iJX/dt X;<l> = X/Y* 

X; = X; •(1 +X) for p,w,q,Q,q,k k = KIH t-1 

X; = X/p k"' = k•<l> 

X; = 4;•p X; = X;-X; 
+-' 

Modified Kaldor Model 
q = <l3o + U31~ + UJzl£<1> + ~a3JS9mt-s a31,a3z,a33>0 (17a) 
~ +-' +-' s 
i:Je = i:J -~(.125·q1_5), S = 1, .. ,7 - 7 - (17b) 

+-' 

q = a36 + U37~ + <l3slf <P + ~ a39si:J m s - t-s a37,a3s,a39>0 (17c) 

Substitute Equations for ALTMAC Model 

14, 134 + 13s<l> + ~136s~t-s + ~j317s(r"r-/io) s s 13s,l36,j317>0 (A24) 

q a3o + U31~ + a3zf£<1> + a40;P; a3~>a32,a40>0 (A17) 

w au + ~a12slJr-s + a13pe + a41Wr-1 + s 
a42;P; a 12,a13 ,a42>0a41 <0 (A10) 

p <l14 + <l1s<iJ + a16Pe + <X11~z + 
a43c:j> + a44cl> a1s,a16,a1,,a43•a44>0 (All) 

H - as+~ Q + a1oHr-1 + a4sw + 
a.Jlx + a 47(H/H*)t-I ~.a10,a46>0,a45,a47>0 (AS) 
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Variable Notation Conventions 

A a A Difference Superscripts 
B b e Dummy var. a after-tax 
c Consumption c II Profits 0 adjusted 
D d Depreciation ~ Summation t targeted 
E e <P Index of cycle e expected 
F f <I> adj. for util. 
G Govt. purchs. g a Behav. coeff. N domestic 
H Hours h p Behav. coeff. d disposable 
I Investment interest rate a Derivative * potential 
J Sales j l] Employ. rate n net 
K Capital stock k I! Mark-up a actual 
L Labor force l :It Profit share 
M m ~ Unit costs Subscripts 
N Employment n t Time trend :It profits 
0 Imports 0 <I> Capacity util. z intermediate gds 
p Power/Social Vars. p Price(s) (I) Wage share m manufacturing 
Q Output q Productivity a accruals 
R Capital income r Profit rate (I) payroll 
s Savings s <I> normalize on Y* 
T Taxes t Tax rate t terms trade 
u Unemployment u unempl. rate X capital 
v Inventories v 
w Wages w Wage rate 
X Exports X Generic var. 
y Income y Generic var. 
z Intermd.goods z Z intensity 

Notes 

1. For some of Kaldor's major statements on growth dynamics, see Kaldor (1957, 
1962, 1970). For two useful recent reviews of Kaldor's contributions, see 
Marglin (1984), especially 155-7; and Velupillai (1983). 

2. I have relied heavily on the excellent symposium on 'Kaldor's Growth Laws' 
presented in the Spring 1983 issue of the Journal of Post Keynesian Economics, 
especially Thirlwall (1983). 

3. With all due respect to the late Lord Kaldor, I have not undertaken such an 
ambitious exercise solely for the purposes of this conference volume. I am 
currently pursuing a longer-term project of constructing a relatively large 
macroeconometric model of the postwar U.S. economy, based on a 'left' 
economic perspective, in order to compare the usefulness of neoclassical, 
post-Keynesian, and neo-Marxian macroeconomics and in order further to 
locate and evaluate recent contributions evolving broadly under the umbrella 
of the 'social structure of accumulation' approach. This ongoing work made it 
possible to undertake the exercises reported in this paper without too much 
distention. For a recent progress report, see Gordon (1988b). 

4. While most growth models actually focus on the interactions between savings 
and investment, it is more convenient in a macroeconometric context to 
analyze the interaction between consumption and investment since the two 
components, along with other 'exogenous,' determinants of final demand, sum 
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to total product and therefore jointly determine the demand-side properties of 
the model. 

5. For discussion of the independence of wages from the level of unemployment 
within the Post-Keynesian perspective, see for example Appelbaum (1979) and 
Michl (1987). 

6. On the domain of long-period analysis, this is unlikely to compromise some of 
the most important emphases in Kaldor's models: Since employment is a 
steady function of output; labor supply is treated as exogenous; wages will vary 
with the employment rate; and prices will vary, other things equal, in direct 
proportion to variations in wages; real wages are unlikely to change over the 
cycle, other things equal, as a result of changes in nominal wages. It will 
continue to be the case, therefore, that the wage share will be jointly deter
mined by the long-period relationship between savings and investment and by 
dynamic effects of output growth on productivity growth, preserving the 
long-period relationship between demand and distribution which seems essen
tial to Kaldor's approach. 

7. For useful discussion of Kaldor on endogenous money, see Rousseas (1986, 
especially ch. 5) and Lavoie (this volume). 

8. In order to simplify the exercise, I have relied throughout on simple linear 
specifications of all of the principal stochastic equations. It is my provisional 
impression that this dimension of simplification in the exercise is not essential 
to the properties of the model since all of Kaldor's principal hypotheses receive 
empirical support in the estimation of the equations (see below). One import
ant issue which is glossed by this simplification, however, is the extent of 
increasing returns to scale in manufacturing or the aggregate economy; I 
discuss this issue in reporting on the results of the estimation. 

9. Those of strong post-Keynesian persuasion may be choking at the sight of an 
aggregate index of the capital stock introduced through the capital-labor ratio 
in this and the aggregate productivity growth equation. In order to test for 
interactions between other determinants of investment and output growth in 
affecting productivity growth, however, it becomes necessary, for better or 
worse, to allow an aggregate capital-labor ratio to appear in the productivity 
growth equations. I would happily debate the legitimacy of this egregious 
importation, although I think it is a side issue and that this specification does 
not much affect the behavior of the model as reported below. 

10. Some equations were estimated for periods beginning somewhat after 1951.3 as 
a result of long lags or problems with data availability. 

11. One exception to the inclusion of lagged endogenous variables as instruments: 
I did not include lagged variables from simple identities determining either the 
rate of change or the new level of a variable in the current period. 

I have not yet, in this stage of my work, tested for evidence of contempor
aneous correlation in the residuals of the equations estimated by two-stage 
least-squares; I plan to review the need for and sensitivity to systems
estimation methods at a slightly more completed stage. 

12. It could be that the latter failure - to find a differentially expansive effect of 
exports on manufacturing output - may simply reflect the fact that this model 
was estimated for the United States, over a period during most of which trade 
dependence was not yet very accentuated. If specified and estimated for the 
UK, to which Kaldor made special reference, the results could conceivably be 
quite different. 

13. The principal exogenous variables in the system are aggregate labor supply, 
government spending, and the various flows and rates of government taxation. 
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14. For discussion of some of the principal macro implications of these explora
tions, see Bowles, Gordon, and Weisskopf (1987, 1989) and Gordon (1988b). 

15. This kind of exercise has been highlighted by a number of recent discussions in 
the left macro literature. See, for example, Marglin and Bhaduri (1989). See 
also Gordon (1988b) for some similar kinds of comparisons. 

16. These graphs in fact begin in 1962.3 rather than 1956.1. I chose to start then 
(rather than at the beginning of the period of simulation) simply because this 
helps focus on the stagnation period, after 1966.1, during which the possibility 
of a difference between the Kalmac, with its failure to capture the downturn in 
aggregate performance, and the Altmac, which appears more adequately to 
track that stagnation, seems greatest. I chose 1962.3 specifically because it is 
the last mini-peak before the final peak of the boom in 1966.1. 
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29 Disembodied Technical 
Progress: Theory and 
Measurement 
S. Nagy 

1 THEORETICAL CONSIDERATIONS 

Disembodied technical progress is a factor of growth that appears in all 
kinds of growth models. As a matter of fact, in neo-Classical growth 
models it is the only type of technical progress since it lays in the foun
dation even of the different, sometimes rather complicated types of em
bodied technical progress. 

Kaldor's new model of economic growth represents a major departure 
from the class of neo-Classical growth models because it gives 'explicit 
recognition to the fact that technical progress is infused into the economic 
system through the creation of new equipment, which depends on current 
(gross) investment expenditure' (1970, p. 343). This relationship is re
flected in his well known technical progress function which expresses 'a 
relationship between the rate of change of gross (fixed) investment per 
operative and the rate of increase in labour productivity on newly installed 
equipment' (1970, p. 343). 

In his model Kaldor allows also for the existence of disembodied 
technical progress saying- in a footnote- that 'in addition to "embodied" 
technical progress there is some "disembodied" technical progress as well, 
resulting from increasing know-how in the use of existing machinery' 
(1970, p. 346), but he assumes that it is just counter-balanced by the 
decline in the physical efficiency of already existing machinery that takes 
place with age. 

As we can see Kaldor 'assumes away' disembodied technical progress 
but he does not exclude its existence, although through this assumption he 
makes it difficult or impossible to measure the effect of disembodied 
technical progress on output. 

However, if this assumption is slightly modified by saying that the effect 
of disembodied technical progress overcompensates the decline in the 
physical efficiency of the existing machinery, we are free to set out to use 
Kaldor's technical progress function also to measure the effect of disem
bodied technical progress; this is what I am trying to do in the present 
paper. It is all the more justified to do so because in the actual computations 
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newly installed capacities are considered and the total capital stock does 
not appear here as a separate variable. 

Disembodied technical progress as a separate factor of growth also 
appears in Kalecki's theories. In his theory of the capitalist economy a 
factor 'd' is defined to express the adaptation of the firm to the given level 
of technology through innovations. These innovations are embodied in the 
volume of usual investments. In his theory of the socialist economy a factor 
'u' is defined which reflects the effect of disembodied technical progress in 
the growth of the whole economy. 

However, Kalecki gives a different interpretation to this factor in case of 
a capitalist or a socialist economy. He maintains that in a capitalist 
economy 'u' reflects the effect of changes in demand on the degree of 
capacity utilization. Therefore, it cannot be regarded as an independent 
variable. In a socialist economy, however, where we have full capacity 
utilization - he says- 'u' expresses the effect of organizational technical 
progress which does not require substantial capital inputs. 

My interpretation of disembodied technical progress in the present 
paper is very close to Kalecki's with one difference that is very important. 
In the computations to be presented below I set out from Kalecki's 
assumption concerning disembodied technical progress as an independent 
factor of growth in the socialist economy. 

The empirical findings, however, suggest that in a socialist economy of 
our days, i.e. in the Hungarian economy, even the growth rate of disem
bodied technical progress moves with the course of the general investment 
cycles: disembodied technical progress accelerates simultaneously with the 
upswing in the investment cycle and it decelerates with the downturn in the 
investment activity, the latter of which is being caused as a rule by state 
intervention to prevent even more serious disproportions in the economy. 

2 MEASUREMENT OF DISEMBODIED TECHNICAL 
PROGRESS IN THE SOCIALIST COUNTRIES 

The availability of long time series in constant prices has made it possible 
to obtain empirical estimates with the application of Kaldor's technical 
progress function for Hungary and a number of Eastern European countries. 

In the case of Hungary the growth rate of disembodied technical prog
ress has been found to vary in the range of 3.0-3.5 per cent per annum in 
the period between the years 1950 and 1986. 

In an international comparison with other Eastern European countries 
this puts Hungary into an average position which corresponds to her 
general level of economic development (see Table 29.1). 

If these growth rates are plotted against the corresponding levels of 
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Table 29.1 The growth rate of disembodied technical progress in the individual 
Eastern-European countries, per cent, 1951-82 

Poland 
Soviet Union 
German Democratic Republic 
Czechoslovakia 
Hungary 
Roumania 
Bulgaria 

0.8 
1.2 
2.2 
2.4 
3.8 
5.2 
5.4 

6,-----------------------------------------. 
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development an interesting chart is obtained which indicates an inverse 
relationship between the growth rates of disembodied technical progress 
and the general level of economic development, at least for the group of 
countries included in this sample. 

This can be interpreted so that the growth rate of disembodied technical 
progress reflects among other things, the so called 'catching up effect'. This 
means that this growth rate is higher in case of countries with a lower than 
average level of development (Bulgaria, Roumania) and correspondingly it 
is lower in case of countries with a higher than average level of develop
ment (Czechoslovakia, German Democratic Republic). Poland and the 
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Table 29.2 Growth rates of disembodied technical progress by periods in 
Hungary 

1950-60 
1960-70 
1970-80 
1950-80 
1950-84 

2.5 
4.1 
3.2 
2.5 
3.4 

Table 29.3 Growth rates of disembodied technical progress by branches of the 
Hungarian economy, per cent, 1970-78 

Industry 
Construction 
Agriculture and forestry 
Transport and communication 
Trade 

National economy, total 

6.9 
6.1 
4.5 
4.2 
6.7 
5.0 

Soviet Union constitute exceptions, although for various reasons in this 
respect. 

It is another hypothesis, to be verified later, that variations in the growth 
rates of disembodied technical progress among countries could be ex
plained in terms of differences in the !COR levels. 

The percentage share of disembodied technical progress among the 
various factors of production also varies over time on average around 30 
per cent. Let me quote for comparison corresponding figures from Deni
son's book (1967): the same shares for United States, German Federal 
Republic, United Kingdom and Belgium were found to be 43, 10, 32 and 
25 per cent per annum in the years 1950--62. 

The empirical studies and computations carried out on the basis of 
Hungarian data have proved that the growth rate of disembodied technical 
progress is not constant over time, as against the basic underlying assump
tion of the vast body of literature on growth economics. 

The computations carried out for the various periods of the last 30-35 
years of Hungary's economic development have produced estimates for the 
growth rate of disembodied technical progress which significantly differ 
from one another. 

Similarly, there have been found significant differences in the growth 
rates of disembodied technical progress among the main branches of the 
Hungarian economy (see Table 29.3). 

Differences among the corresponding growth rates have been found to 
be even larger among the various branches of industry. 
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Table 29.4 Growth rates of disembodied technical progress by branches of 
industry 1970--78 

Mining 
Electric energy industry 
Metallurgy 
Engineering 
Construction material industry 
Chemical industry 
Light industry 
Food processing 

Industry, total 

2.6 
7.9 
4.4 
7.3 
5.7 
9.4 
5.7 
5.2 
6.9 
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Figure 29.2 The connection between the growth rates of disembodied technical 
progress and structural change in the Hungarian Industry, 1970--78 

Notes: TH- the growth rate of disembodied technical progress 
STRV- a measure of structural change. 

These differences in the growth rates of disembodied technical progress 
among the individual branches of industry are closely correlated with the 
structural transformation within the industry. On the scatter diagram 
above it can be seen that an increase in the relative shares took place only 
in those branches of industry in which the growth rates of disembodied 
technical progress was found to be higher than average. 
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It is interesting to note that this scatter diagram can be best approxi
mated by a second order parabola. On the basis of this it could be 
calculated that over this period under examination only those branches of 
industry have increased their shares within the industry as a whole in which 
the growth rate of disembodied technical progress exceeded the level of 6.1 
per cent per annum. (Technically this is the lowest value of the parabola.) 

Incidentally, this value gives another estimate for the average growth 
rate of disembodied technical progress in the Hungarian industry. These 
two values (6.9 per cent from the table on the preceding page and 6.1 per 
cent from the parabola fitted to the actual observations on the scatter 
diagram) give us the right to say that the rate of growth of disembodied 
technical progress was around 6-7 per cent per annum in the Hungarian 
industry in the period between 1970 and 1978. 

3 DISEMBODIED TECHNICAL PROGRESS AND CHANGES IN 
THE SYSTEM OF ECONOMIC MANAGEMENT AND CONTROL 

Among the factors of disembodied technical progress observed in the 
Hungarian economy one of the most important is the transformation of the 
system of macro-economic management and control of the economy, i.e. 
the elaboration and introduction of the new economic mechanism 
(NEM). 

These changes are most easily measured in the period between 1968 and 
1978, because from 1978 to 1984 a restrictive economic policy course was 
implemented which makes it difficult to measure any change in the field of 
disembodied technical progress, although the transformation of the system 
of economic management and control also continued in this period. 

The working hypothesis in these computations was that the transforma
tion and modernization of economic management and control leads in the 
end to an increase in the efficiency of the economy as a whole and therefore 
an acceleration of disembodied technical progress is reflected in its higher 
growth rate. 

In the first approximation the computations seemed to prove the above 
hypothesis: over the last 35 years the growth rate of disembodied technical 
progress was the highest in the period between 1968 and 1978 (see Table 
29.5). 

However, a deeper analysis of this period between 1968 and 1978 has 
shown that important factors other than the transformation of the econ
omic management and control system were also at work contributing to an 
acceleration in the growth of the national income or at least to the 
maintenance of the high growth rates of the previous periods. 

Of these factors I would like to mention two here: the investment cycles 
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Table 29.5 The growth rate of disembodied technical progress by periods, 
per cent 

1950-67 
1968-78 
1978-84 

1950-84 

1950 1955 1960 1965 1970 

Figure 29.3 Capital-output ratio, Hungary, 1950-84 

1975 

4.2 
5.0 
3.0 
3.4 

1980 1984 

which took place in the years 1968-71 and 1976-78, respectively, and the 
accompanying import cycles, both characteristic of the development of the 
Hungarian economy. In the following I am going to analyze more closely 
the role played by the investment cycles in the acceleration of disembodied 
technical progress. For this purpose let us examine the movement of the 
overall capital-output ratio over time in the period between 1950 and 1984. 

It can be seen that the steepest rise in the capital-output ratio took place 
just in the period between 1968 and 1978 and on average it was the highest 
in these years over the whole 35 year period. This suggests some kind of 
relationship between investment intensity of economic growth, the 
capital-output ratio and the rate of disembodied technical progress. 

This statement seems to be supported by the following scatter diagram 
where the growth rates of investments are plotted against the growth rates 
of disembodied technical progress for various sub-periods. The main trend 
of the observations suggest a positive correlation between the two factors 
under investigation, which means that the acceleration in the growth of 
disembodied technical progress took place parallel with the acceleration of 
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Figure 29.4 The connection between the growth rates of disembodied technical 
progress and investments 

Notes: BER - annual compound growth rate of investments 
TII - annual compound growth rate of disembodied technical progress 

capital accumulation, the investment activity in the Hungarian economy as 
a whole (see Figure 29.4). 

4 A PLAUSIBLE EXPLANATION OF EMPIRICAL FINDINGS 

The first point that can be made here is that as apart from Kaldor's 
assumption concerning disembodied technical progress, i.e. its effect being 
counterbalanced by the decline in the physical efficiency of the existing 
machinery, disembodied technical progress is in fact a measurable variable 
characteristic of the level of development of a given country. 

Moreover, the rate of growth of disembodied technical progress is not 
constant over time but it moves parallel with the investment cycle, which 
can be regarded as the main factor of the cyclical behaviour of the 
Hungarian economy as a whole. 

This latter phenomenon can be explained in a complete accordance with 
Kaldor's theory of technical progress, his technical progress function. For 
according to some authors (Hahn and Matthews, 1970), from a formal 
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point of view Kaldor's technical progress function can be regarded as an 
extention of the traditional Cobb-Douglas production function in a par
ticular direction. 

The basic underlying assumption of the Cobb-Douglas production func
tion is that the elasticity of output with respect to the capital stock, the 
slope of the function {iJ(Y/Y)/iJ(K/K)} is constant in all circumstances, 
whereas Kaldor has it varying with KIK, i.e. with the speed of capital 
accumulation, the investment activity. In other words, it means that the 
higher the growth rate of investment activity, the higher the efficiency of 
the new capacities put into operation. 

The same seems to apply to the growth rate of disembodied technical 
progress. It reaches its maximum when the investment activity is at the 
peak level, when the investment cycle hits the ceiling, and it subdues when 
investment activity is cut back by administrative measures in order to 
prevent ever more serious imbalances in the economy. (Classical examples 
for this are the years 1971 and 1978 in the economic history of Hungary.) 

This phenomenon creates a curious paradox in the resource constrained 
socialist economies. The benefits of disembodied technical progress disap
pear just in the period when they are most needed, i.e. after the investment 
activity was curbed down and there was more room and need for benefits 
not requiring vast capital outlays. To a certain limited extent this can be 
counter-balanced by 'public efforts, public promotion', but the fact re
mains that non-capital intensive methods are spreading mostly at the time 
of the upswing in the investment cycle. 

Thus, the central role played by the investment activity in the cyclical 
movement of the economy as a whole is also supported by the empirical 
findings of the present investigation, since even the disembodied technical 
progress - a rather neglected child of growth economics - seems to be 
governed by the investment activity, at least in the case of the Hungarian 
economy. 
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30 Nicholas Kaldor as 
Advocate of Commodity 
Reserve Currency 
A. G. Hart 

1 INTRODUCTION 

Nicholas Kaldor is widely (and I think correctly) seen by economists as the 
most prominent and persuasive supporter of the proposal for an inter
national Commodity Reserve Currency system (for short, 'CRC') in the 
second (post-German) generation of its advocates. He was very much 
aware of the work of the pioneers in the first generation - Benjamin 
Graham and Jan Goudriaan- and would not have countenanced any claim 
that he had founded a CRC movement. But he put CRC in the context of 
economic development problems, and made clear the essential fact that its 
logical form is not CRC monometallism but CRC/gold bimetallism. 

Kaldor's advocacy of CRC goes back to 1948, when he was a member of 
the United Nations Commission of Experts which produced National and 
International Measures for Full Employment, and continued into the 1980s. 
It should be said in the same breath, however, that Kaldor always favored 
measures for improving the terms of trade of Third World primary pro
ducers, even at the cost of encouraging monopolistic measures to restrain 
production. At the end of his life, he let this concern override his advocacy 
of CRC. In a posthumous article, he mentioned CRC only in a footnote, 
and reverted to the Keynesian scheme for an 'International Commodity 
Control Authority' (for short, 'ICCA'). 

2 KALDOR'S POSITION AS OF 1964 

Kaldor's strongest statement in favor of CRC was in a submission to the 
United Nations Conference on Trade and Development in 1964- printed 
among Kaldor's published papers. Kaldor sketches the history of the 
UNCTAD document in his preface. 1 

This document grew out of a conference on international monetary 
problems in 1963 at Bellagio, where Jan Tinbergen and I found ourselves 
supporting Kaldor's effort to persuade participants to endorse CRC. When 
Kaldor was in New York at the end of that year, and was looking ahead to 
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the UNCTAD meeting of 1964, we decided to put our views on paper for 
UNCTAD consideration. 

Kaldor was in fact the sole draftsman of the UNCTAD submission, even 
though its stated authorship was 'A. G. Hart, N. Kaldor and J. Tin bergen'. 
Though he stated in his preface that the paper 'owes as much to Hart's 
ideas as to my own', Kaldor never let me insert a single sentence in my 
words! He had unlimited patience, however, for suggestions that proposals 
should be improved at some point, or that some sequence of ideas could be 
clarified. It may be that I pushed him further toward insistence on a basket 
of fixed composition than he would have gone in an individual uttterance. 

Main Elements of the 1964 Proposal 

The crucial feature of the CRC plan (in the 1964 submission as well as in 
earlier and later CRC versions) is the proposal to adopt as a monetary 
'metal' a 'bundle' (in today's semantics a 'basket') of primary commodities 
- with fixed physical composition and with a fixed price for the basket as a 
whole, but with full scope for changes in prices by individual commodities. 
This arrangement would be administered by a multinational agency (pre
sumably the International Monetary Fund or a successor body) through a 
standing offer to buy or sell at permanently posted prices as many baskets 
as private parties or governments chose to sell or buy.2 

In the submission to UNCTAD, rather detailed proposals were offered. 
It was suggested that the IMF 'should establish its own currency -let us call 
it the "bancor" - which after an initial "buildup period" should be 
convertible into (a) gold, (b) a bundle of commodities consisting of the 
thirty or so or so principal commodities in world trade which combine a 
high degree of standardization with reasonable durability in storage'. 3 

The suggested rules for convertibility were framed in terms of dealings 
between IMF and 'member countries'. For gold, member countries would 
be entitled to buy from IMF at 1 per cent above the bancor parity or sell to 
IMF at 1 per cent below parity. For commodity baskets the corresponding 
range would be 2 per cent (or perhaps 3 per cent) above or below par. 4 

Contact with private markets as well as with national monetary auth
orities was contemplated, however. 

The IMF should undertake to maintain at all times parity between 
bancor and the world free market price of gold, if necessary through 
open market sales of gold . . . Parity between bancor and the current 
market price level of the commodities in the commodity bundle should 
in principle be assured by arbitrage operations of private traders . . . 
Since, however, ordinary businesses are not in the habit of operating in 
many markets simultaneously ... it is suggested that IMF should set up 
its own marketing unit which would engage in open market operations in 
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various commodity markets whenever the market value of commodities 
included in the bundle moves outside the officials margins. 5 

To be in a position to make good its selling offers, IMF would have to 
accumulate a sufficient reserve of baskets before full operation could start. 
The working of CRC would differ sharply between the initial 'buildup 
period' and the ensuing operating period. 

Commodities in the CRC reserve would be stored, bought and sold at 
points along their normal trading routes. The IMF would be responsible 
for storage costs and for the maintenance of quality, which would entail 
turning inventories over. 

During the buildup period, operations in each commodity would be 
guided by a target volume stated in tons, and by a 'declared value' per ton 
based on the commodity's recent market history. The target tonnage for 
each commodity would be a stated percentage (reflecting volume in inter
national trade) of an aggregate target volume. 6 

Revisions in the List of Commodities 

Once the accumulation process was completed, IMF was to 'declare the 
final composition of the commodity bundle and the ·bancor value of the 
commodity unit'. 7 Such a determination could not be made earlier because 
buying prices would vary during the buildup period, and because it might 
not be feasible to meet quantity-targets for all commodities included. 

Even after the 'final' composition was set, two types of alterations in the 
composition of the basket were contemplated in the submission. One 
would be a periodic revision of the weights of individual commodities at 
intervals of five years, 'in order to keep the composition of the bundle in 
reasonably close relation to the pattern of world trade'. 8 The other would 
be the exclusion from the basket of any commodity if its price 'rises by 50 
per cent or more above its latest "declared value" prior to its 
incorporation'. 9 

Relations of CRC/Bancor to National Currencies 

The submission proposed an option for relations between the IMP's bancor 
and the currencies of member countries. Countries 'should be free either to 
maintain a fixed rate of exchange of their own currency in terms of bancor 
(which they should be free to adjust from time to time in accordance with 
agreed procedures) or a freely variable rate' .10 

Whether the price level of primary products would display an uptrend or 
a downtrend relative to wage rates and finished-goods prices confronting 
private parties would thus depend on the exchange-rate policy of member 
countries as well as the course of markets for primary products. 11 
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3 BENEFITS CLAIMED FOR CRC 

The need for CRC was seen as arising from the convergence of two 
deficiencies in the world economic structure- (a) the lack of durability of 
the 'gold exchange standard' set up by Bretton Woods, and (b) the lack of 
a mechanism to stabilize and expand the world economy in a way compat
ible with adequate development of Third World countries dependent on 
primary-product exports. 

Escape From an Untenable to a Sustainable Standard 

On the side of monetary standards, Kaldor and his co-authors perceived 
clearly by 1964 that 'the creation of reserves through the "gold-exchange 
standard" is essentially a transitory phenomenon: it can only happen when 
a currency which was traditionally very "strong" becomes a "weak" one 
(through persistent balance of payments deficits), and whilst the "weak
ness" is still regarded as a temporary phenomenon by the reserve-currency 
holders. '12 The proposed gold/CRC bimetallic system was presented as a 
much more sustainable standard than the gold-exchange setup under 
Bretton Woods. 

Development Prospects 

On the side of development, Kaldor was much concerned - and so were 
Tinbergen and Hart - with the recurring payments difficulties and related 
developmental setbacks on Third World countries dependent on primary
product exports. It was quite evident that if all these countries suddenly 
developed strong and steady production of gold, their payments problems 
might vanish. Such a gold situation not being in sight, CRC offered an 
equivalent. 13 This way of visualising CRC was further developed in A. G. 
Hart, 'The Case for and against Commodity Reserve Currency.'14 

On the side of stabilizing mechanisms, CRC was recommended as a way 
to correct an asymmetry in the world market mechanism: the lack of 'any 
appreciable forces at work . . . in causing manufacturing production to 
expand in response to increased availability of primary products . . . While 
any given rate of expansion of primary production may be more than is 
required to support the industrial expansion of the countries which are 
already fully industrialised, it can be viewed as "excessive" only if we 
ignored [sic] the possibilities of accelerated industrialisation in all those 
areas which still have large labour reserves in the agricultural sectors, and 
whose industrialisation could be stepped up very considerably under 
favourable conditions. If an acceleration of agricultural production fails to 
induce an acceleration of industrial production, it is primarily because it 
fails to generate the necessary increase in effective demand. '15 
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World-wide Stabilizing Etrects 

In a world perspective, CRC was presented as offering a general economic 
stabilizer to limit the intensity of depressions and set up barriers to 
inflation. The relevant passage in the UNCTAD submission deserves 
quotation at length: 

'The transactions which bring new gold into the system yield income to 
the producers. This fact, as Ricardo emphasized, introduces a stabilizing 
factor into the world economy. If monetary expansion is excessive, the 
resulting inflationary drift tends to raise the cost of producing gold and 
thus to slow down the growth of the monetary stock. If gold production 
is insufficient, the lag in the monetary stock tends to depress prices and 
business activity; hence the production of gold becomes more attractive 
and tends to expand. If only this stabilising effect had worked fast 
enough and on a large enough scale, it would have been a powerful 
factor in securing steady expansion of the world economy. But histori
cally the low elasticity of the supply of gold, and the small volume of 
annual production in relation to the stock of gold and to the total income 
from all activity, made this mechanism much too weak to serve the 
purpose.'16 

Thus: 

"To include commodities which represent the bulk of the world's 
primary production in the symmetallic standard means multiplying Ri
cardo's stabilising influence by a large factor. This is not only (or mainly) 
because such monetarisation would yield an annual increment of re
serves (and thus a contribution to community income earned from the 
increment of reserves) that is several times as large as could be expected 
from the production of gold (unless the price of gold were raised to 
fantastic levels). A far more important consideration is that the income
stabilizing effect of the monetary standard applies not merely to that part 
of the output of the standard commodities which is added to the reserve, 
but to the entire output of these commodities.17 

Offsets to Costs 

Prospective gross costs of storage and administration were viewed in the 
submission as substantial - perhaps of the order of $200 million annually 
after allowing for the costs which would be incurred by governmental and 
private price-support schemes in the absence of CRC. 18 But the benefits -
in the nature of economic externalities - described just above were ex
pected to be overwhelmingly larger than these costs. 
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A major cost factor, not dealt with explicitly as such, is yet handled with 
great skill in the CRC design of the UNCfAD submission. This is the social 
startup-cost entailed by the buildup of a reserve stock of commodities. 

If carried out in a period of tight markets for primary commodities, such 
a buildup would be at the cost of pulling raw materials out from under the 
activities they serve, reducing employment and production worldwide. 
Besides, accumulation of stocks at such a time might be at the cost of 
intensifying hunger when the 'tight market' reflected poor crops of grains 
and the like. On the other hand, a buildup which took the form primarily 
of acquiring excess stocks already in being (notably in the hands of 
governments and of whatever buffer-stock organizations may exist) can be 
managed without disruption of productive use or of human nutrition. 

This important aspect of cost is dealt with in the submission by proposals 
for slowing down or even reversing the accumulation of CRC stocks if 
markets become tight during the initial buildup period. 19 

Furthermore, the submission adopted a proposal of Benjamin Graham
the substitution of futures contracts for physical holdings of commodities 
when spot prices exceed futures, as it apt to be the case when crops are bad 
or when producers of minerals and the like are expanding capacity to meet 
excess demand. 20 

4 ICCA VERSUS CRC 

How should we interpret Kaldor's ultimate abandonment of Commodity 
Reserve Currency, and his shift to advocacy of an International Com
modity Control Agency? Was ICCA a novelty which bowled Kaldor over? 
Did Kaldor decide he had detected technical flaws in CRC which would 
make it unworkable? Did Kaldor shift the weights he attached to various 
cost-benefit aspects of the proposed reform? Did Kaldor somehow yield to 
political pressure? 

Since Kaldor himself did not announce his conversion, but simply put 
forward an article in which CRC was not mentioned but ICCA occupied 
center stage, much is left to surmise rather than direct observation. There 
are important clues, however, in his final article published in 1986, in his 
preface to the 1964 Essays, and in the letter of 1972 addressed to Hart. 

Early Exposure of Kaldor to ICCA 

Far from coming to Kaldor is his last years as a novelty, ICCA must have 
come to Kaldor's attention early in his career- as a proposal from John 
Maynard Keynes which was hinted at in a Keynes article of 1938, formu
lated in British postwar-planning work in 1942, and 'first became 
known . . . with the release of wartime Government papers under the 
30-year rule and their subsequent publication in Keynes' Collected Writings' .21 
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Kaldor refers to discussions involving Dennis Robertson and Roy Har
rod, and must at some stage have been in Keynes's confidence about 
ICCA. It appears that the plan to present this proposal at Bretton Woods 
was vetoed by the British Ministry of Agriculture, and the economists 
concerned presumably felt some obligation not to go outside official 
channels. But Kaldor would surely not have let such a Keynes proposal 
fade out of his mind. 

Kaldor's Attitude Toward Restrictionist Schemes 

In 1964, when explaining the context of the papers in his second volume of 
Essays on Economic Policy, Kaldor described the situation as of the early 
1950s in bleak terms: 

The failure to secure stable prices or markets for primary producers by 
means of either international buffer stocks or multilateral contracts left 
only one avenue open: the creation of producer cartels which influence 
prices through direct regulation of supplies coming onto the inter
national market. 22 

Kaldor evidently felt serious misgivings about restrictionism. But: 'When, 
however, I came to review this problem afresh after a ten-year interval, 
this type of agreement appeared to me the only promising method of 
arresting the steady deterioration of the terms of trade of the primary 
producing countries. '23 

Chapter 17 of his Essays, written in 1962, explored the 'necessary pre
requisites for the successful operation of agreements of this type', and 
concluded reluctantly that the necessary mechanism was 'not one that is 
politically likely to be a "starter" in most producing countries'. 24 

Kaldor 'thus came to the conclusion that if the problem is to be solved, it 
must be tackled on entirely different lines - by a multi-commodity buffer
stock scheme that is directly linked with the creation of an international 
reserve currency'.25 CRC thus came to the fore as a faute de mieux 
proposition, though one advanced with considerable enthusiasm. He advo
cated CRC as 'the one method of generating expansion [of the world 
economy] through 'favourable' balance of payments situations which does 
not require anybody to get into debt as the counterpart to the creation of 
added reserves'. 26 

Individual Commodities in a Modified CRC, as of 1972 

The Kaldor/Hart wrangle of 1972 arose from Kaldor's effort to stretch 
CRC in directions which would put the administering body in the position 
of using its power to create reserve money to manage the prices of 
individual commodities. In his letter to Hart dated 29 February 1972, 
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Kaldor says on his first page: 'I am sorry that you have now "permanently" 
dropped the idea of a Commodity Reserve Currency because I have 
become far more attracted to it.' But on the second page we read: 

I have become sceptical of the symmetallic idea of combining certain 
commodities into a bundle, partly because of the extra cumbersomeness 
of the operation of such a scheme, and partly also because violent 
changes in the supply and demand of any one commodity should be 
allowed to lead to an adjustment in the price of that commodity, rather 
than induce compensating changes in other commodities. 

'In this connection, I fail to see why you now regard the creation of 
buffer stocks for [each of] the twenty or thirty major commodities as 
being 'an unmitigated disaster- which fortunately is clean off the map of 
the politically possible.' I would assume of course that the IMF would 
make all the purchases necessary to keep the prices of the stabilized 
commodities stable in terms of SDR's, but I would have ground rules 
according to which the IMF's buying and selling prices for individual; 
commodities would be adjusted upwards or downwards in accordance 
with a five-year moving average of their stock/turnover ratio in relation 
to the average stock/turnover ratio for all commodities. 

I simply cannot see what you mean when you say that the IMF 'would 
get into a position where at least some commodities would overflow 
buffer stocks and deliver resounding price crashes.' Just as in the case of 
the gold standard, the IMF would have an unlimited obligation to issue 
SDRs against commodities and not a limited one, so buffer stocks could 
never be 'overflown' [sic]. 

Plainly there was an issue of principle involved. Benjamin Graham had 
held forth as one of the central virtues of CRC that its working did not 
hinge on the success of restriction of output - in contrast to single
commodity schemes where growth of output was a threat, and success of 
price policy hinged upon deterrents to production. Kaldor himself, as we 
have seen, wanted a mechanism by which expansion of world-wide primary 
production should be a force to stimulate the use of primary products. In 
the position described in Kaldor's letter, IMF would clearly have to resist 
the growth of some commodity stocks by encouraging the organization of 
output. 

The Final Shift to ICCA 

In his posthumous article, Kaldor finally stepped out of the role of CRC 
advocate. 27 His final comment on CRC, in a footnote, was that 'a scheme 
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of this kind revealed inherent problems of its own which are absent in a 
simpler scheme consisting of separate buffer stocks . . . for the various 
commodities; also, it would have been highly complicated to operate'. 

In the Keynesian scheme as described by Kaldor, 'the expenditure of the 
Commodity Control Agency [would be] directly financed by the issue of 
new international currency, in other words, by SDRs'. 28 The ICC 'would 
set up buffer stocks for all the main commodities, operated for each 
particular commodity by a subsidiary organization run on identical 
principles'.29 How such a setup would be 'simpler' than a CRC, and how it 
could be safeguarded against monopolistic influences on the 'subsidiaries' 
and against piling up of useless surpluses like the European 'mountain of 
butter' it would be hard to explain. 

Kaldor's essay was designed as the show-piece of a symposium in World 
Development on 'Commodities in Crisis'. 30 

The emphasis of the symposium, and hence of Kaldor's paper, was not 
on finance. But surely Kaldor must have been moved by indignation over 
the way in which IMF handling of the international debt crisis of the 1980's 
was frustrating development and creating mass unemployment in the Third 
World. He may well have sensed poetic justice in a scheme which would 
constrain the IMF (as creator of international reserve money in the form of 
SDRs) to undo the effects of its debt-management policies. 

Notes 

1. Kaldor, N. (1964) Essays, Preface, p. xvii. The catchwords (like 'Preface') 
attached to my references are intended to help sort out the numerous and 
somewhat contradictory ideas presented by Kaldor at various times. 

2. Kaldor, N. (1964) Essays, UNCTAD, pp. 146--7. 
3. Kaldor, N. (1964) Essays, UNCTAD, p. 146. 
4. Kaldor, N. (1964) Essays, UNCTAD, pp. 155-6. Present-day CRC advocates 

would recommend a much wider band between posted buying and selling 
prices for commodity baskets. 

5. Kaldor, N. (1964) Essays, UNCTAD, pp. 156--7. It should be noted that on 
p. 147, it was proposed that 'Bancor should be exclusively a deposit currency, 
and only the central banks of member countries should be entitled to hold 
ban cor balances with IMF.' The links with the private markets would therefore 
entail an obligation of central banks to sell and buy bancor drafts in connection 
with private transactions with IMF. 

6. Kaldor, N. (1964) Essays, UNCTAD, pp. 147-51. The suggested target for the 
aggregate was about 30 per cent of a year's world trade in primary commodi
ties. But because many primary commodities would be ineligible to enter the 
basket because of lack of standardization or storability, the targets for those 
included were to be of the order of a full year's trading volume - perhaps a 
quarter of a year's production. 

7. Kaldor, N. (1964) Essays, UNCTAD, p. 153. 
8. Kaldor, N. (1964) Essays, UNCTAD, p. 157. 
9. Kaldor, N. (1964) Essays, UNCTAD, pp. 154--5. This proposal is illuminated 
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in the course of an 'explanatory comment' (p. 161, footnote): The 400 per cent 
rise in the price of sugar in 1962 raised the price index of 30 commodities by 20 
per cent, and under CRC would have called for a decline of over 5 per cent in 
the price index for the other 29 commodities. 

10. Kaldor, N. (1964) Essays, UNCTAD, p. 157. The proposal included 'a penalty 
on members who deliberately keep the market value of their own currency low 
through open market sales of their own currency over prolonged periods. 

11. See Kaldor, N. (1964) Essays, UNCTAD, pp. 167-8. 
12. Kaldor, N. (1964) Essays, Preface, p. xii, footnote. a. the corresponding 

remarks in the Essays, UNCTAD, p. 134. 
13. Kaldor, N. Essays, UNCTAD, pp. 140-5. 
14. Hart, A. (1966). 
15. Kaldor, N. (1964) Essays, UNCTAD, pp. 163-4. 
16. Kaldor, N. (1964) Essays, UNCTAD, p. 141. 
17. Kaldor, N. (1964) Essays, UNCTAD, pp. 143-4. In a review article on 

'External Economy Arguments for Commodity Stockpiling', Paul Hallwood 
clarifies the claim for stabilizing effects by distinguishing 'two associated 
beneficial mechanisms: the counterpoise effect and the monetary effect . . . 
The counterpoise effect is that between the real income and spending power of 
the industrial and monetized primary producing sectors . . . The monetary 
effect . . . takes the form of induced changes in the level of world liquidity. See 
Hallwood (1986), pp. 28-9. 

18. Kaldor, N. (1964) Essays, UNCTAD, pp. 161-2. 
19. Kaldor, N. (1964) Essays, UNCTAD, pp. 154-5. 
20. Kaldor, N. (1964) Essays, UNCTAD, p. 150. 
21. See Kaldor, N. (1986), pp. 554-5. 
22. Kaldor, N. (1964) Essays, Preface, p. xiv. 
23. Kaldor, N. (1964) Essays, Preface, p. xv. 
24. Ibid. 
25. Kaldor, N. (1964) Essays, Preface, p. xvi. 
26. Kaldor, N. (1964) Essays, Preface, p. xviii. 
27. Kaldor, N. (1987). 
28. Kaldor, N. (1987) p. 555. 
29. Ibid., p. 554. 
30. See Maizels, A. (1987). 
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31 Kaldor on International 
Economic Policy 
S. Dell 

It is a privilege for me to have this opportunity of paying tribute to Lord 
Kaldor for his immense contributions to the ideals of international cooper
ation. The very same generosity of spirit that had led him to associate 
himself with Sir William Beveridge in working on plans for full employ
ment for Britain prompted him also to look far beyond the problems of 
Britain to the international economic objectives of the United Nations. He 
was indeed a United Nations man. Not only did he work for the United 
Nations in many different capacities, but his theoretical writings on world 
trade, development and the international monetary system as well as the 
technical assistance missions that he undertook to many different countries 
made an enormous reputation for him throughout the world, a reputation 
for trenchant analysis of the world's ills and for brilliant advocacy of 
strategies for dealing with them. And his work was invariably permeated 
by a desire to reduce inequity and inequality in· the economic relations 
among nations as well as in the internal economy of each country, rich or 
poor, developed or underdeveloped. 

It is difficult to do justice to his contributions in the international field in 
the limited time available to us here, and I can do no more than touch upon 
a very few examples. One of his lesser known but most important works 
was a United Nations document entitled 'National and International 
Measures for Full Employment' (United Nations, 1949). This document 
will not be found in his collected works for the simple reason that he had 
four collaborators, namely John Maurice Clark, Arthur Smithies, Pierre 
Uri and Ronald Walker. As secretary of the group, however, I can vouch 
for the fact that Professor Kaldor inspired the entire report, which was 
unanimous, and, at the request of the group, supplied something like 97 
per cent of the text. 

The report was written between October and December 1949 at the high 
point of the postwar collective commitment to full employment but at a 
time of uncertainty created by the first postwar recession and the unsettling 
circumstances leading up to the devaluation of sterling. The report was a 
superb exposition of the national measures required for the achievement 
and maintenance of full employment, but it was particularly noteworthy as 
the first exercise of its kind in examining the character and degree of 
international cooperation required to create an economic environment 
conducive to full employment worldwide. 
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The report's recommendations for international action were designed to 
achieve three main purposes: 

1. to create a workable system of international trade and the conditions for 
eliminating excessive trade barriers and for the full restoration of 
currency convertibility; 

2. to accelerate the economic development of the underdeveloped areas of 
the world; 

3. to prevent the international propagation of fluctuations in effective 
demand (ibid. p. 87 para. 183). 

One of the key recommendations was that the World Bank should be 
authorized to borrow from governments and to make loans to governments 
for the purposes of general development, as distinct from project loans. 
This recommendation foreshadowed the World Bank's so-called policy
based lending of today, but Lord Kaldor did not favor the kind and degree 
of conditionality currently applied to such lending by the Bank. 

With regard to preventing the propagation of a cumulative process of 
economic contraction, the report recommended that each country should 
undertake to stabilize its own external currency disbursements on current 
account in the event of a decline in its own demand for foreign goods and 
services. This could be achieved in part through measures to stabilize the 
prices of basic commodities in terms of national currencies. In addition it 
was recommended that 

'each government should accept the responsibility, within a permanent 
and systematic international scheme, of replenishing the monetary re
serves of other countries concurrently with, and to the extent of, the 
depletion of those reserves which results from an increase in its own 
reserves induced by a fall in its demand for imported goods and services, 
in so far as this fall is caused by a general decline in effective demand 
within its own country' (ibid. pp. 95-6, para. 202). 

This scheme was to be operated by the IMF. 

The specific modalities of this scheme were less important than the fact 
that it called for far-reaching measures of inter-country cooperation of a 
kind that was not yet in evidence at the time of the report but which are 
somewhat more realistic in terms of the international relationships and 
interdependence of today. 

Alongside his concern with problems of full employment and economic 
growth in the industrial countries, Lord Kaldor applied his extraordinarily 
creative mind to the problems of developing countries. It was natural that 
he should have found himself very much in sympathy with the structuralist 
school that was active in the Economic Commission for Latin America 
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under the leadership of Raul Prebisch. In 1956, Prebisch invited Professor 
Kaldor to spend three months with the Commission in Santiago, a visit that 
was extremely productive for all concerned. Professor Kaldor delivered a 
series of lectures on economic development to the Commission staff that 
provided a starting point for deep discussion of ECLA's theoretical and 
practical work, notably on growth, inflation, and domestic and external 
constraints. As an example of his own approach to these problems, he 
undertook a study of the economic development of Chile that Prebisch and 
his staff found completely congenial. As the conclusion of this study 
pointed out, no lasting cure of the inflationary tendencies of Chile could be 
found either in stricter monetary and credit policies or even in administrat
ive reform which secured more effective taxation of the upper classes. 'The 
lasting cure for the inflation', wrote Professor Kaldor (1964 p. 277), 'can 
only be found through a more rapid increase in food availabilities - either 
through a more rapid increase in the productivity of agriculture (which in 
turn hinges upon the reform of land tenure) or a more liberal policy of 
importing foodstuffs from abroad.' 

Professor Kaldor also gave his support to the terms of trade theory that 
had been advanced by Prebisch. There was, and still is, a certain tendency 
in the economics profession to take a somewhat condescending attitude 
towards the Prebisch thesis, on the grounds that his statement of the thesis 
allegedly lacked rigor, or that his analysis of the historical facts was 
mistaken. Professor Kaldor swept all this aside. In a paper on the terms of 
trade written for the Latin American Commission in 1963 (1964, pp. 
112-15) he pointed out that the sellers of primary commodities suffer from 
two important handicaps in comparison with the sellers of manufactures. 
The first is that, by and large, the primary producers are 'price-takers', 
whereas industrial producers are 'price-makers'. A fall in demand for 
manufactures leads directly to a reduction of output, while any reduction in 
prices occurs only indirectly and incidentally. A fall in demand for primary 
commodities, on the other hand, leads directly to a fall in prices and only 
indirectly to a restriction of output in so far as producers are induced to 
lower their output. 

The second handicap suffered by primary producers is that, while the 
benefits of technical progress in manufacturing are largely retained by the 
producers in the form of higher real wages and profits, the benefits of 
technological progress in primary production are largely passed on to 
consumers in the form of lower prices. These factors were responsible for 
the downward trend in the terms of trade of developing countries. Professor 
Kaldor therefore advocated international agreements for the regulation of 
the export and production of primary commodities. 

Only a few months separated the Kaldor paper on the terms of trade 
from his collaboration with professors Hart and Tinbergen on a paper for 
the first conference of UNCTAD held in 1964. The paper was entitled 'The 
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Case for an International Commodity Reserve Currency' (1964, pp. 
131-77). What had happened during the months between the writing of the 
two papers was that on going into the matter further, Professor Kaldor had 
come to the conclusion that no scheme of quantitative export regulation 
was likely to succeed for more than a temporary period, because without 
some built-in mechanism for changing the distribution of export quotas in 
favor of low-cost producers, any agreement was likely to be exposed to 
steadily increasing stress which would cause it to break down sooner or 
later. 

One of the most startling and engaging characteristics of Lord Kaldor as 
a person was his readiness to change his mind without a moment's hesita
tion if he encountered new evidence that appeared convincing. One never 
felt with him, as with other people, that once his mind was made up there 
was no point in arguing. He was very formidable indeed in argument, but 
even when he was at his fiercest, one always felt that he was open to 
persuasion. He later decided that even the joint paper on the commodity 
reserve currency did not really provide a practicable approach, and he 
therefore changed his mind again and adopted a modified form of the 
proposal that was more in line with the International Commodity Control 
proposed by Keynes. 

Since Professor Hart is delivering a separate paper on the proposal for a 
commodity reserve currency, I shall not trespass on his territory, especially 
since he was a co-author of the proposal. There are, however, two points of 
a general character that need to be made in the present context. 

The first is that it was a critical element in Lord Kaldor's approach to the 
subject (1983) that a commodity reserve currency, or a commodity stabil
ization scheme financed by SDRs, would lead to the stabilization not only 
of commodity markets but of the world economy as a whole. It would, 
moreover, secure the highest sustainable rate of economic growth for the 
world as a whole- i.e. the highest rate of world industrial expansion that 
the growth of supplies of primary products would permit. This would occur 
because if primary products were in excess supply there would be an 
increase in investment in stocks of these commodities that would generate 
a corresponding increase in the rate of growth of demand for industrial 
products; the converse would hold true in case of a shortage of primary 
products. In his view, moreover, it was not labor or capital that was the 
ultimate constraint on growth but the supply of primary products, and 
stabilization of the commodity markets would encourage the maximum 
expansion of commodity output. 

The second point is that Lord Kaldor had been sceptical all along about 
the viability of an international paper currency without commodity back
ing. Although this was one of the few issues on which his thinking about 
the international monetary system was ultra-orthodox, it was not because 
he himself saw any theoretical necessity for commodity backing. But he 
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foresaw, quite correctly, that the world's bankers would never feel really 
comfortable with an unbacked paper currency at the international level, 
and that they would prefer to hold one or more of the key currencies such 
as the dollar. On this he proved to be absolutely right, and the Group of 
Ten has now openly raised the question whether the SDR has any future at 
all as an international reserve currency. This is despite the solemn commit
ment of governments in the IMF Articles of Agreement to cooperate with 
the Fund in making the SDR 'the principal reserve asset in the inter
national monetary system' (Article XXII). 

Lord Kaldor was very critical of the IMF for its stabilization policies and 
particularly for the methods by which IMF programs were and are deter
mined. For anyone who is familiar with his extensive writings on monetar
ism, the nature of that criticism would not come as any surprise. For him, 
the monetary approach to the balance of payments employed by the Fund 
was anathema, as was the pinpoint monetary targeting involved in IMF 
conditionality. He recognized, of course, the attraction of being able to set 
straightforward performance criteria in the form of precise monetary 
targets that could be readily monitored by the IMF. He could even 
sympathize with the idea of establishing as objective a basis as possible for 
determining whether member countries that had entered into stand-by 
arrangements with the Fund were performing sufficiently well to qualify for 
the successive phased drawings on lines of credit set up by the Fund under 
these arrangements. 

But Fund programs needed more convincing justification than that of 
convenient targeting. The wellbeing of entire communities was at stake, 
and this should not, he felt, become a hostage to the monetarist fallacy. 

Lord Kaldor's sympathies were therefore on the side of the Group of 
Twenty-four, the developing country caucus in the IMF. He was always 
ready to place his time and efforts at the disposal of the Group of 
Twenty-four, and he was sorely missed by the Group when they came to 
work on their recent report, published in June of this year, on "The Role 
of the IMF in Adjustment with Growth." The Group had hoped to meet 
with him, but that was not to be. Although he was not directly involved in 
the preparation of that report, the influence of his past thinking and 
writings is apparent. 

His last major paper for the Group of Twenty-four was submitted in 
April1982 and was entitled 'The Role of Devaluation in the Adjustment of 
Balance of Payments Deficits', (Dell, 1987, pp. 557-67). The paper is 
included in the second of three volumes recently published by North
Holland containing the complete collection of the Group of Twenty-four 
papers up to 1986. It is a short but highly instructive paper that is almost 
impossible to sum up briefly. One of his main points is that the justification 
for devaluation depends on the assumption that it is capable of changing 
the critical price and wage relationships within a country in an effective 
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manner, even when domestic fiscal and monetary policies are incapable of 
bringing about these results. But, as Lord Kaldor points out, it cannot be 
taken for granted that the internal distribution of income, which is the 
outcome of complex political forces, can be effectively changed by devalua
tion. It is more likely that a large-scale devaluation will cause an internal 
price upheaval (at the cost of a great deal of additional inflation) which will 
end up by reproducing much the same price relationships - between prices 
and wages and between internal and external prices - as prevailed before 
the devaluation. 

I am painfully aware of the fact that there is much that I have had to 
leave out of this brief account. Although the studies of Lord Kaldor's 
efforts to promote tax reform in the Third World are extraordinarily rich in 
their insights into the problems of these countries, it would have been all 
but impossible to attempt to sum them all up. Moreover, Lord Kaldor 
himself had done the job in his Introduction to Volume I of his Reports on 
Taxation (1980), and had left little room for anyone else to add to what he 
said there. If he felt any temptation to gloss over the obstacles and 
frustrations that his efforts had encountered, he rejected that temptation 
completely. "While I have not changed my views on the analytical plane', 
he writes, 'I have become far more sceptical of the possibilities of improv
ing the distribution of income and wealth through taxation, or of introduc
ing effective reforms when these are perceived, in anticipation, as affecting 
adversely the interests of the property-owning classes.' It is a sobering 
conclusion that illustrates, once again, Lord Kaldor's scrupulous honesty 
with the reader and with himself. 

When future generations look back to this period and the struggle of the 
Third World to throw off centuries of underdevelopment, Nicholas Kaldor 
will always be remembered as having been in the front rank of those who 
challenged the complacency of the conventional wisdom and who pointed 
the way forward to overcoming hunger and poverty throughout the world. 
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32 Capitalism, Socialism and 
Effective Demand 
Edward Nell 

Comparing capitalism and socialism, it is important to remember that no 
actual economy is purely one type or another: all are mixtures bearing 
traces of their national histories, international relations and political 
compromises. Nevertheless, analytical study is best carried out at an 
abstract level in terms of pure types; prominent features of actual econ
omies will be identifiable as belonging to one system or another and the 
logic of these features can be traced in the abstract system of which they 
are a part, where they have free play and full scope. We will treat 
capitalism and socialism as such abstract systems, and in doing so will draw 
on a central theme of Kaldor's later years, the distinction between 'demand
constrained' and 'resource-constrained' systems, developed implicitly by 
Kalecki, but first explicitly defined by Kornai. This distinction requires 
replacing the scarcity-based theory of value with a Classical approach in 
which manufacturing prices are largely invariant to changes in demand. 

Since this chapter was first drafted the Berlin Wall has come down and 
real world socialism collapsed with it. What will emerge in the former 
socialist states is likely to differ from Western capitalism and will certainly 
not resemble what flourished, if that is the word, behind the Wall. Yet the 
theme of this chapter may still be pertinent, for the relation between 
demand and capacity is likely to differ between capitalism and any form of 
">ocialism. 

DEFINITIONS 

A capitalist economy is one in which some own the means of production 
while others do not; capitalist production generates a surplus through the 
employment of wage labor, and competition establishes a common ratio of 
surplus to the value of the means of production used. This is the rate of 
profit, and every capitalist system is characterized by a 'normal' rate of 
profit, (expressed in the rate of interest on money) which makes it possible 
to calculate the 'amount of capital' in any sector or industry by capitalizing 
its net income stream. On this basis, therefore, economic activities can be 
bought and sold. Capitalist enterprises compete with one another, and 
liquid capital funds conferring ownership of or claims against such enter-
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prises will actively seek out those with the highest rates of return. Hence 
there is constant pressure to increase the surplus- i.e., to raise productivity. 

Under capitalism the ownership and distribution of wealth is given, and 
the system generates pressure to operate the means of production most 
efficiently (productively). By contrast, under socialism the efficiency and 
productivity of the means of production are assumed, but private owner
ship is abolished and the system seeks to distribute the gains most fairly, 
taking account of both the general interest and the interests of all. Owner
ship is vested in bureaucracies supposedly representing the general interest, 1 

run in accordance with an overall plan, and income is distributed in 
proportion to productive contribution, modified by subsidies to those with 
special needs. Investment is planned to bring about balanced growth at the 
highest rate consistent with planned consumption. Job security and a basic 
standard of living are guaranteed to all. Capitalism is regulated by prices 
and the rate of profits, socialism by quantities and the rate of growth. 

Both capitalism and socialism are essentially monetary systems: capital
ist profits do not count until they are realized in money and socialist 
incomes must be both paid and spent, before any judgement of fairness can 
be rendered. Since prices are realized in money, in neither system does the 
money wage - fixed by the wage bargain in the labor market - therefore 
determine the real wage. In both systems production and distribution are 
carried out at least partly through market processes - wages are paid and 
spent, accounts are kept of purchases and sales - although the markets 
work differently, and the socialist markets are not competitive. Further, in 
both systems production is largely concentrated in the hands of giant 
bureaucratic organizations, with easy access to funds and well placed to 
lobby the government. And in each a privileged class or stratum can be 
identified. 

These similarities and differences in the organization of production are 
fundamental, but do not explain many of the most obvious contrasts 
between the systems. For this we have to consider each system's character
istic mode of operation - in particular, the way each builds and uses 
productive capacity. The contrast begins at the most basic level: under 
capitalism it is a strategic individual decision (made by each firm and 
dictated by competition) that the firm must carry an appropriate level of 
reserve capacity. Under socialism, it is a collective decision (dictated by the 
goals of the program) that all available capacity must be used to the fullest. 
Each aspect of this contrast must now be explored. 

DEMAND IN RELATION TO CAPACITY 

Capitalism is competitive, so firms must build and carry extra productive 
capacity for precautionary or strategic reasons; a firm must be able to keep 
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up with its competition, so when markets are growing rapidly, it must be 
able to expand production (and also capacity) to keep pace. If it could not, 
but its competitors could, it would lose its market share, while the competi
tors would reap economies of scale, leaving it a relatively high-cost pro
ducer. (In a slowdown, firms must take care in cutting capacity, lest they 
suddenly need it again.) Markets also fluctuate: a firm that holds its 
capacity to the level of average demand will be unable to service peak 
demand and will lose customers to those who can deliver at any time. 
Markets grow irregularly and firms must be poised to take advantage of 
new openings, especially since idle capacity can be adapted to turn out 
product variations for new or specialized markets. If some carry such 
capacity and others do not, the carriers will have an advantage at the 
expense of the others. Firms with reserve capacity will be able to adapt it 
and plunge right into the new venture; firms without any reserves will be 
able to enter only after completing a construction project. Firms with 
reserve capacity can adapt the reserve plant to new product design, while 
continuing to serve their normal market with the old; firms without 
reserves will have to shut down their operations to adapt. Competition for 
market shares thus requires carrying reserve capacity. (But firms will keep 
inventories and stockpiles trim, adjusted to current demand levels.) 

Reserve capacity, however, is not excess capacity; yet it is the latter that 
is implied. Competitive planning on the part of each firm requires it to 
choose the amount of reserve capacity needed to defend its desired market 
position - the largest share it can reasonably hope to secure and defend. 
Each firm will thus select and build reserve capacity, and the aggregate 
level of reserve capacity will be the sum of these plans. But only some firms 
will achieve their desired market positions - winners imply losers - and the 
rest will be carrying too much capacity. 2 

Under socialism, by contrast, the Plan will normally try to meet large 
objectives with limited resources; it will try to reconcile competing claims 
by assuming that output can be expanded. Hence there will be pressure 
both to produce at full blast from existing capacity and to increase pro
ductive capacity as fast as possible. Given these pressures, enterprises will 
be chronically short of capacity in relation to total demand and, fearing 
shortages, will stockpile raw materials, inputs, equipment, and other 
supplies. 

Each system thus operates in a characteristic manner. Capitalist com
petition calls for reserve capacity, whether to seize an opportunity or to 
repel a market invader; but such capacity must be matched by reserve 
labor, which can be mobilized quickly. Otherwise the extra capacity will 
prove useless and the costs of carrying it wasted. However, hoarding labor 
would be prohibitively expensive; instead the system itself tends to gen
erate a labor reserve through regular increases in productivity, combined 
with a tendency to weakness in aggregate demand. Such reserves make it 
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easier to keep wages within bounds and to maintain labor discipline. 
Further, the smooth functioning of the system depends upon labor's 
willingness to accept capital's decisions about employment, job definitions 
and working conditions; the existence of reserve labor strengthens capital's 
hand. Given widespread reserve capacity and labor, however, investment 
will normally be held back until an innovation, providing a competitive 
edge, can be introduced. 

Socialism, on the other hand, is committed to meeting everyone's needs, 
and so requires a full effort in current production; no reserves can be held 
back. Such an effort makes it easier for the authorities to grant increases in 
pay and to support efforts to expand in all spheres - moves which 
strengthen the hand of authority and improve its image. It also means that 
capacity will appear insufficient everywhere; investment will therefore be 
called for throughout the economy. 

Stating the contrast schematically, under capitalism money wages will 
tend to be kept as low, and prices as high, as possible; under socialism, 
wages will tend to drift as high, while prices will be held as low, as 
possible. 3 Capitalism constrains real wages, in order to increase profits; 
socialism lets them expand in order to achieve social objectives. Under 
capitalism, investments must be withheld until the time is ripe; under 
socialism, investment must be pushed forward as rapidly as possible. Given 
this pattern of investment, and that real wages largely determine consump
tion, aggregate demand in capitalism will tend to lie below, and in social
ism above, productive capacity. 

In the Kaldor-Kornai terms noted earlier, capitalism is 'demand
constrained' - i.e., productive capacity will normally exceed aggregate 
demand; whereas socialism is 'resource-constrained'- meaning that aggre
gate demand will normally exceed productive capacity. The two systems 
work differently, and set up different incentives. 

CHARACTERISTIC INCENTIVE PATTERNS 

Each system's mode of operation sets up characteristic incentive patterns, 
which fit together into a definite style and tend to reinforce the initial 
condition of demand excess or scarcity. To begin with growth: under 
capitalism the presence of near-universal excess capacity (required as a 
strategic reserve for competitive reasons) dampens the inducement to 
invest, in the absence of technological improvements. Capitalist economies 
tend to build capacity sluggishly, punctuated by strong bursts of expansion, 
usually stimulated by innovation. Weak and/or uncertain investment, in 
turn, tends to keep capacity utilization low. By contrast, under socialism, 
near-universal shortages, engendered by the attempt to run all productive 
processes at full potential, strengthen the inducement to invest, which in 
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turn further intensifies the pressure of demand on capacity. Socialist 
economies build capacity rapidly and regularly, but fail to innovate or to 
produce high quality. Output growth in capitalism chiefly comes from 
technical progress, in socialism from adding capacity. 

A shortage of demand in relation to capacity tends to intensify competi
tion; sales are uncertain since demand is less than capacity - a firm's 
market could always be lost to competitors. Hence cost-cutting and quality 
enhancement will be important - perhaps competitively necessary - to 
attract and keep a share of the limited market. Technical progress in regard 
to both products and processes is therefore stimulated by the characteristic 
situation of capitalism, and accounts for a large part of the growth of 
output. 

Such technical development will be of the kind analyzed by Adam Smith 
and Charles Babbage - separation of function and division of labor. Tasks 
and designs are simplified, clarified, broken down and made more precise, 
so that tasks and skills are carefully matched and products fit proposed 
uses. Expensive skilled labor/equipment will not be used for tasks that 
unskilled workers can perform; this follows from demand shortage and 
from uncertainty. Costs must be kept down, in order to compete for the 
scarce demand; products not adequately designed for their proposed uses 
will not be competitive. 

By contrast, the excess demand characteristic of socialism means that 
neither product improvement nor cost-cutting are necessary to make sales; 
indeed, sometimes good quality is not even required. When shortages are 
severe enough, practically anything will be absorbed by the market. But 
generalized shortage sets up pressure for innovations that can meet several 
needs or perform several functions at the same time - two birds with one 
stone. In the face of chronic shortages, jobs must be accomplished without 
the proper tools or materials, which provides an incentive for redesigning 
products and equipment, and redefining jobs; equipment and work teams 
must be adapted to multiple functions. So technical progress takes the form 
associated with the Pentagon:4 functions are combined, rather than separ
ated, and tasks are multiplied instead of divided. These innovations are 
often admirable- Swiss army knives, vegematics- but they seldom reduce 
costs in the long run, for a breakdown in any one function usually 
incapacitates the whole, so that all functions must be scrapped or shut 
down for repairs. Thus as functions are added, breakdown/repair costs are 
multiplied. 

Similarly, since a shortage of demand means competition for sales, costs 
must be kept down by driving hard bargains. Companies will therefore ride 
hard on money wages; for the same reasons they will try to keep other 
material and input costs down. Moreover, they will insist on quality for 
money, since sloppy work or poor quality inputs can mean uncompetitive, 
unsaleable products. Socialist enterprises, on the other hand, do not feel 
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such pressure to keep costs down and quality high. Even with declining 
quality they can sell their products, and rising costs, though a nuisance, will 
seldom interfere with the enterprise's plans for expansion, since given the 
widespread shortages, virtually any reasonable expansion plan will be 
approved: neither prospective nor realized profitability governs or con
strains investment. Capitalism hands out harsh penalties - too liberally, for 
they fall on many who do not deserve them; socialism hands out easy 
rewards - also too liberally, for they accrue to many who have done 
nothing to deserve reward. 

These arguments must be treated carefully: it does not follow that 
capitalism will generate progress and turn out high quality goods, while 
socialism will stagnate, drowning in junk. Producing high quality goods is 
one important way of competing; introducing marketable innovations is 
another. But producing cheap goods with hard-to-detect flaws is also a 
good strategy, as is cov~ring up dangerous defects, pandering to unhealthy 
desires, building in obsolescence, and distributing advantageous misinfor
mation through advertising. Socialist enterprises must meet Plan require
ments and deadlines, but are under no competitive pressures to sell. 
Hence, although they may let quality decline and costs rise, for example, 
Socialist publishers can concentrate on culturally significant works, rather 
than best-sellers. Socialist medical care could be delivered to those who 
need it, rather than those who can pay for it - although it might arrive too 
late. The contrast may be less between high and poor quality goods than 
between, say, classics that fall apart and are delivered late, and swiftly 
produced, elegantly marketed trash. 

At the risk of generalizing too easily, the argument can be put sche
matically: under capitalism waste is generated by 'commission,' by actions 
deliberately undertaken- to produce unnecessary or harmful goods, to add 
unnecessary features to products, to take expensive but socially wasteful 
actions to sell, market or promote. By contrast under socialism, waste is 
generated by 'omission,' by actions deliberately left undone or overlooked 
or neglected- failing to control costs, keep discipline in production, keep a 
check on quality, distribute effectively, inform the market adequately, and 
so on. Socially wasteful goods that sell, or activities that promote sales, are 
not penalized under capitalism - but failure to sell is; omitting to control 
costs and quality is not penalized under socialism - but failing to meet the 
production quota is. 

Technical progress in capitalism takes the form prescribed by Adam 
Smith and Charles Babbage- separation of function, and division of labor; 
costs are cut and productivity enhanced. Socialist conditions, however, 
imply shortage of capacity rather than demand, and the incentives to techno
logical innovation differ accordingly. Technical progress takes the form of 
combination of function and tasks are multiplied, rather than divided. 
Everything becomes more complex - and breakdowns more expensive. 
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MULTIPLIER ANALYSIS 

Now let us compare the economic working of two industrial economies, 
each using mass production technologies, but one mode of operation being 
capitalist, the other socialist. Products and productive equipment are 
standardized. Worker skills are required, though jobs are also standard
ized, and the pace of work is set by the machinery; costs are kept down and 
economies of scale are realized by large plants and long production runs. 
Prices have to cover current production costs and contribute to meeting the 
fixed monetary costs incurred in setting up the mass production plant. In 
both systems normal or long-run prices of manufactured goods will be 
inflexible, determined by reproduction costs and a mark-up. The differ
ences will lie in the way the mark-up is set. Costs and outputs of primary 
goods (non-produced means of production and basic consumption- farm 
and fish products, minerals, raw materials, oil, etc.) will fluctuate in both 
systems, leading to temporary market price changes in capitalism and 
variations in subsidies in socialism. In neither system, however, do prices 
reflect relative scarcities. 

Prices are important, however, and they serve a significant economic 
function- the same in both systems. At their normal levels they reflect the 
requirements of reproduction and distribution; when exchanges take place 
at the correct long-term prices, distribution will be accomplished and 
reproduction will be made possible. Let A be an input-output matrix, L 
the vector of labor input, p, the price vector, r, the rate of profit and w the 
real wage. Then, if A has certain properties 

p = (1 + r)Ap + wL 

will give the prices and the rate of profit, if the normal or long-run real 
wage is determined by bargaining, custom and social pressures.5 

Such prices would not normally be affected by aggregate shortages or 
excesses, nor would variations in them tend to correct such aggregate 
imbalances. (Hence the claim that aggregate demand imbalances are due 
to price or wage 'rigidities' cannot even be entertained.) 

In a capitalist industrial economy additional investment spending in
creases employment in the capital goods sector, leading to an increased 
wage bill, the proceeds of which are then spent on consumer goods, leading 
to increased activity in their production: investment spending thus causes 
consumption spending to move in the same direction. But the reverse does 
not hold; a decline in consumption spending need not always have the 
same - or, indeed, any - general effect on investment. 

In a socialist industrial economy additional investment spending means 
intensifying the excess demand for capital goods. Since in general changes 
in the intensity of excess demand lead to attempts to change output in the 
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same direction, when excess demand for capital goods increases, overtime 
work will rise, equipment will be overworked more, breakdowns and 
accidents will rise, etc. All these effects imply additional wage income, the 
spending of which will further increase the demand pressure on consumer 
goods. Changes in excess investment demand thus generally cause changes 
in the same direction in excess consumer demand. But as in capitalism, a 
decrease in excess consumer demand need have no effect on excess 
investment demand. Suppose, for example, that a rise in consumer prices 
relative to fixed money wages caused excess consumer demand to fall to 
zero; no productive capacity would thereby be released which could be 
transferred to the capital goods sector. (This point will be important when 
we come to the question of reform in socialism.) 

In both capitalist and socialist economies the principal injections into 
aggregate demand are gross investment, I, current business spending 
(energy, consumption by overhead labor, office expenses), B, govern
ment spending, G, and exports, E. To get total demand these injections 
(measured in normal prices) must be multiplied by an expression which 
takes account of taxes, imports, saving out of wages, the wage rate and the 
productivity of labor (Nell, 1988, Ch. 5, Appendix). Let the coefficients be 
t = t(w), m = m(w), and s = s(w), where these show the additional taxes, 
imports and savings that take place when aggregate income (output) 
increases as the result of additional employment, prompted by additional 
demand. Hence they are each positive functions of the real wage: even if 
the marginal tax (import, saving) ratio to individual income were constant, 
a higher income would mean higher taxes (imports, savings) when an 
individual changed from unemployed to employed. Moreover, there are 
good reasons to think that all three may be progressive in both systems. 
Hence aggregate demand can be written: 

[/ + B + G + E]. 11{1 + t + m- (1 - s) wn} 

where t, m, and s are all increasing functions of the real wage, w. 
Aggregate productive capacity is given by the capital stock, measured at 

the given normal prices, multiplied by the productivity of the system. This 
last depends on the normal average ratio of capital stock to the labor force, 
and on the number of workers required per unit of output, on average. 
Aggregate capacity can therefore be written very simply: 

K. 1/(k.n) 

where K is the total capital stock, k is required capital per worker, and n is 
labor force per unit of output. Both these coefficients must be measured at 
established or normal prices. 
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Now consider these expressions in the light of the earlier discussion. 
Characteristically, capitalism will find itself with excess capacity, socialism 
with excess demand (Nell, 1988, Chs 5, 8). Hence, 

For capitalism: 

[I+ B + G + E]. 11{1+ t + m- (1 -s) wn} < K.11 (k.n) 

For socialism: 

[I+ B + G + E]. 11{1+ t + m- (1 -s) wn} > K.1/ (k.n) 

However, care must be taken interpreting these, for they are not the same. 
When demand > capacity, the multiplier cannot work properly because 
additional workers cannot so easily be hired, although existing workers can 
work overtime and sometimes additional shifts can be added. But the rate 
at which wages are paid and respent is likely to change as output rises 
above capacity. With this in mind let us compare the two. 

Under capitalism, the existence of excess capacity requires firms to 
compete for the scarce demand, by cutting costs and improving products. 
Hence n will tend to decline, increasing the expression for aggregate 
capacity, while reducing the multiplier. The gap between capacity and 
demand thus tends to widen. However, competition may force firms to 
increase w in proportion to the decline in n, offsetting the impact of 
increased productivity on the multiplier. Butt, m, and s are all increasing 
functions of w; hence the multiplier will still tend to decline and the gap 
widen. In any case, however, if overall productivity increases by x per cent, 
the new level of income is (1 + x) Y; if wages rise in proportion and are 
wholly spent on consumption, its new level will be (1 +x)C. So the new 
level of demand will be I+ (1 +x)C < (1 +x)Y; excess capacity increases. 

The competitive pressures arising from demand scarcity will tend to 
reduce normal investment and business spending- or at least increase their 
variability. Rising productivity increases capacity under conditions in 
which excess capacity already exists; this will dampen I. Increased ef
ficiency in the use of energy, labor and materials will cut into B, and as 
superior or more cost-effective equipment designs become available (so 
that k falls) the reductions will affect I and Gas well. Exports are affected 
in the reverse way: if product or equipment designs improve, and costs are 
cut, then exports become more competitive and may increase; otherwise, 
the pressures tend to reduce each of the major injections, intensifying 
stagnation. 

This pattern is reversed under socialism. Excess demand - a state of 
generalized shortage - creates incentives to push production to the ex
treme. The basic ambitions of the system require pushing production to the 
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limit, and there are inbuilt tendencies leading to further excess. Demand 
pressure can arise from the attempt to establish fair levels of pay and 
appropriate differentials, especially between different ranks in both 
enterprise and state hierarchies. Fairness requires granting regular pay 
increases when productivity permanently improves as a result of worker 
efforts; but if a certain kind of blue-collar pay increases in pace with 
productivity growth, relativities and hierarchical differentials will be 
eroded, and to preserve them the pay of other workers, including manage
ment and white-collar pay, must rise. Localized increases in productivity 
can thus give rise to generalized increases in pay, and consequently in 
consumer demand. 

This can take other forms. New capital goods are normally more pro
ductive than old. Productivity thus rises as a function of investment; 
however workers using the new and more productive goods are normally 
exercising the same skills, often in the same jobs, as workers in the old. 
Fairness therefore demands that they be paid the same. If pay rises with 
productivity for workers using the new goods, and then, out of concern for 
fairness, rises for workers using the old, demand will increase more than 
productivity. 

As a consequence of demand pressure, bottlenecks develop, older and 
outmoded facilities are utilized, workers put in longer hours and make 
more mistakes, so that productivity falls - i.e., n rises. As facilities are 
pushed harder, previously retired equipment will be brought back into 
production, and inappropriate equipment will be adapted, all of which will 
tend to raise capital used per worker, k. (This is very much in line with the 
traditional view that costs rise as production facilities are pushed beyond a 
certain limit). Hence, ask and n rise, aggregate capacity declines, while the 
increase in n raises the multiplier, expanding aggregate demand; both 
effects tend to widen the gap. 

Scarcity of demand in capitalism promotes product improvement: a 
better mousetrap attracts the market. Excess demand- generalized short
age - on the other hand, implies a seller's market leading, after a time, to 
product deterioration and to delays and inefficiency in services. Product 
improvement/deterioration is often represented as an increase/decrease in 
the productivity of inputs, which here would be a further decline/rise in k 
and n, compounding the effects already noted. 

As in the capitalist case, both the presence of the gap and the tendency 
for it to widen, due to its effects on productivity, will lead to pressures on 
the spending plans of enterprises. Shortages of capacity in relation to 
demand are a signal to increase the pace of investment spending, to try to 
bring new capacity on line as fast as possible. Shortages of inputs will lead 
enterprises to stockpile inventory. Inefficient operation will lead to larger 
than necessary business expenses; hence both I and B will increase. The 
same will hold for G: in the face of generalized shortages and inefficient 
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operation, the government will have to increase its activities, expand its 
facilities and stockpile scarce items. Again, the impact on exports will be 
different. If costs rise and the quality of goods declines, exports will tend to 
fall. By the same token, the propensity to import is likely to rise. More
over, if selling is easy in the domestic market, but competitive inter
nationally, enterprises will prefer to focus on the domestic scene. 

For closed economies, then, in capitalism the tendency to stagnation is 
reinforced by competition, while socialist markets tend to intensify 
shortages. 6 Capitalist pressures tend to stimulate technical progress in the 
form of cost-cutting and product improvement; socialist pressures tend to 
foster inefficiency, cost-overruns and quality deterioration. Capitalist econ
omies deliver services to those with money - which tends to create a 
buyer's market; socialist economies to those with need - a seller's market. 
So, again, the quality is better under capitalism. For open economies, 
these conclusions must be modified by noting that the effect on exports 
(and perhaps imports) will tend to run in the opposite direction in each 
case: capitalist incentives stimulate exports, socialist ones weaken them. 
Neither capitalist nor socialist systems are radically unstable; capitalism 
tends to stagnate, socialism to run shortages, but both tendencies meet 
countervailing pressures and stay within limits. One source of such press
ures is external trade, but others can be found within the domestic 
economy itself. 

THE ROLE OF THE INFORMAL SECTOR IN 
THE TWO SYSTEMS 

Informal Sector Activities 

Under capitalism if the level of demand falls too far below capacity activity 
can be expected to increase in the 'informal sector.' This phrase covers the 
provision of illegal products and services - drugs, liquor, tax-free ciga
rettes, prostitution, gambling, etc. -but also the production of basic goods 
and services on an ad hoc basis, usually using an earlier technology, and 
traded in barter. In a severe slump, activity in the informal sector will tend 
to rise, providing subsistence and additional income for the unemployed or 
partially employed. Such increased activity results from efforts by workers 
and entrepreneurs to search out and service latent demand: the initiative 
comes from the supply side. Insofar as these efforts attract money that 
would otherwise have been saved or put into financial speculation they 
clearly add to effective demand and therefore tend to offset stagnation. 
(Since informal sector activities tend to be highly labor-intensive, even 
when spending on them displaces other goods, demand will be boosted, 
since the multiplier in the informal sector will be higher.) 
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In socialism, by contrast, as shortages intensify, unsatisfied demand will 
look for new channels, and a black market can be expected to develop in 
strongly needed services and goods, which will divert activity and resources 
into the most profitable channels. Since enterprises are in the best position 
to do this, the emergence of the black market may help to overcome 
serious production bottlenecks. Improvements and innovations may also 
be generated, both increasing productivity and absorbing demand. The 
initiative here comes from the demand side. The informal sector in social
ism will thus also move countercyclically, tending to limit the intensifica
tion of shortage. 

One interesting contrast should be noted. Although the informal sector 
in capitalism arises in part as a response to conditions of scarce demand, it 
is itself (at least its illegal part) a seller's market: Consumers take what 
drugs, cigarettes, etc. they can get - they are not in a position to shop 
around, the police see to that. A contrasting symmetry can be seen in 
socialism. The black market arises in response to generalized shortage, but 
is itself a buyer's market. Unless the quality is good, no one will take the 
risk of buying illegally. 

Self-Employment and Enterprise Labor Markets 

In both systems the informal sector is a special case of 'self-employment,' 
which must be understood in relation to the predominant enterprise or 
corporate labor market. Self-employment means working with small-scale 
technology and high fixed real costs (including self-/household consump
tion needs). Variable costs will generally be low. Thus when demand is 
high, so that prices drift up, (lowering real wages in corporate employ
ment), unit costs will be low due to the large volume and earnings will be 
significant. Self-employment will respond positively to demand; hence a 
shortage economy provides a generally favorable environment, but for the 
same reasons in reverse, demand scarcity will be disastrous. This needs to 
be explored more closely. 

In both capitalism and socialism, operating with given techniques, the 
enterprise labor market will be dominated by movements in aggregate 
demand. The influence of the real wage on employment comes through the 
effect of wages on consumption spending- higher real wages permit higher 
consumption causing higher employment in the consumer industries and in 
their suppliers. The basic relationship is the multiplier, which, simplified, 
can be written as7 

N = nl(l-wn)I 

Here we group B with/, assume all wages are spent, and neglect govern-
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Figure 32.1 Capitalist enterprise labor market 

ment and the rest of the world. Taking n and I as fixed, let w vary and 
consider the effects on N: 

dNidw = In2 I (1-wn)2 > 0 

and 

~ Nldw = 2In3 I (1-wn)3 > 0 

Increases in w increase employment, and the higher w is initially, the greater 
will be the impact on N of a given change in w. The real wage-employment 
relation is therefore a curve rising from a positive intercept (ni, when w = 0) 
to approach the maximum w, 11n, asymptotically. 

Now consider supply. Assume that households are determined to main
tain a certain conventional standard of living. At high wages, the bread
winner will work a normal work week; at lower wages, he will put in for 
overtime, then add a part-time job. At still lower wages, other members of 
the family will enter the market, first for part-time, then for full-time work, 
and so on. In the extreme case the curve will be a rectangular hyperbola 
where proportional cuts in the real wage will just be matched by pro
portional increases in the hours of work offered. Putting these two curves 
together gives just the opposite of the conventional picture: a rising 
demand for labor and a falling supply (Figure 32.1). A change in the level 
of investment spending will shift the labor demand curve; a lower level of I 
creates unemployment, and to eliminate this will require a rise in the real 
wage; similarly a higher level will require a fall. Clearly such a labor 
market will not be able to adjust so as to eliminate unemployment.8 

Self-employment under capitalism comes under pressure whenever de
mand is weak, because of the danger of not being able to meet fixed costs. 
In a slump, however, when legitimate opportunities have dried up, there 
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Figure 32.2 Socialist enterprise labor market 

may be a shift into extra-legal self-employment, where unsatisfied demand 
can still be found. The risks inherent in such activities will be made more 
acceptable by the absence of alternatives. 

The enterprise labor market in socialism likewise has no tendency to 
adjust easily. Given that the economy is operating under shortage condi
tions, the multiplier mechanism will be partially inhibited, since employ
ment levels cannot easily vary. Nevertheless there is a positive relationship 
between the real wage and the demand for labor. Starting from a given 
level of (excess) aggregate demand in money terms and a given money 
wage, allow for a progressive relaxation of price controls. As controls are 
weakened, prices rise and the real wage falls. With higher prices, fewer 
items will be bought for the same monetary expenditure, and so fewer 
(additional) workers will be needed; thus as prices rise (real wages fall) the 
excess labor demanded declines. In Figure 32.2, the line rises from left to 
right, starting to the right of the origin, but because the multiplier is 
inhibited, it will not have the curvature of the capitalist function. 

However, this does not necessarily imply a diminishing of the labor 
shortage. For the willingness to supply labor must also be considered, and 
this, in turn, depends significantly on the relationship to the black market. 
Putting this in terms of demand pressure, when the black market is strong 
(aggregate demand at a peak) workers will tend to opt for self
employment, but when it is weak they will devote their time to normal 
enterprise activities. Thus when demand rises (shifting the labor demand 
function to the right), money prices will also be driven up, so enterprise 
real wages will fall and the labor supply will shift from enterprises towards 
self-employment; hence enterprises will face an increased labor shortage, 
even though the overall goods shortage may decline. When demand 
weakens, prices will tend to fall back to normal, real wages will be high and 
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the labor supply will tend to return to enterprises, although the shortage 
will remain. 

This can be seen in a set of diagrams (Figures 32.3 and 32.4). Plot the 
price of the service or product of self-employment against the worktime 
and effort. (This is demand for a commodity, not for employment, in 
contrast to the enterprise labor market, with which self-employment 
interacts.) Demand will be largely price-inelastic over a significant range; 
supply, on the other hand, will rise from some positive price. Now let us 
look at what happens in booms and slumps, first in capitalism, then in 
socialism - bearing in mind that in a capitalist boom demand still remains 
below capacity, just as it stays above it in a socialist slump. 

In a capitalist boom the inelastic demand curve for the output(s) from 
self-employment will shift out, while the general pressure of demand, 
creating attractive jobs in the corporate sector, will cause the self
employment supply function to swing upwards (Figure 32.3) - that is, to 
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Figure 32.5 Shortage more intense worktime 

call forth any level of self-employment effort, the price of the product must 
increase by a given percentage, this being a function of the expansion and 
therefore increased opportunities in the enterprise sector. The net effect 
will be to increase price, but the consequences for worktime will be 
indeterminate, although the impact will most probably be small. In a 
slump, however, the effects will be quite pronounced. Demand will shift in, 
but again the supply curve will swing upwards; the price of the product 
must increase by a given percentage, this time because of the increased risk 
of business failure, which must be offset by an increased margin for 
insurance (Figure 32.4). In between boom and slump, of course, will lie 
periods of normal operation, in which self-employment, like any other 
investment, will be governed by expectations of profit on normal sales, 
(modified by the utility from being one's own boss). Over the cycle, 
however, prices for services and products from self-employment will tend 
to drift up and remain high, while volume will expand little (if at all) during 
booms, and will contract during slumps. Taking boom and slump together, 
the self-employment sector will tend to shrink- witness the family farm in 
the 1980s. 

More or less the opposite holds true for socialism. In a boom the demand 
function shifts out, but the supply curve will swing down, as households 
shift time and effort to self-employment; a lower margin will suffice to call 
forth self-employment, since opportunities for self-employment are better, 
due to the intensification of shortages. The effect on price will be indeter
minate, but volume will rise. In a slump the demand curve shifts in, real 
wages rise, and labor will be willing to return to the enterprise sector; but 
opportunities there may be fewer, so the supply curve to self-employment 
may not change much. Over the cycle, prices of self-employment products 
and services will tend to be steady, but volume will increase in booms and 
decline comparatively little in slumps, tending to rise over time. The 
self-employment market tends to flourish under conditions of excess de
mand, and decline in the face of demand scarcity (see figures 32.5 and 
32.6). 
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GROWTH CYCLES 

Both systems have built-in tendencies to exacerbate their characteristic 
condition- stagnation and shortage, respectively- and both tend also to 
generate offsetting influences in international trade and in the informal 
sector. But the offsetting influences examined so far have been are external 
to the interaction between the creation of aggregate demand and the 
building of capacity. That interaction, which determines the extent of 
excess capacity or shortage, itself tends to preserve the gap between 
demand and capacity, allowing it to fluctuate, but keeping it within limits. 
This can be shown by examining simple interactions between two variables 
- investment and excess capacity for capitalism, investment and shortage 
for socialism. In each case we will find a cyclical pattern, confining the 
variation within limits. Admittedly, these models are too simple and 
abstract to be realistic, but the forces portrayed are present in each system. 

Capitalism 

The mode of operation is demand-constrained, which implies that K/v-1/z 
;:::: 0- i.e., IlK~ zlv, where z = 1-wn; w being the real wage and n the 
labor requirements per unit output, and v the capital-ouput ratio. Growth 
will always be below (or at most equal to) the level that would just balance 
aggregate demand and total capacity. Excess capacity is always present and 
exerts a dampening influence on the ability of investment to grow, where 
investment should be understood here to mean investment spending. Why 
build more capacity when what already exists is underutilized? On the 
other hand, investment spending generates technical progress, which in
creases potential output, and thus increases excess capacity. So the growth 
of excess capacity depends positively on the level of investment, while the 
growth of investment depends negatively on the level of excess capacity. 
This looks like the foxes and rabbits problem: let us set it out. 
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First consider the inhibiting effect of excess capacity on the growth of 
investment. Let excess capacity, x, be defined in percentage terms as 

[K!v- llz]I(Kiv) = 1-gafgw = [gw-ga]lgw = x, where gw is the 
warranted rate, zlv, and ga the actual rate, IlK. 

Each firm will choose its target capacity in the light of its expectations as to 
the growth of its markets: since the markets are interconnected, these 
choices can be combined to imply a rate of expected market growth, which 
we may call g, and which for reasons outlined earlier, lies below (or at most 
equals) zlv. But because of overbuilding and the need for reserves, the 
firms' choices taken together will imply normal excess capacity, which will 
tend to dampen investment growth, reducing it below the collectively 
expected rate of market growth. To maintain long-run balance, the growth 
of investment must match g, but firms will tend to reduce their commit
ment to expand their construction plans in proportion to the excess they 
already have. The current level of investment spending has been adjusted 
to expected market conditions; but when this gives rise to excess capacity, 
firms will trim the expansion of investment in proportion to their unused 
plant and equipment. Capital construction will continue to be governed by 
normal expectations, but its acceleration will be adjusted in proportion to 
excess capacity. Thus we can write, 

dl = gl- ax/, where 0::::; a::::; 1 

If a = 1, then the growth of investment will be reduced in proportion to the 
full amount of excess capacity; if a = 0 excess capacity will have no effect
investment will grow at the same rate as capital. In between, investment 
will grow more slowly than capital, but not as slowly as the excess capacity 
would warrant. Hence, 

dl = [g- ax]I 

The growth of investment varies inversely with the level of excess capacity. 
Now consider the growth of excess capacity in relation to the level of 

investment. Technical progress will increase in proportion to the level of 
investment. If wages rise with productivity technical progress will leave the 
multiplier unchanged, but will increase output per unit of capital - i.e., 
reduce v, and so raise gw. Hence dgw = tgw = bga, where tis the rate of 
technical progress (i.e., dY = tY; since v = KIY, andgw = zlv = zY!K, dgw 
= (z!K)dY), which can be taken as proportional to the level of investment 
(i.e., t = bilK = bga), where 0 ::::; b ::::; 1. Next, note that dga), = 
ga(dl/1-ga), and that when I= 0, dx = -hx, where-his the proportional 
rate of scrapping underutilized capacity, due to age and/or obsolescence; 
then, given x as above, after manipulation 
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dx = galgw[bga - (d/11-ga) - hx 

dx = galgw[ga(l+b)- dill]- hx 

Substituting, this becomes 

595 

So the rate of growth of excess capacity depends on the difference between 
the actual rate of growth (adjusted for technical progress) and the desired 
rate, multiplied by the ratio of the actual rate to the difference between it 
and the warranted rate - and then adjusted by subtracting scrapping. 

The dynamic system is completed by noting the two additional equa
tions, already implied in the discussion: 

and 

These equations define a dynamic system with some affinities to a 
Goodwin-Volterra cycle, except that it has four variables (dxlx, dill, ga 
and gw) instead of two. An analytic solution is not easily found, but 
computer simulation shows that cycles of various kinds will be generated 
with plausible values of the constants. 

This confirms that a system of capitalist demand scarcity will normally 
contain inherent limits. Even if the economy is closed, and no oppor
tunities exist for a black market, the system itself will tend to see that the 
development of stagnation will reverse itself- and also that there will be no 
escape from stagnation. The system both creates and limits the amount of 
excess capacity. The result is a cycle that takes place entirely in the realm 
of demand scarcity. Now consider the other system. 

Socialism 

In general, liz- Klv::::: 0, that is, II K::::: zlv, intended growth exceeds or just 
equals warranted growth. Excess demand or shortage is the general condi
tion; output is already at full capacity and demand is still unsatisfied- in 
general. Effective demand for consumer goods exceeds the available sup
plies, so that queues form in all shops. Order books for capital goods 
lengthen. But output can be further increased only by operating above the 
normal level, which in turn can be done only at the expense of higher costs 
and lower productivity. A given level of shortage implies a proportional 
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level of such extra costs, delays, etc. Hence, although a condition of 
shortage implies an incentive to expand investment more rapidly, it also 
implies an ability to do so less rapidly, and the greater the level of shortage, 
the more pressure there will be on productive facilities. 

As in the case of excess capacity, shortage can be defined as a ratio, 

S = [1/z-K/v]/(K/v) = gafgw- 1 = [ga- gw]fgw 

Shortage is the difference between the income pressure in the system and 
its productive capacity, considered in relation to productive capacity, 
which can be expressed as the difference between intended growth minus 
warranted growth over warranted growth. 

Investment must be understood not just as spending, but as output of 
capital goods. When the system is already operating at normal full ca
pacity, the multiplier cannot generate secondary incomes in the usual way, 
through hiring more workers and using idle capacity; instead overtime, 
overutilization, running down inventory, and extra shifts (possibly at the 
expense of maintenance) will be required - and these will generate costs 
that will reappear as income and spending. But this will happen only if the 
output is actually being produced. In the capitalist case, investment meant 
spending: here it must be understood as output. 

In the absence of shortage, investment would grow at the same rate as 
the capital stock, the growth of which in turn will be governed by the Plan. 
If the Plan's proposed rate of growth (not to be confused with the earlier 
symbol for government spending) is G (which for reasons already given 
will exceed, or at best equal, gw), then dl would equal GI. The presence of 
generalized shortage, however, will cause investment growth to fall below 
that rate as capacity is overworked and bottlenecks accumulate. The 
capital goods sector will be unable to expand its output in accordance with 
the Plan and the bottlenecks and shortages will make it difficult to com
plete projects on schedule. Demand pressures will lead to the production 
of outputs in the wrong proportions for investment; goods will not be 
useable because complementary goods are not available in the correct 
proportions. There is an exact relationship here. With a given technique, 
there is a unique maximum growth rate; when the system is not producing 
the output corresponding to this,9 it can grow only at a lower rate. Putting 
this another way, we know from growth theory that the maximum rate of 
growth is reached when the 'own-rates' of surplus (output minus direct plus 
indirect use as input, divided by direct plus indirect use as input) for every 
basic good are equal. (Let the qs indicate output levels, and the as be input 
coefficients: then q/[a11qt+tlztq2+ .. . +antqn] = qj[a12qt+anq2+· .. +an~n] 
=,etc.) But the outputs, and embodied productive capacities, of the various 
basic goods will respond differentially to demand pressure. Hence as 
shortage intensifies demand pressure will move the system away from the 
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'turnpike' proportions, in which the own rates are equal. Some will rise, 
responding to demand pressure, which necessarily causes others to fall, 
since the available labor force will provide a constraint. But the sustainable 
rate of growth is set by the lowest of the own-rates among the basic goods. 
Hence the effective increase in investment will be reduced by demand 
pressure. These difficulties can reasonably be assumed to be proportionate 
to the level of s; hence investment output will be reduced in proportion to 
s. If the proportionality factor is A, then Asl will be the shortfall, which 
must be subtracted from GI. Hence, 

dl = [G- As]I 

The rate of growth of investment is inversely related to the level of shortage. 
Given s as defined above, and defining t' as technical regress, the 

percentage decline in productivity as a function of the level of investment, 
where dY = t'Y and dgw = zdYIK = t'zYIK = t'gw. As before, dga = 
8a(dl/l-ga), so that, as a preliminary we see, 

where, of course, t' is negative. 

Then, assuming the decline in productivity to be directly proportional to I, 
t' = BII K = Bga, where B is a negative number between 0 and 1. Bearing 
in mind that when I falls to zero shortages will decrease due to the absence 
of demand pressure (since projects will be completed, and productivity will 
rise to the planned levels, so that capacity will increase), at a rate H: 

ds = gjgw[dl/1-(l+B)ga)-Hs 

and substituting, 

So the rate growth of shortage equals the desired rate of growth, adjusted 
for the pressures created by shortage, and reduced by rate of increase of 
capacity, all multiplied by the ratio of the actual growth rate to the 
difference between actual and warranted growth, and finally reduced by 
the normal rate of expansion of capacity. 

To complete the dynamic system we note that, 

and 
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These equations now define a cycle which lies entirely in the realm of 
excess demand. The general format can easily be seen. High investment 
will cause rising shortages, and higher shortages will lower the growth of 
investment; and when investment reaches an average level, shortages will 
have risen to their maximum. But the declining level of investment will 
now bring shortages down to their average level at the point where 
investment hits its minimum. Shortages will continue to decline, permitting 
investment to turn up, so the cycle will repeat. An analytic solution is not 
available, but computer simulation shows various cycles of the sort described. 

As in the case of capitalism and demand scarcity, socialism sets limits on 
its characteristic excess demand: it will never disappear, but it will never 
reach unmanageable levels either. Each system works within definite 
boundaries, even though there are no 'floors' or 'ceilings.' Nor does either 
system ever operate at normal full employment, or grow at the warranted 
rate. Of course, these two models are greatly oversimplified; but they deal 
with a central issue - the relation between the capacity-creating and 
demand-generating aspects of investment - and they show that this re
lationship can create cyclical behavior while remaining entirely on one side 
or the other of the balanced or warranted rate of growth. 

INFLATION 

Inflation has different but symmetrical causes in the two systems. In a 
demand-constrained economy, inflation originates in changes in costs; in a 
resource-constrained economy inflation arises from the effects of demand 
or changes in demand. In short, a demand-constrained system has cost 
inflation, a resource-constrained system has demand inflation. 

In a demand-constrained economy inflation is the market process by 
which it is determined which groups shall bear the burden of increased 
costs. In a resource-constrained economy inflation is the market process by 
which it is determined which groups shall bear the burden of the shortages. 
We will spell this out, taking the capitalist economy first. 

When a cost increases (say, oil imports rise in price) the various indus
tries using oil pass along as much as they can in higher prices. Consumers 
thus face a rising cost of living, and so demand higher wages and salaries, 
further raising costs to business, which in turn are passed along again in 
price increases, to the greater extent possible. But while business will try to 
pass cost increases along, and workers will try to recoup cost of living 
increases in higher pay, their ability to do so will depend on their respective 
market positions. Not all businesses and not all groups of workers will 
succeed (indeed, it could even happen that none are wholly successful), but 
in general some will do better than others. Those who are relatively most 
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successful, round after round, will escape most of the costs, which the least 
successful will have to bear. As prices and wages rise, however, the burden 
is lessened in real terms, and the wage-price spiral peters out when the 
reduced burden has been distributed between business and labor in pro
portion to their inability to pass it along. 

The process can be illustrated with a single-equation model. Let k stand 
for means of production per unit (aggregate) output, and n for labor per 
unit output, with mas the aggregate mark-up. $wi-ll be the price of capital 
goods, w, the money wage rate and p the money price index of output. 
Initially, 

mk$(t-l) + mnw (t-1) = p(t-1) 

$ then increases and p is increased accordingly, w remains fixed: 

mk[$t - $(t-1)] = Pt - p(t-1) 

However, once prices go up, households respond by demanding wage 
increases to compensate: 

where 0 < or = x < or = 1. 

The parameter x indicates wage-earners' market power; if x=O they are not 
able to raise the money wage at all, and the full burden of the cost increase 
will fall on them; if x= 1 they are able to keep pace fully with price 
increases, and the wage-price spiral will continue until the original ratio 
$/w/p is re-established. Any value in between means that workers can keep 
up partially, but will end up bearing the larger share of the burden. (In a 
labor-dominated system workers might be able to keep up fully with any cost 
increases, but business would be able to raise prices only a fraction; inter
change the ws and ps in the equation.) In any event the wage-price spiral 
comes to an end when the burden, reduced by inflation, is distributed. 

In a resource-constrained context inflation will result from the impact of 
an increase in excess demand- e.g., a rise in investment; prices will be bid 
up by the competition for the scarce goods as consumers and enterprises 
try to shift the burden of the shortage to those who cannot afford higher 
prices. But as prices rise workers will demand pay increases, and 
enterprises in turn will increase output prices as their costs rise. Some 
groups of workers and some enterprises will be relatively successful, but 
those in weaker market positions will do poorly, and will end up bearing 
the burden of the shortages, reduced by the effects of the general price 
increases. Here, however, the Kaleckian dictum, 'workers spend what they 
get, capitalists get what they spend,' must be adapted and considered. 
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Workers can spend more only if they receive pay rises; enterprises, 
however, will collectively get back whatever they collectively spend - from 
each other for capital and intermediate goods, from consumers spending 
their wages on consumer goods. In the nature of things, then, enterprises 
will keep up with demand pressure. 

Let us suppose that some input in short supply is bid up in price, to 
ration supplies to those who can afford them. Enterprises using the input 
then try to pass the costs along; enterprise spending in the aggregate 
returns to them. Households respond to the higher prices by demanding 
wage increases. If they get them, their wages return to enterprises in the 
form of receipts from consumer goods sales. To the extent they fail to keep 
up, real wages are reduced, and workers bear the burden of the shortages. 
A corollary is that real supply and effort will tend to shift away from the 
consumer goods sector to production for interenterprise transactions. 
(Trying to reduce demand pressure by cutting back money wages could 
backfire if, in anticipation, enterprises intensified this shift.) Such pro
cesses may be open or suppressed. 

In both economic systems inflation is a market response to an external 
shock, whose function is to determine who will bear the burden - of the 
cost increase in capitalism, of the increase in shortages in socialism. In each 
case, the rise in prices and wages reduces the burden to be distributed, 
while shifting it to the weakest, those least able to pass along or keep up 
with the increases. The more evenly matched the market positions of the 
various players, the longer the process will continue, and the lower the 
final burden to be distributed. 

MODES OF OPERATION 

Capitalism and socialism have traditionally been defined as modes of 
production - meaning ways of organizing and controlling the means and 
processes of production, so as to appropriate the resulting surpluses. This 
traditional approach does not explain either capitalism's combination of 
wasted capacity and unnecessary products with innovative dynamism or 
the corresponding mix of high capital construction, shortages and frustra
tion apparent in socialism. To deal with these problems we have studied 
the characteristic modes of operation of the two systems, demand
constrained and resource-constrained, respectively, showing that what has 
been interpreted as the 'instability of the warranted rate of growth' can be 
better understood (when recast to take account of productivity changes) as 
the set of pressures that separate these two modes of operation. (The mode 
of operation reflects the mode of production, of course, but is not deter
mined by it in any simple way. The US economy operated in a resource
constrained mode during World War II, for example.) 
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The influence of the characteristic mode of operation pervades the 
economic sphere and colors all aspects of it - and much beyond as well. 10 

Expectations of enterprises as to prices, quantities, revenues, and capital 
values will all be formed on the assumption of normal demand scarcity or 
normal shortage. Households will likewise plan careers and education of 
children with an eye to the normal state of the labor market. Public bodies 
will shape their expenditure and capital construction plans on the basis of 
the normal conditions of operation. Even the agenda of public policy and 
the issues in political debate may be shaped more by the mode of operation 
than by the mode of production. 

In comparing capitalism and socialism it is common to counterpose 
bureaucracy and the market; socialism is said to be bureaucratically 
planned, and therefore inefficient, whereas capitalism is a market econ
omy, therefore efficient, except where monopolies and oligopolies have 
introduced distortions. Market and bureaucracy are seen as two opposed 
and incompatible forms of organizing economic activity. Nothing would be 
further from the truth: modern capitalism is highly bureaucratic, and 
contemporary socialism is equally obviously a market economy, though 
this has been much misunderstood. Both systems are bureaucratic and 
both are planned through state agencies, although the nature and objec
tives of the planning are different. But all industrialized, mass production 
economies so far have been run by bureaucracies; no alternatives have yet 
proved workable on a large scale. Moreover, all modern economies are 
market economies: the market may be planned by the state or adminis
tered privately or through some mixture of state and private, but it is still a 
market- goods are produced for sale; ownership changes hands through 
monetary transactions; monetary income (arising from property or from 
work) confers the power to consume. But the mode of operation of a 
market system can be demand-constrained or resource-constrained, and 
that is what makes the difference. 

The idea that economies have a characteristic mode of operation, either 
demand- or resource-constrained, runs counter to most current economic 
thinking. On the one hand it is assumed that aggregate demand in capitalist 
societies can and often does reach or surpass th(} level of full employment 
(mistakenly identified with full capacity). On the other, the problem of 
shortage in socialism is widely held to be due to inefficiency and slackness 
in production- 'soft budget constraints,' in Kornai's phrase (Kornai, 1986; 
Davis and Charemza, 1989). According to this view, for political and 
administrative reasons, bureaucratic socialism is unable to enforce budget 
constraints; enterprises consequently, feel no compulsion to be efficient: 
they will suffer no penalty for being unprofitable or for making costly and 
unwise investments. Hence as bureacrats try to expand their territory, 
careless of costs, they will bring about inefficiency and general shortages. 
This argument has it exactly backwards. Shortages result from excess 
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demand, which in tum leads to inefficiency, since everything produced can 
easily be sold; budget constraints are soft because the incentives to expand 
are strong, not the other way around. Costs are ignored because of the 
intensity of demand (what could be 'softer' than the budget constraint of a 
large American corporation: perhaps the budget constraint of a Savings 
and Loan?). It is competition for scarce demand, not restrictions on 
current or capital spending, that stimulates cost-cutting. 

As for capitalism and demand, during the entire post-war period the US 
economy only twice exceeded its potential output level, and each time only 
for a short period. (Nor is 'potential output' full capacity, in the sense that 
demand above that level would cause generalized shortage.) Of course, 
West Germany and Japan, and others, often operated at or near {ull 
employment, as conventionally defined. But these were all open econ
omies with a high ratio of trade to GNP and a strong balance of payments 
position; they were thus able to draw on the excess capacity and labor 
reserves elsewhere in the capitalist world. So, though expansionist, they 
never functioned as shortage economies. 

The 'mode of operation' thus refers to the system as a whole; it deter
mines the character of the system - and, in particular, the incentives which 
govern market behavior. It follows that a system must be one or the other: 
demand scarcity and supply shortage cannot easily be mixed without losing 
the distinctive virtues of each. These basic incentive patterns, in tum, 
affect innovation and productivity and thus react back on the system, in 
ways which give rise to cyclical growth. 

POLICIES 

When faced with excessive demand scarcity, capitalism's response has been 
government intervention, to raise the level of demand and to control 
prices. This has to be planned and coordinated with the private sector and 
is usually understood to be supplementary: it is supposed to make the 
system work better. The private sector is dominant, and the activities of 
the government cannot undermine this; intervention should not displace or 
compete with private sector production, or even pre-empt potential private 
activity, unless a strong case can be made that private activity will under
mine general welfare. Direct government production must normally be 
confined to strictly public goods; if something is even privatizable, there 
will be political pressure to keep government away from it. 

Interventionist spending should be flexible; it may have to be increased 
or decreased at short notice; it must be possible from time to time to 
redirect it from one sector or region to another. The purchases it rep
resents therefore cannot be essential to the operation of the government; 
interventionist spending must be inessential and non-privatizable. 
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Military and aero-space spending (which developed for largely political 
reasons) fit very well. The products at least the larger items) cannot be 
marketed privately, and cannot be produced without the active participa
tion of the government. (And they are 'inessential' not just in the sense 
that everyone hopes they will never be used, but that they do not enter into 
either production or consumption, so for the economy it doesn't matter 
whether they are finished and delivered this year or next.U) 

Government spending is essential to limiting unemployment and excess 
capacity, but there are many other policy instruments - other forms of 
spending, 'automatic stabilizers,' taxes, subsidies, monetary policies, social 
programs and, of course (usually kept as a last resort) direct controls. All 
of these are designed to control unemployment and inflation, to set the 
levels and offset the side-effects, and to induce the economy to move in 
desired directions. In addition, of course, regulation is needed to prevent 
fraud, and the marketing of saleable but dangerous products. 

This complex- and much-debated- array of capitalist policies stands in 
marked contrast to the socialist world. There do not appear to be any 
consistent and well-thought-out policy packages for managing shortage, for 
adjusting the level of demand pressure, or coping with the many side
effects for example, on quality, work effort and other incentives). 

Socialist government and military budgets should have the opposite 
impact of their capitalist counterparts- increasing productivity or capacity, 
without adding to incomes. Thus the use of the Chinese Red Army in the 
construction of dams, or in reclaiming land, the Cuban literacy campaign 
and similar mass activities which improve skills or construct infrastructure 
while adding minimally to demand have exactly the right impact; Soviet 
deficits, on the other hand, are exactly wrong. 

Yet instead of developing appropriate policies for managing shortage 
and its side-effect, the favored course for socialist systems has been to try 
to introduce market 'reforms.' These seek to develop competition, spur
ring technical progress, within the framework of a planned economy. Soft 
budget constraints are to be hardened by market pressures, bringing 
efficiency and responsiveness to profit incentives. Besides incentives, the 
market provides a way to test new products and new processes; its advan
tage over bureaucratic testing is that it is anonymous and objective. And 
the market provides a simple and automatic way to curb excess demand -
when demand is excessive, let prices rise. This will cut real wages, or real 
investment spending, and therefore reduce pressure on industry. Market 
reforms, of course, will have to be coordinated with the responsibilities of 
the planning system. 

There are serious problems with these proposals. First, a major effect of 
price flexibility and relaxation of controls will be to promote self
employment. A second consequence of price flexibility will be inflation of 
the kind outlined earlier. Thirdly, these price changes are not consistent 
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with the ideal of fairness: price increases to ration shortage are regressive 
and will be likely to create political tensions. Fourthly, price flexibility 
reduces (or shifts the impact of) shortage, but it does not create demand 
scarcity. Hence it will not create the characteristic incentive patterns of 
Western market systems. In particular, it will not put any pressure on the 
worst firms, since they will still be able to sell whatever they produce. Nor, 
as we have seen, will the labor markets adjust to eliminate shortages. 

Market reforms, because they incorrectly attribute the cause of short
ages to supply inefficiency and/or to incorrect prices, fail to address the real 
problems, which are macroeconomic in origin. What is needed are policy 
instruments to manage and control the degree of shortage, on the one 
hand, and to offset its detrimental effects on incentives, on the other. And 
the failure to develop these may be socialism's most serious problem. 

CONVERGENCE 

In connection with reform it is sometimes argued that expanding the 
planned area of capitalism and the market area of socialism will lead the 
two systems to converge to a mixed economy, operating at full employ
ment and possessing the best characteristics of both. 

But the planned area of capitalism is not resource-constrained; it is 
constrained by the availability of finance, which leads to the same pattern 
of incentives in regard to technical progress, but does not imply the 
efficient use of scarce resources. Nor is the market area of socialism 
demand-constrained. Without shortage of demand there will be no com
petition for sales; hence encouraging the money motive may simply pro
mote corruption. Socialist technical progress is combinatorial - making 
limited resources do many jobs; in a capitalist context it tends to become 
corrupted into creating baroque forms. Capitalist technical progress con
sists in cutting costs through efficient usage; in a socialist context it tends to 
become corrupted into cutting corners. 

The virtues of each system, technical innovativeness and full use of 
economic resources, respectively, depend on the mode of operation of the 
system as a whole. These can therefore not be developed in a mixed 
system. Not so the vices and defects appropriate to each- alienation and 
corruption on the one hand, and technical regress and bureaucratic abuse 
on the other. A mixed system could easily end up with the worst of both 
worlds, but it cannot have the best. 

EXTERNALITIES AND POLITICAL PRESSURE 

Each mode of operation generates incentives in certain directions and not 
in others, and each systematically creates side-effects with economic conse-
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quences. When these become sufficiently damaging it may be desirable or 
necessary to alter or redesign the mode of operation. 

Capitalism keeps costs down, in among other ways, by systematically 
overlooking the public costs of damage to the environment. Capitalist 
incentives also lead to systematic distortions of information, the concealing 
of scientific and technological breakthroughs, and the corruption of prod
uct development - making things that will sell rather than things that will 
work and/or last. When these effects become seriously damaging, reform 
movements are provoked, and take action through the political process. 

In much the same way socialism leads to parallel but symmetrically 
opposite problems: sloppy work, to TVs that explode, to large mistakes 
frozen into the bureaucratic routine and to an inertia that inhibits change 
(and also, in the scramble for output, to environmental damage). But until 
now political repression has prevented the development of effective spe
cific reform movements. 

When these effects (in either system) cause a political/social movement 
among the affected populations that will potentially harm the firms/ 
bureaucracies more than preventing or cleaning up the problems will cost, 
the system will usually judge that it is time for reform. But this judgement 
will normally come well after the point where the additional damage to the 
environment or population exceeds the cost of prevention of further abuse. 
Moreover, new externalities often interact with existing ones: rather than 
combining additively, they may combine multiplicatively - and it may take 
time for their effects to show. Thus their effects may be especially strong, 
but relatively easy to conceal or overlook. 

Neither system has developed fully effective ways of coping with its own 
shortcomings, although capitalism has gone much further; each tends, 
often without acknowledging it, to try to borrow from the other, hoping for 
a taste of its virtues. Capitalism wants full employment and fairer distribu
tion, and needs to be able to plan and administer environmental and other 
controls. Socialism needs quality control, innovation, and ways of breaking 
through bureaucratic inertia. But each has tried to adapt aspects of the 
other's approach without understanding how this conflicts with its own 
mode of operation, and without appreciating that the borrowed institutions 
can bring their own problems. 

CONCLUSIONS 

The inherent dynamism of the capitalist market system turns out to be a 
macroeconomic phenomenon: it results from a systematic scarcity of 
aggregate demand. And the shortages of socialism are not due to inef
ficiency or to soft budget constraints or to any other microeconomic 
factors; they likewise have macroeconomic causes. The characteristic 
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micro-behavior of each type of economy has its foundation in that system's 
macroeconomic mode of operation. 

This in turn implies that a dynamic market economy cannot, in principle, 
allocate scarce resources optimally. For if it did, it would be resource
constrained, and so not dynamically competitive. Optimal allocation, it 
seems, is not consistent with a competitive capitalist system. Uncertainty, 
on the other hand, is necessarily pervasive, since demand scarcity implies 
that firms can never be sure of their markets. Conventional price theory, 
concerned with optimal allocation under conditions of market certainty, 
would thus, paradoxically, seem more at home in socialism. 

Planning for optimal allocation is the central feature of socialism, since it 
can arrange for the full and best use of all its resources. Such a plan also 
eliminates uncertainty as to markets; but the price is technological stagna
tion. Each of these modes of operation has strengths and weaknesses 
unique to it, and they cannot easily be combined. Government interven
tion in capitalism runs the danger of upsetting the rule of competition and 
diluting the effects of demand scarcity. But policy intervention has become 
sophisticated and effective. Market reforms in socialism contradict the rule 
of fairness in allocation and distribution. So far they have proved ineffec
tive, and may simply be tentative steps towards restoring capitalism. 
Borrowed elements may help to mitigate the extreme effects of the system, 
but they are stopgaps. Capitalism has faced its characteristic problems and 
the Keynesian approach, with help from Kaldor, has developed ways of 
coping. Nothing comparable appears to have emerged for socialism; it has 
tried to borrow from capitalism, instead of creating policy instruments that 
fit its own nature. 

Notes 

1. Of course, in practice socialist bureaucrats will develop interests of their own, 
sometimes conflicting with the Plan, just as capitalist managers develop inter
ests separate from (and sometimes opposed to) those of the firms they manage. 
(And in either system the interests of the firm, as a particular institution, may 
clash with more general interests, as embodied in the shareholders, or the 
Plan.) These are important questions but not central to the issues here. 

2. Suppose a firm deliberately chose a less ambitious market position than its 
competitive place warranted, and so opted for a correspondingly lower level of 
reserve capacity. Could it thereby avoid the possibility of carrying excess 
reserves? Only if by aiming lower it could guarantee certainty of hitting its 
target, and maybe not even then. Suppose a similarly well-endowed competitor 
also aimed lower, and for the same segment of the market. (The two top 
middleweights both enter the welterweight division.) The uncertainty arises 
because competition is a battle, and the winners cannot be predicted, any more 
than the winners can in a sporting contest. In any such struggle the contenders 
must be prepared to defend their home territories if they lose, and to take 
possession of new territory if they win. This last, especially, requires carrying a 
purely speculative reserve. 
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Each firm can calculate the pricing and investment plans of the representa
tive, average firm, and can thereby determine the amount of additional 
capacity it should build to maintain its market share. But this determination is 
subject to two kinds of uncertainty: the future expansion of the market can be 
estimated only within a range, and the exact impact of technological improve
ments on costs and output can be only approximately judged. Let us suppose 
that no firm has any definite technological or managerial advantage, so that no 
one has an incentive to try to improve their market position. Nevertheless, they 
will have to decide whether to build for the high demand and low technical 
progress estimates, or for the low demand and high technical progress ones -
i.e., whether to err on the side of overbuilding, or on the side of underbuilding. 

Consider the strategic position of a representative firm vis-a-vis the rest of 
the firms: 

AR 

Underbuild Overbuild 

RF Underbuild 

Overbuild -x > -L 

If 'all the rest,' AR, underbuild, and RF also underbuilds, the result will be 
unsatisfied demand, creating room for entry, so that both RF and AR will suffer 
losses ( -1) due to new competitors. If AR underbuilds and RF overbuilds, 
then RF makes a gain (g) since it increases its share. If AR overbuilds and RF 
underbuilds, RF suffers a substantial loss in market share ( -L). If AR over
builds and RF also overbuilds, RF suffers only a small and uncertain loss ( -x) 
due to carrying excess capacity, which may be partly offset by economies of 
scale. 

The best strategy for RF, therefore, is to overbuild, or build ahead of 
demand. This applies to every firm taken successively in isolation, and con
sidered against all the rest. Hence there will be a tendency to excess capacity. 

3. This is not a statement about intentions. Socialist managers would probably 
like to keep the lid on money wages no less than their capitalist counterparts, 
and they would certainly like to stimulate productivity. But they lack the tools; 
the system encourages wage drift, and fails to provide incentives for hard work 
and innovation. 

4. Perhaps the most familiar and striking examples of such baroque technological 
innovation are to be found in the US military (cf. the Multi-Role Combat 
Aircraft, or nuclear submarines). But the space program also provides fine 
examples - not least the shuttle - and a study of Soviet military and space 
technology will also provide specimens, to say nothing of Soviet tractors - two 
models to do everything. (Incidentally, this illustrates the point that actual 
systems are usually a mixture of corporate planning and competitive markets. 
The US military industrial complex is a planning system embedded in market 
arrangements, just as Soviet agriculture has embedded a limited market system 
in a planning regime.) 

5. To assure a unique, positive solution the matrix must be square, non-negative 
and irreducible. The rate of profit is derived from the Frobenius root, prices 
from the characteristic vector. The rate of profit is therefore not a price: it is a 
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measure of the surplus. The real wage and the rate of profit will be inversely 
related (Sraffa, 1960; Pasinetti, 1977). The price equation can be extended to 
take account of fixed capital, joint production (of which fixed capital is a special 
case) and rents for non-produced means of production. When these are 
included, however, there will arise cases where demand may appear to play an 
important role, theoretically, in establishing prices (Schefold, 1989: Steedman, 
1988). But these cases revolve around the question of 'the choice of technique', 
an issue taken over from the neo-Classical framework. In practice, however, 
techniques are not 'chosen' in the abstract from a 'book of blueprints;' they 
evolve historically, under market-generated pressures. Given the techniques 
embodied in plant and equipment, and in human labor skills, at any time, and 
given the real wage - the normal and expected standard of living - normal 
prices and the normal rate of profit will be independent of demand. 

Note that 

q = (l+g) A'q + cL' => q = cL' [1-(l+g)A't1 

gives the quantities, q, associated with growth rate, g, for a given level of 
average per capita consumption, c. If w = c, then r = g, and q and p will be the 
corresponding left- and right-hand characteristic vectors. 

6. There is an affinity here with the famous Harrod-Domar instability claim 
regarding the warranted rate of growth. That rate just balances aggregate 
demand and aggregate supply; it is the rate of growth that will keep entrepre
neurs just satisfied. But a small deviation from it in either direction will be 
self-augmenting. This contention, which appears to show that capitalist growth 
is seriously unstable, has given rise to a great deal of controversy (Morishima, 
1975; Kregel, 1987). But the claim and the controversy are seriously misplaced: 
the warranted rate is not a potential, satisfactory balanced growth path for an 
actual economic system; no capitalist system has ever grown fro any time at the 
warranted rate. Capitalism never operates at or above full capacity- it always 
operates with a margin of excess (not just reserve) capacity. (World War II is 
the exception that proves the rule: the Allied economies were planned and 
developed shortage economies.) The warranted rate is not an achievable 
target; instead, it is a dividing line, separating two contrasting modes of 
operation. The same economic system cannot cycle around the warranted rate 
-first below it, then at it, then above it, and so on. Below the balancing point, 
the system operates one way, generating one pattern of incentives and results; 
above it, an altogether different pattern holds. The discussion of the Harrod
Domar claim - Morishima termed it 'the Harrodian avalanche' - has always 
been curiously inconclusive. The logic is both simple and powerful, but capi
talist growth is not that unstable, giving rise to attempts to find mechanisms 
that would restrain the centrifugal forces. The argument here is that the 
original problem was miscast: when reinterpreted, the difficulties vanish. 

7. Conventionally, the multiplier depends on the marginal propensity to save out 
of household income, and it is normally assumed (in theory) that business 
distributes all income to households, and in practice, that it is as if they did -
i.e., that business treats retained earnings as household would have, had those 
funds been distributed to them. These assumptions are seldom explicitly 
argued, and, in general, are not justifiable. (Marglin, 1984; Nell, 1988). 
However, there are even more serious issues: both withdrawals and injections 
into the spending stream originate on the business side of the social accounts. 
Withdrawals are not necessarily savings, if by savings we mean the accumula-
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tion of long-term financial assets. By distinguishing withdrawals and savings, it 
is possible to express the multiplier in terms of the cost structure of business -
the multiplier can be shown to depend only on variable costs (that is, the wage 
bill and other inputs) (Nell, 1988, Ch. 5, Appendix). When other inputs are 
neglected, and sectors are aggregated, we obtain the formula in the text. 

8. There may not exist a single aggregate labor supply function. Different social 
groups and segments of the labor market may have different patterns of 
response to their real wages. Certainly some groups may show a positive 
response: in such a market both labor demand and supply functions would have 
a positive slope, resulting in well-known adjustment difficulties. 

9. The maximum rate of growth ofthe system (with given technique, assumed to 
be embodied in its plant and equipment), will equal the maximum rate of 
profit, but will be attainable only if outputs are in the proportions that will 
produce a physical net surplus consisting of the same goods in the same 
proportions as the aggregate means of production (Pasinetti, 1977, pp. 208-12; 
Abraham-Frois and Berrebi, 1979). In any other proportions the system must 
grow more slowly, and the sustainable rate will be set by the smallest of the 
physical own-rates of surplus of the basic commodities generated by production 
in those proportions. 

10. The respective systems of international trade work the same way. The Western 
system puts the burden of adjustment on the weaker nations that run deficits; 
surplus nations do not have to adjust. To restore balance of payments equilib
rium basically requires austerity and unemployment, thereby lowering imports. 
Thus demand will be lowered throughout the system, until the deficit nations 
are all either in balance, or at an acceptable level of imbalance. The Comecon 
system financed deficits: planners tried to achieve balance, but if an imbalance 
arose the Soviet Union would finance it; no austerity measures were required. 

11. Military spending generates demand without adding to capacity or providing 
consumable goods. It is therefore an ideal (but totally wasteful) supplement to 
demand. Unfortunately (but not accidentally) it produces at high cost, and 
stimulates technical progress in directions that will generally not be helpful in 
market competition - for the good and simple reason that the consumers have 
no competitive choices, and no effective ways of expressing their displeasure. 
The military- industrial complex is a planned/bureaucratic finance-constrained 
system with no scarcity of demand - whatever it produces will be acceptable 
and cost-overruns will be managed. It tries to achieve many objectives with 
limited resources, and faces no penalties from disaffected users, a combination 
of incentives tending to result in baroque technological development. 
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