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INTRODUCTION

Based on the real-life experiences of its creators, David Simon and Ed Burns, the HBO series
The Wire is regarded by some as among the greatest cultural documents of our age. And with
good reason. Focused on a single American city, Baltimore, the series drills down into a few
major institutions—the police, the school system, municipal politics, the press—and provides
an X-ray–like image of their workings and dysfunctions. The series has attracted an
international audience because its themes of organizational dysfunction resonate broadly
across Western societies.

One of the recurrent themes of The Wire is the salience of metrics: of measured
performance as the hallmark of “accountability.” Police commanders are obsessed with
hitting the numbers—for example, cases solved, drug arrests, crime rates—and they do so by
a variety of means that sacrifice effectiveness to meeting statistical targets. Politicians
demand numbers that attest to police success in controlling crime. So the police units do their
best to avoid having murders attributed to their district: when it turns out that a drug gang has
been disposing of bodies in abandoned houses, the homicide sergeant discourages their
discovery, since that would diminish the “clearance rate,” the metric of the percentage of
crimes solved. Much of the plot revolves around dedicated detectives seeking to develop a
complex criminal case against a major drug lord. But since building that case will take
months if not years, they are discouraged from doing so by the higher-ups, who want the cops
to rack up favorable metrics by arresting lots of low-level drug dealers, despite the fact that
those arrested will be replaced almost instantly. The mayor’s office demands that the rate of
major crimes decline by 5 percent before the end of the year, a target that can be reached only
by overlooking actual crimes or downgrading their seriousness. In each case, they are
engaged in “juking the stats”—improving their metrics either by distorting actual results, or
by diverting their time and effort from crime prevention to less productive work.

Another plot line involves an ex-cop who teaches in a middle school in a neighborhood
plagued by poverty, drug abuse, and family fragmentation. Students in the school perform
poorly, and the school is in danger of being closed if the test scores of its students do not
improve. So, in the six weeks before the standardized English reading and writing tests are to
be administered, the teachers are instructed by their principal to focus all of class time on
practicing for the tests, ignoring other subjects entirely (a strategy euphemistically referred to
as “curriculum alignment”). “Teaching to the test,” like juking the stats, is a way in which
institutions are perverted, as effort is diverted from the institution’s true purpose (education)
to meeting the metric targets on which its survival has come to depend.

The distortive effects of performance metrics are felt at least as much across the Atlantic,
in Great Britain.1 There, another television series penned by a former real-life practitioner
captures the same phenomenon. The series, Bodies, written by Jed Mercurio, a former
hospital physician, takes place in the obstetrics and gynecology ward of a metropolitan
hospital. In the first episode, a newly arrived senior surgeon performs an operation on a
patient with complex comorbidities, after which she dies. His rival then provides him with
this advice: “The superior surgeon uses his superior judgment to steer clear of any situation
that might test his superior ability.” That is, he avoids difficult cases as a way of maintaining



his success rate. A classic strategy of “creaming,” that is, avoiding risky instances that might
have a negative impact on one’s measured performance. The cost of this tactic is that patients
at greater risk for a failed surgery are left to an almost certain death without surgery.

Bodies is a medical drama, but the phenomena it depicts exist in the real world.
Numerous studies have shown that when surgeons, for example, are rated or remunerated
according to their success rates, some respond by refusing to operate on patients with more
complex or critical conditions. Excluding the more difficult cases—those that involve the
likelihood of poorer outcomes—improves the surgeons’ success rates, and hence their
metrics, their reputation, and their remuneration. That of course comes at the expense of the
excluded patients, who pay with their lives. But those deaths do not show up in the metrics.

As we’ll see, gaming the metrics occurs in every realm: in policing; in primary,
secondary, and higher education; in medicine; in nonprofit organizations; and, of course, in
business. And gaming is only one class of problems that inevitably arise when using
performance metrics as the basis of reward or sanction. There are things that can be
measured. There are things that are worth measuring. But what can be measured is not always
what is worth measuring; what gets measured may have no relationship to what we really
want to know. The costs of measuring may be greater than the benefits. The things that get
measured may draw effort away from the things we really care about. And measurement may
provide us with distorted knowledge—knowledge that seems solid but is actually deceptive.

We live in the age of measured accountability, of reward for measured performance, and
belief in the virtues of publicizing those metrics through “transparency.” But the
identification of accountability with metrics and with transparency is deceptive.
Accountability ought to mean being held responsible for one’s actions. But by a sort of
linguistic sleight of hand, accountability has come to mean demonstrating success through
standardized measurement, as if only that which can be counted really counts. Another
assumption that is often taken for granted is that “accountability” demands that measurement
of performance be made public, that is, “transparent.”

The metric fixation is the seemingly irresistible pressure to measure performance, to
publicize it, and to reward it, often in the face of evidence that this just doesn’t work very
well.

Used properly, measurement, as we’ll see, can be a good thing. So can transparency. But
they can also distort, divert, displace, distract, and discourage. While we are bound to live in
an age of measurement, we live in an age of mismeasurement, over-measurement, misleading
measurement, and counter-productive measurement. This book is not about the evils of
measuring. It is about the unintended negative consequences of trying to substitute
standardized measures of performance for personal judgment based on experience. The
problem is not measurement, but excessive measurement and inappropriate measurement—
not metrics, but metric fixation.

We are often told that gathering metrics of measured performance and then making them
available to the public is a way to improve the functioning of our institutions. Nowhere have
the virtues of accountability, performance metrics, and transparency been more touted than in
the field of medicine. And understandably so, for nowhere are the stakes higher. The health
sector not only makes up over 17 percent of the U.S. economy, but lives are also on the line.
Surely, the logic goes, measures of performance can help save dollars and save lives.

Gathering standardized information about the success rates of surgeons, or the survival
rate of patients admitted to particular hospitals, is supposed to be helpful. For if doctors or



hospitals are remunerated by government agencies or private insurers based on their success
rates in keeping patients alive, then such measurements should create incentives for better
care. And if the success rates of doctors and hospitals are publicized, the resulting
transparency will allow the public to choose among doctors and among hospitals. All in all,
metrics, accountability, and transparency will provide the cure for what ails the medical
professions. What could go wrong?

A good deal, as we have already seen. When their scores are used as a basis of reward and
punishment, surgeons, as do others under such scrutiny, engage in creaming, that is, they
avoid the riskier cases. When hospitals are penalized based on the percentage of patients who
fail to survive for thirty days beyond surgery, patients are sometimes kept alive for thirty-one
days, so that their mortality is not reflected in the hospital’s metrics.2 In England, in an
attempt to reduce wait times in emergency wards, the Department of Health adopted a policy
that penalized hospitals with wait times longer than four hours. The program succeeded—at
least on the surface. In fact, some hospitals responded by keeping incoming patients in
queues of ambulances, beyond the doors of the hospital, until the staff was confident that the
patient could be seen within the allotted four hours of being admitted.3

We’ll explore these issues in the realm of medicine in greater depth. But what is striking
is that the problems that arise in healthcare arise in many other institutions—in K-12 and
college education; in policing and other public services; in business and finance; and in
charitable organizations. Those who work in any of these fields will have some sense of such
problems in their institutions. And social scientists have examined and anatomized them in
one or another of these realms. What has gone largely unnoticed is the recurrence of the same
unintended negative consequences of performance metrics, accountability, and transparency
across a wide range of institutions.4

As with many insights, once you’ve become aware of metric fixation, you are likely to
find it almost everywhere—and not just in television dramas.

The catchwords of metric fixation are all around us. Google’s Ngram—which instantly
searches through thousands of scanned books and other publications—provides a rough but
telling portrait of changes in our culture and society. Set the parameters by years, type in a
term or phrase, and up pops a graph showing the incidence of the words from 1800 to the
present. Type in “accountability” and you will see a line that begins to curve upward around
1965, with an increasingly rising slope after 1985. So too with “metrics,” which begins its
steep increase around 1985. “Benchmarks” follows the same pattern, as does “performance
indicators.”

This book argues that while they are a potentially valuable tool, the virtues of
accountability metrics have been oversold, and their costs are often underappreciated. It
offers an etiology and diagnosis, but also a prognosis for how metric fixation can be avoided,
and its pains alleviated.

The most characteristic feature of metric fixation is the aspiration to replace judgment based
on experience with standardized measurement. For judgment is understood as personal,
subjective, and self-interested. Metrics, by contrast, are supposed to provide information that
is hard and objective. The strategy is to improve institutional efficiency by offering rewards
to those whose metrics are highest, or whose benchmarks or targets have been reached, and to
penalize those who fall behind. Policies based on these assumptions have been on the march
for several decades, and as the ever-rising slope of the Ngram graphs indicate, their assumed
truth goes marching on.

To be sure, there are many situations where decision-making based on standardized



measurement is superior to judgment based upon personal experience and expertise.
Decisions based on big data are useful when the experience of any single practitioner is likely
to be too limited to develop an intuitive feel for or reliable measure of efficacy. When a
physician confronts the symptoms of a rare disorder, for example, she is better advised to rely
on standardized criteria based on the aggregation of many cases. Checklists—standardized
procedures for how to proceed under routine conditions—have been shown to be valuable in
fields as varied as airlines and medicine.5 And, as recounted in the book Moneyball, statistical
analysis can sometimes discover that clearly measureable but neglected characteristics are
more significant than is recognized by intuitive understanding based on accumulated
experience.6

Used judiciously, then, measurement of the previously unmeasured can provide real
benefits. The attempt to measure performance—while pocked with pitfalls, as we will see—is
intrinsically desirable. If what is actually measured is a reasonable proxy for what is intended
to be measured, and if it is combined with judgment, then measurement can help practitioners
to assess their own performance, both for individuals and for organizations. But problems
arise when such measures become the criteria used to reward and punish—when metrics
become the basis of pay-for-performance or ratings.

Schemes of measured performance are deceptively attractive because they often “prove”
themselves by spotting the most egregious cases of error or neglect, but are then applied to all
cases. Tools appropriate for discovering real misconduct become tools for measuring all
performance. The initial findings of performance measurement may lead poor performers to
improve, or to drop out of the market. But in many cases, the extension of standardized
measurement may be of diminishing utility, or even counterproductive—sliding from
sensible solutions to metric madness. Above all, measurement may become
counterproductive when it tries to measure the unmeasurable and quantify the unquantifiable.

Concrete interests of power, money, and status are at stake. Metric fixation leads to a
diversion of resources away from frontline producers toward managers, administrators, and
those who gather and manipulate data.

When metrics are used by managers as a tool to control professionals, it often creates a
tension between the managers who seek to measure and reward performance, and the ethos of
the professionals (doctors, nurses, policemen, teachers, professors, etc.). The professional
ethos is based on mastery of a body of specialized knowledge acquired through an extended
process of education and training; autonomy and control over work; an identification with
one’s professional group and a sense of responsibility toward colleagues; a high valuation of
intrinsic rewards; and a commitment to the interests of clients above considerations of cost.7

That tension is sometimes necessary and desirable, for the professional ethos tends to
discount issues of cost and opportunity cost. That is, the professional is inclined to see only
the advantages of providing more of his or her services, without much attention to the limits
of resources, or their alternate uses. Professionals don’t like to think about costs. Metrics
folks do. When the two groups work together, the result can be greater satisfaction for both.
When they are pitted against one another, the result is conflict and declining morale.

While there are vested interests at stake that sometimes lead from reasonable metrics to
metric madness, the cause lies as much in the uncritical adoption of metric ideology. Like
every culture, the culture of metric accountability has its own unquestioned sacred terms and
its characteristic blind spots.8 Yet today it is so dominant that its flaws tend to go unnoticed.

You might wonder how a historian came to write a book about the tyranny of metrics. It
happened as I came to recognize that troubling developments in my own professional



experience were reflections of much larger patterns in our society. Microlevel discontents led
to macrolevel analysis, as I came to understand that cultural patterns that were damaging my
narrow professional turf were warping many contemporary institutions.

I was drawn into the subject through my experience as the chair of my department at a
private university. There are many facets to such a job: mentoring faculty members to help
them develop as scholars and teachers; hiring new faculty; trying to ensure that necessary
courses get taught; maintaining relations with deans and others in the university
administration. Those responsibilities were on top of my roles as a faculty member: teaching,
researching, and keeping up with my professional fields. With all those roles, I was quite
satisfied. Time devoted to thinking about and working with faculty members contributed to
making them better teachers and scholars. I was proud of the range and quality of the courses
that we were teaching, and relations with other departments were fine. Teaching, researching,
and writing were demanding, but satisfying.

Then, things began to change. Like all colleges and universities, our institution gets
evaluated every decade by an accrediting body, the Middle States Commission on Higher
Education. It issued a report that included demands for more metrics on which to base future
“assessment”—a buzzword in higher education that usually means more measurement of
performance. Soon, I found my time increasingly devoted to answering queries for more and
more statistical information about the activities of the department, which diverted my time
from tasks such as research, teaching, and mentoring faculty. There were new scales for
evaluating the achievements of our graduating majors—scales that added no useful insights to
our previous measuring instrument, namely grades. I worked out a way of doing this
speedily, without taking up much time of the faculty, simply by translating the grades the
faculty had awarded into the four-category scale created for purposes of assessment. Over
time, gathering and processing the information, in turn, required the university to hire ever
more data specialists. (It has since gone so far as to appoint a vice-president for assessment.)
Some of their reports were genuinely useful: for example, in producing spreadsheets that
showed the average grade awarded in each course. But much of the information was of no
real use, and indeed, was read by no one. Yet once the culture of performance documentation
caught on, department chairs found themselves in a sort of data arms race. I led the
department through a required year-long departmental self-assessment—a useful exercise, as
it turned out. But before sending it up the bureaucratic chain, I was urged to add more
statistical appendices—because if I didn’t, the report would look less rigorous than that of
other departments. One fellow chair—a solid senior scholar—devoted most of one summer to
compiling a binder full of data, complete with colored charts, to try to convince the dean of
the need to fill a faculty slot in his department.

My experience was irritating, not shattering: a pin-prick not a blow. But it stimulated me
to inquire more deeply into the forces leading to this wasteful diversion of time and effort.
The Middle States Commission, from which the stimulus for more data originated, operates
with a mandate from the U.S. Department of Education. That department, under the
leadership of Margaret Spellings, had convened a Commission on the Future of Higher
Education, which published its report in 2006 emphasizing the need for greater accountability
and the gathering of more data, and directing the regional accrediting agencies to make
“performance outcomes” the core of their assessment.9 That mode of evaluation, in turn,
filtered down to the Middle States Commission, and from there to the administration of my
university, and eventually down to me. Spellings had been the director of the Domestic
Policy Council under President George W. Bush at the time of the passage of the No Child
Left Behind Act in 2001. At first, I had thought that legislation—which expanded the



evaluation of teachers and schools based on the scores of their students on standardized tests
—was a positive step. But in time I came to hear searing critiques of it by erstwhile
supporters, such as the former assistant secretary of education, Diane Ravitch. And classroom
teachers of my acquaintance told me that while they loved teaching, they found that the
increasing regimentation of the curriculum, intended to maximize performance on the tests,
was sucking away their enthusiasm.

Such accounts led me to investigate, using my own intellectual toolkit, the broader
historical and cultural roots and contemporary manifestations of the culture of measured and
rewarded performance that is permeating ever more institutions. My professional interests
had been on the borders between history, economics, sociology, and politics. I had long been
interested in the history of what we have come to call “public policy,” and had published a
book on Adam Smith as a public policy analyst. I had also written about the history of
conservative approaches to public policy, and some of the thinkers I had written about, such
as Michael Oakeshott and Friedrich Hayek, turned out to provide critical insights into our
contemporary apotheosis of measured performance. I had been interested in the history of
capitalism, especially the ways in which intellectuals have thought about the social, moral,
and political prerequisites and ramifications of business. A recurrent concern among modern
Western intellectuals about whom I had written was the potentially pernicious spillover
effects of concepts and predispositions from business and from the discipline of economics
into other realms of life. And so, my personal experience of professional discontent proved
serendipitous, stimulating me to investigations that drew upon a wide range of my interests.
The spirits presiding over this book are those of Matthew Arnold, the great Victorian cultural
critic, and of my teacher, Robert K. Merton, who schooled me to look out for the
unanticipated and unintended consequences of social action—and for serendipity in
scholarship.10

As I began to investigate these issues, a book by a sociologist at the Harvard Business
School, Rakesh Khurana’s From Higher Aims to Hired Hands: The Social Transformation of
American Business Schools and the Unfulfilled Promise of Management as a Profession,
opened my eyes to the intellectual history of business schools themselves, and the broader
impact of what gets taught in them. These insights led me to wider investigations of the
changing culture and ideologies in the field of management, the sometimes dubious nature of
which is nicely captured in the title of Adrian Wooldridge’s book, The Witch Doctors (a
second edition carries the more benign title, Masters of Management).

I proceeded to consult a wide range of scholarly literatures, in fields from economics and
politics, to history, anthropology, psychology, sociology, public administration, and
organizational behavior. I made extensive use of social scientific studies of the actual
behavior of teachers, professors, doctors, and policemen in the real world.

In surveying the scholarship on the topic from a variety of fields, I was struck by the
degree to which academic disciplines tend to be walled off from one another, and by the gap
between academic research and real world practice. I found remarkable, for example, how
much of recent economic literature on incentives and motivation was a formalization of what
psychologists had already discovered. But much of what psychologists had discovered was
long known by managers with judgment. Yet although there is a large body of scholarship in
the fields of psychology and economics that call into question the premises and effectiveness
of pay for measured performance, that literature seems to have done little to halt the spread of
metric fixation.11

That is why I wrote this book. Little of what this book has to say is entirely new—it is
based on synthesizing research and insights drawn from many other authors. Many of the



dysfunctions connected with what I’ve termed “metric fixation” have been documented and
analyzed by scholars writing about one or another domain: education, medicine, policing,
profit-oriented enterprises, and nonprofits. A few students of organizational behavior, writing
in rather specialized venues, have analyzed some of the broader patterns of success and
dysfunction. What no one has really done is put it all together and make it accessible to all of
us who guide and work in these institutions, from politicians deciding on the fate of
educational and medical systems, to members of boards of directors of corporations, to
trustees of universities and nonprofit organizations, and down to the peons (such as
department chairs). This book is for them. More broadly, it’s for anyone who wants to
understand one of the big reasons why so many contemporary organizations function less
well than they ought to, diminishing productivity while frustrating those who work in them.

Though the thrust of the argument rubs against the received wisdom of many
contemporary institutions, I’ve aimed not at novelty but at distilled wisdom. Readers eager to
pigeonhole the argument into some existing ideological framework will be disappointed, as it
draws not only from a variety of disciplines but from a variety of political orientations. I have
drawn upon evidence and insight from wherever they were to be found. I hope that readers
will approach the book with the same open mind.



1

THE ARGUMENT IN A NUTSHELL

There is a cultural pattern that has become ubiquitous in recent decades, engulfing an ever-
widening range of institutions. Depending on taste, one could call it a cultural “meme,” an
“épistème,” a “discourse,” a “paradigm,” a “self-reinforcing rhetorical system,”1 or simply a
fashion. It comes with its own vocabulary and master terms. It affects the way in which
people talk about the world, and thus how they think about the world and how they act in it.2
For convenience, let’s call it metric fixation.

A key premise of metric fixation concerns the relationship between measurement and
improvement. There is a dictum (wrongly) attributed to the great nineteenth-century physicist
Lord Kelvin: “If you cannot measure it, you cannot improve it.” In 1986 the American
management guru, Tom Peters, embraced the motto, “What gets measured gets done,” which
became a cornerstone belief of metrics.3 In time, some drew the conclusion that “anything
that can be measured can be improved.”4

When proponents of metrics advocate “accountability,” they tacitly combine two
meanings of the word. On the one hand, to be accountable means to be responsible. But it can
also mean “capable of being counted.” Advocates of “accountability” typically assume that
only by counting can institutions be truly responsible. Performance is therefore equated with
what can be reduced to standardized measurements. When proponents of metrics demand
“transparency” they often insinuate that probity requires making explicit and visible as much
information as possible. The result is the demand for ever more documentation, ever more
mission statements, ever more “goal-setting.”5

The key components of metric fixation are

■  the belief that it is possible and desirable to replace judgment, acquired by personal
experience and talent, with numerical indicators of comparative performance based
upon standardized data (metrics);

■  the belief that making such metrics public (transparent) assures that institutions are
actually carrying out their purposes (accountability);

■  the belief that the best way to motivate people within these organizations is by attaching
rewards and penalties to their measured performance, rewards that are either monetary
(pay-for-performance) or reputational (rankings).

Metric fixation is the persistence of these beliefs despite their unintended negative
consequences when they are put into practice.6 It occurs because not everything that is
important is measureable, and much that is measurable is unimportant. (Or, in the words of a



familiar dictum, “Not everything that can be counted counts, and not everything that counts
can be counted.”7) Most organizations have multiple purposes, and that which is measured
and rewarded tends to become the focus of attention, at the expense of other essential goals.
Similarly, many jobs have multiple facets, and measuring only a few aspects creates
incentives to neglect the rest.8 When organizations committed to metrics wake up to this fact,
they typically add more performance measures—which creates a cascade of data, data that
becomes ever less useful, while gathering it sucks up more and more time and resources.

In the process, the nature of work is transformed in ways that are often pernicious.
Professionals tend to resent the impositions of goals that may conflict with their vocational
ethos and judgment, and thus morale is lowered. Almost inevitably, many people become
adept at manipulating performance indicators through a variety of methods, many of which
are ultimately dysfunctional for their organizations. They fudge the data or deal only with
cases that will improve performance indicators. They fail to report negative instances. In
extreme cases, they fabricate the evidence.

A frequent feature of metric fixation is paying for performance, that is, offering
individuals or organizations financial incentives to meet quantifiable criteria. That may work
in organizations that exist for the single purpose of making a profit, though as we’ll see, even
in these cases it is rarely effective. It works even less well in organizations in which
employees are oriented to a more idealistic mission, such as schools, universities, medical
practices, and hospitals. Whenever reward is tied to measured performance, metric fixation
invites gaming.

Because the theory of motivation behind pay for measured performance is stunted, results
are often at odds with expectations. The typical pattern of dysfunction was formulated in
1975 by two social scientists operating on opposite sides of the Atlantic, in what appears to
have been a case of independent discovery. What has come to be called “Campbell’s Law,”
named for the American social psychologist Donald T. Campbell, holds that “[t]he more any
quantitative social indicator is used for social decision-making, the more subject it will be to
corruption pressures and the more apt it will be to distort and corrupt the social processes it is
intended to monitor.”9 In a variation named for the British economist who formulated it, we
have Goodhart’s Law, which states, “Any measure used for control is unreliable.”10 To put it
another way, anything that can be measured and rewarded will be gamed. We will see many
variations on this theme.

Trying to force people to conform their work to preestablished numerical goals tends to
stifle innovation and creativity—valuable qualities in most settings. And it almost inevitably
leads to a valuation of short-term goals over long-term purposes.

In situations where there are no real feasible solutions to a problem, the gathering and
publication of performance data serves as a form of virtue signaling. There is no real progress
to show, but the effort demonstrated in gathering and publicizing the data satisfies a sense of
moral earnestness. In lieu of real progress, the progress of measurement becomes a
simulacrum of success. We’ll see that in the case of the educational “achievement gap.”

Because belief in its efficacy seems to outlast evidence that it frequently doesn’t work,
metric fixation has elements of a cult. Studies that demonstrate its lack of effectiveness are
either ignored, or met with the assertion that what is needed is more data and better
measurement. Metric fixation, which aspires to imitate science, too often resembles faith.

All of that is not intended to claim that measurement is useless or intrinsically pernicious.
One of the purposes of this book is to specify when performance metrics are genuinely useful
—how to use metrics without the characteristic dysfunctions of metric fixation.



The next chapter, “Recurring Flaws,” provides a taxonomy of the most frequent types of
flaws in the use of performance metrics. Defining and labeling them will make it easier to
refer back to them later. Then, in part II, we examine the origins of metric fixation and
account for its spread and tenacity in spite of its frequent failures, in addition to exploring
some of the deeper philosophical sources of its shortcomings. Part III comprises case studies
that examine the more recent record of metrics, it successes and its shortcomings in a variety
of fields, including K-12 education, higher education, medicine, policing, the military,
business, and philanthropy and foreign aid. These case studies are intended to be suggestive
rather than definitive. That is, they don’t deal with every way in which the metric fixation
manifests itself in each domain. Rather they provide concrete examples of recurring flaws
and unintended consequences, as well as examples of the successful use of metrics from
which we may derive lessons that can be applied in other domains. This section is followed
by a brief excursus on the theme of transparency as the enemy of performance in certain
realms. Finally, Part IV draws upon the preceding analysis to enumerate the unintended
negative consequences of metric fixation and offer some guidelines about when and how to
make use of metrics without succumbing to metric fixation.



2

RECURRING FLAWS

The drive to institute metrics often arises from the best of intentions, as a purported solution
to real problems. And in some cases, as we’ll see, it really does fulfill its promise to provide
such solutions, or at least contributes to solving problems. But after decades of experience
with the negative effects of metrics, as metric dysfunction threatens to cascade into yet more
institutions, we should be able to anticipate the recurrent flaws. Here’s a list to help identify
and remember them. Of course, while we may distinguish them for purposes of analysis,
these flaws often overlap in the real world.

Let’s begin with problems of the distortion of information.

Measuring the most easily measurable. There is a natural human tendency to try to
simplify problems by focusing on the most easily measureable elements.1 But what is
most easily measured is rarely what is most important, indeed sometimes not important at
all. That is the first source of metric dysfunction.

Closely related is measuring the simple when the desired outcome is complex. Most jobs
have multiple responsibilities and most organizations have multiple goals. Focusing
measurement on just one responsibility or goal often leads to deceptive results.

Measuring inputs rather than outcomes. It is often easier to measure the amount spent or
the resources injected into a project than the results of the efforts. So organizations
measure what they’ve spent, rather than what they produce, or they measure process
rather than product.

Degrading information quality through standardization. Quantification is seductive,
because it organizes and simplifies knowledge. It offers numerical information that allows
for easy comparison among people and institutions.2 But that simplification may lead to
distortion, since making things comparable often means that they are stripped of their
context, history, and meaning.3 The result is that the information appears more certain and
authoritative than is actually the case: the caveats, the ambiguities, and uncertainties are
peeled away, and nothing does more to create the appearance of certain knowledge than
expressing it in numerical form.4

Campbell’s Law and Goodhart’s Law are warnings about the inevitable attempts to game
the metric when much is at stake. Gaming the metrics takes a variety of forms.

Gaming through creaming. This takes place when practitioners find simpler targets or
prefer clients with less challenging circumstances, making it easier to reach the metric
goal, but excluding cases where success is more difficult to achieve.



Improving numbers by lowering standards. One way of improving metric scores is by
lowering the criteria for scoring. Thus, for example, graduation rates of high schools and
colleges can be increased by lowering the standards for passing. Or airlines improve their
on-time performance by increasing the scheduled flying time of their flights.

Improving numbers through omission or distortion of data. This strategy involves leaving
out inconvenient instances, or classifying cases in a way that makes them disappear from
the metrics. Police forces can “reduce” crime rates by booking felonies as misdemeanors,
or by deciding not to book reported crimes at all.

Cheating. One step beyond gaming the metrics is cheating—a phenomenon whose frequency
tends to increase directly with the stakes of the metric in question. As we’ll see, as the No
Child Left Behind Act raised the stakes for schools of the test scores of their pupils,
teachers and principals in many cities responded by altering students’ answers on the test.



3

THE ORIGINS OF MEASURING AND
PAYING FOR PERFORMANCE

“Accountability,” “metrics,” and “performance indicators” have become cultural memes.
Embracing them promises a seat on the train of historical progress, and no politician, agency
chief, university president, or school superintendent wants to be left behind. When metrics
becomes the coin of the realm, to refuse to use it is to risk bankruptcy. There is pressure from
elected officials and from foundation managers to pay up.

How and why did this tyranny of metrics come about?

SOME ORIGINS OF PAYING FOR MEASURED PERFORMANCE

The idea that organizations outside the free market would be more efficient if they were paid
based on measured performance seems to have occurred first to policymakers in Victorian
Britain. In 1862, Robert Lowe, a Liberal member of parliament who oversaw the committee
on education, proposed a new method for government funding of schools, which would be
based on “payment by results.” Lowe had distinguished himself in 1856 by shepherding
through parliament a seminal piece of legislation in the history of capitalism. That was the
Joint Stock Companies Act, which, together with legislation passed the previous year, the
Limited Liability Act, set out a new law for corporations based on the principal of limited
liability. From reforming the structure of business, Lowe turned to reforming government-
supported schools.

Lowe’s scheme was based on the premise that “the duty of a State in public education is
… to obtain the greatest possible quantity of reading, writing, and arithmetic for the greatest
number.”1 Schools were to be funded based on the performance of their students in the “3
Rs.” Each school was to be visited annually by a school inspector, who was to quiz every
student in English language and arithmetic. For every student who failed to appear or to
answer questions successfully, a small sum would be deducted from the school’s government
funding. Lowe’s reform was intended in part to cut costs, but above all to make school
funding dependent on measurable results in the most basic and practical of skills, and to bring
education into accord with his market-oriented principles by linking payment to
performance.2

Lowe’s scheme was challenged by Matthew Arnold, the great cultural critic, whose day
job was as a government inspector of the very schools Lowe set out to transform. Arnold
warned consistently against extending the criteria appropriate to the market to other areas of
life. With a dose of bravery, Arnold launched a public salvo against his political superior. In



an essay entitled “The Twice-Revised Code,” Arnold attacked the narrow and mechanical
conception of education implied by the code. The ability to read intelligently, he pointed out,
developed primarily not from narrowly tailored reading lessons, but from a more general
cultivation, imbibed from the family or, failing that, from a school environment that created
the mental desire to read. The goal of the schools, therefore, should be “general intellectual
cultivation,” without which the skills of reading and writing would not develop.3 The
government, he lamented, sought to fund only the most rudimentary of educations instead of
responding to “the strong desire of the lower classes to raise themselves.”4 Since many
impoverished students would inevitably be absent when the annual test was administered, or
would fail the test itself, he predicted that the net effect of the proposed reform would be to
reduce the funding of schools for the poor. The education of the people, he concluded, was to
be sacrificed to “the friends of economy at any price.”5

Arnold frequently found himself inspecting schools where students ingested mountains of
facts and arithmetic, but were bereft of analytic ability and utterly incapable of understanding
sophisticated prose or poetry. They were taught not to reason but to cram.6 Both before and
especially after the adoption of “payment for performance,” he criticized such education for
being “far too little formative and humanizing … much in it, which its administrators point to
as valuable results, is in truth mere machinery.”7 This conception of education as machinery,
tailored to the measurable production of reading, writing, and computation, and capable of
being rewarded based on measurable output, ebbed and flowed in the decades that followed,
reaching a flood tide at the end of the twentieth century.

At each subsequent wave, we’ll encounter critics like Arnold, who pointed to the
unmeasured costs of tying reward to standardized measurement.

MEASURING PERFORMANCE: TAYLORISM

There were traces of metric fixation in the school efficiency movement that rolled across the
American educational landscape, starting in the 1910s and continuing for decades. In 1911,
Simon Patten, an influential professor of economics at the Wharton School of Business,
demanded that schools provide evidence of their contribution to society by showing results
that could be “readily seen and measured.”8 Other would-be reformers sought to bring to the
school system the fruits of the industrial efficiency movement, founded by Frederick
Winslow Taylor, an American engineer who coined the term “scientific management” in
1911.9 Taylor analyzed the production of pig iron in factories by breaking down the process
into its component parts (through time-and-motion studies) and determining standard levels
of output for each job. Workers who carried out their tasks more slowly than the prescribed
time were paid at a lower rate per unit of output; those who met the expectation were
rewarded at a higher rate. Taylor also advocated an elaborate system for monitoring and
controlling the workplace.10 His goal was to increase efficiency by standardizing and
speeding up work on the factory floor to create mass production.

Specialization and standardization of tasks, recording and reporting of all activity,
pecuniary carrots and sticks—these were the legacy of Taylor and his disciples to subsequent
generations.

Taylorism was based on trying to replace the implicit knowledge of the workmen with
mass-production methods developed, planned, monitored, and controlled by managers.
“Under scientific management,” he wrote, “the managers assume … the burden of gathering
together all of the traditional knowledge which in the past has been possessed by the
workmen and then of classifying, tabulating, and reducing this knowledge to rules, laws,
formulae…. Thus all of the planning which under the old system was done by the workmen,



must of necessity under the new system be done by management in accordance with the law
of science.”11 According to Taylor, “It is only through enforced standardization of methods,
enforced adoption of the best implements and working conditions, and enforced cooperation
that this faster work can be assured. And the duty of enforcing the adoption of standards and
enforcing this cooperation rests with management alone” (italics in original).12

Taylorist themes of the need for greater efficiency through standardization and
monitoring were reflected in the widely influential textbook Public School Administration,
published in 1916 by the dean of Stanford University’s School of Education, Ellwood P.
Cubberley.13 The notion of judging teachers based on the test scores of their pupils was
floated for decades thereafter. One education researcher, William Lancelot, tried to determine
the contribution of teachers to their pupils’ learning by testing the students’ knowledge of
mathematics at the beginning and end of the school year to arrive at a “pupil change” score.
While some teachers were found to be more effective than others, the gains for pupils who
studied with the best teachers were very modest.14 In the early twenty-first century, the same
concept would be revived under the moniker of “value-added scoring” and then, in the
Obama years, as “student growth.”15

Taylorist modes of organizing factory production were increasingly adopted in a wide
range of manufacturing industries in the interwar period. By the 1950s they were the norm at
companies like General Motors, where, as the sociologist Daniel Bell noted, the managerial
“superstructure which organizes and directs production … draws all possible brain-work
away from the shop; everything is centered in the planning and schedule and design
departments.” The result reinforced the numbing routine for the workers at the bottom of the
hierarchy.16 At the end of the century, metrics would bring these modes of organization out of
manufacturing and into the service sector.

MANAGERIALISM AND MEASUREMENT

Taylorism was developed by engineers, but another contribution to the culture of
accountability as standardized measurement came from the accounting profession. It was
Robert McNamara, an accountant who at the age of 24 became the youngest professor at the
Harvard Business School, who carried the message of metrics to the largest organization in
the United States: the U.S. Army.

The decades in which McNamara rose from business school professor, to Ford Motor
Company executive, to Secretary of Defense, and finally to president of the World Bank also
saw the transformation of American business schools. In an earlier era, business schools had
focused on preparing their students for jobs in particular industries and enterprises. From the
1950s onward, the business school ideal became the general manager, equipped with a set of
skills that were independent of particular industries.

The core of managerial expertise was now defined as a distinct set of skills and
techniques, focused upon a mastery of quantitative methodologies.17 Decisions based on
numbers were viewed as scientific, since numbers were thought to imply objectivity and
accuracy.18 Management theorists and gurus who dispensed this new wisdom ascended to the
office once ascribed by Shelley to poets as “the unacknowledged legislators of mankind.”19

Before that, “expertise” meant the career-long accumulation of knowledge of a specific
field, as one progressed from rung to rung within the same institution or business—
accumulating what economists call “task-specific know-how.” Auto executives were “car
guys”—men who had spent much of their professional life in the automotive industry. They
were increasingly replaced by McNamara-like “bean counters,” adept at calculating costs and
profit margins.20



In time, this attempt to turn management into a science to prepare aspirants for executive
positions in corporate America morphed into the gospel of managerialism. The role of
judgment grounded in experience and a deep knowledge of context was downplayed. The
premise of managerialism is that the differences among organizations—including private
corporations, government agencies, and universities—are less important than the similarities.
Thus the performance of all organizations can be optimized using the same toolkit of
managerial techniques and skills.21 We might think of judgment and expertise based upon
experience as the lubricant that makes organizations flourish by providing task-specific
know-how. Managerialism under the spell of metrics tends to ignore, if it does not actually
disdain, all that.

As secretary of defense in charge of prosecuting the war in Vietnam, McNamara
championed the metric of “body counts” as a purportedly reliable index of American progress
in winning the war. Yet few of the generals in the field considered the body count a valid
measure of success, and many knew the counts to be exaggerations or outright fabrications.22

The result, in the pithy formulation of Kenneth Cukier and Viktor Mayer-Schönberger, was a
“quagmire of quantification.”23

McNamara’s Pentagon was characterized by what the military strategist Edward Luttwak
called “the wholesale substitution of civilian mathematical analysis for military expertise.
The new breed of the ‘systems analysts’ introduced new standards of intellectual discipline
and greatly improved bookkeeping methods, but also a trained incapacity to understand the
most important aspects of military power, which happen to be nonmeasurable.”24 The various
armed forces sought to maximize measurable “production”: the air force through the number
of bombing sorties; artillery through the number of shells fired; infantry through body counts,
reflecting statistical indices devised by McNamara and his associates in the Pentagon. But, as
Luttwak writes, “In frontless war where there are no clear lines on the map to show victory
and defeat, the only true measure of progress must be political and nonquantifiable: the
impact on the enemy’s will to continue to fight.”25

Luttwak’s critique of the American military establishment, published in 1984, focused on
the fact that both its military and civilian leadership had become imbued with a managerial
ethos, pursuing measureable “efficiencies” that were at odds with the sort of strategic
thinking the military required. “Under the guidance of civilian officials—many of whom care
little about their ignorance of strategy, operational craft, and tactics, and present themselves
as managers capable of managing all things regardless of their content—the military
establishment itself long ago accepted the pursuit of business efficiency as its supreme goal.”
Military officers were themselves increasingly imbibing a managerial outlook, pursuing
degrees in business administration, management, or economics. That led to what Luttwak
called a “materialist bias,” aimed at measuring inputs and tangible outputs (such as
firepower), rather than intangible human factors, such as strategy, leadership, group cohesion,
and the morale of servicemen.26 What could be precisely measured tended to overshadow
what was really important. “[W]hile the material inputs are all hard facts, costs precisely
stated in dollars and cents, the intangibles are difficult even to define and mostly cannot be
measured at all,” he noted.27

Whether or not Luttwak’s characterization was entirely fair, much of what he criticized in
the American military establishment was about to transmigrate to a wide range of institutions
in the United States and beyond.

One vector of the metric fixation was the rise of management consultants, outfitted with
the managerial skills of quantitative analysis, whose first maxim was “If you can’t measure it,
you can’t manage it.”28 Reliance on numbers and quantitative manipulation not only gave the
impression of scientific expertise based on “hard” evidence, it also minimized the need for
specific, intimate knowledge of the institutions to whom advice was being sold.29 The culture
of management demanded more data—standardized, numerical data.



4

WHY METRICS BECAME SO POPULAR

As we’ll see in our case studies and explore at greater length in the final chapter, there are
settings in which metrics, in its various forms, works well. But there are many circumstances
in which metric accountability is more dysfunctional than functional, or in which its costs
outweigh its benefits. How should we account for the gap between the effectiveness of the
culture of measurement, accountability, and transparency, and its ubiquity? Given its many
drawbacks, why is it so popular?

While there is no single answer, and no hard proofs, here are some informed guesses.

DISTRUST OF JUDGMENT

The demand for measured accountability and transparency waxes as trust wanes. There is an
elective affinity between a democratic society with substantial social mobility and greater
ethnic heterogeneity, and the culture of measured accountability. In societies with an
established, transgenerational upper class, the members of that class are more likely to feel
secure in their positions, to trust one another, and to have imbibed a degree of tacit
knowledge about how to govern from their families, giving them a high degree of confidence
in their judgments (whether or not that confidence is justified).1 By contrast, in meritocratic
societies with more open and changing elites, those who reach positions of authority are less
likely to feel secure in their judgments, and more likely to seek seemingly objective criteria
by which to make decisions. And numbers convey the air of objectivity; they imply the
exclusion of subjective judgment.2 Numbers are regarded as “hard,” and thus a safer bet for
those disposed to doubt their own judgments.

Numerical metrics also give the appearance (if one does not analyze their genesis and
relevance too closely) of transparency and objectivity. A good part of their attractiveness is
that they appear to be readily understood by all. As the Cambridge literary scholar Stefan
Collini has observed, “public debate in modern liberal democracies has come to combine
utilitarian valuations with a distrust of procedures that are not mechanically universalizable.”3

The quest for numerical metrics of accountability is particularly attractive in cultures
marked by low social trust. And mistrust of authority has been a leitmotif of American
culture since the 1960s. Thus in politics, administration, and many other fields, numbers are
valued precisely because they replace reliance on the subjective, experience-based judgments
of those in power. The quest for metrics of accountability exerts its spell over those on both
the political left and right. There is a close affinity between it and the populist, egalitarian
suspicion of authority based on class, expertise, and background.

The demand for greater “accountability,” which we saw reflected in the Google Ngram,



fed upon the growing distrust of institutions and resentment of authority based on expertise
that marked the United States (and to a considerable degree, other Western societies) from
the 1960s onward. “Every profession is a conspiracy against the laity,” wrote George Bernard
Shaw in his play, The Doctor’s Dilemma. Beginning in the 1970s, what for Shaw had been a
bon mot increasingly became the operative assumption of public policy. The right and left
looked to metrics, though not always for the same reasons.

The suspicion of authority was intrinsic to the post-1960s political left: to rely upon the
judgment of experts was to surrender to the prejudices of established elites. Thus, the left had
its reasons for advancing an agenda that professed to make institutions accountable and
transparent, using the purportedly objective and scientific standards of measured
performance.

On the right there was the suspicion, sometimes well founded, that public-sector
institutions were being run more for the benefit of their employees than their clients and
constituents. In some schools, police departments, and other government agencies, time-
serving was indeed a reality, even if not as predominant or universal as its critics alleged. The
culture of metric accountability was an understandable attempt to break the stranglehold of
entrenched gerontocracy. When institutional establishments came under populist attack, they
too resorted to metrics as a means of defense to demonstrate their effectiveness.

In a vicious circle, a lack of social trust leads to the apotheosis of metrics, and faith in
metrics contributes to a declining reliance upon judgment. In a series of books, Philip K.
Howard has argued that the decline of trust leads to a new mindset in which “[a]voiding
human choice in public decisions is not just a theory … but a kind of theology…. Human
choice is considered too dangerous.” As a consequence, “Officials no longer are allowed to
act on their best judgment”4 or to exercise discretion, which is judgment about what the
particular situation requires.5 The result is overregulation: an ever tighter web of rules,
including the proliferation of rules within organizations.6 Often enough, metrics provides the
tools for tightening that web. Over-measurement is a form of overregulation, just as
mismeasurement is a form of misregulation.

Another motive for measuring performance is the fear of litigation as a result of the
expansion of liability in American tort law. In the course of the twentieth century, earlier
doctrinal barriers against suing doctors, hospitals, manufacturers, and municipalities broke
down. The expansion of civil rights and environmental law further encouraged litigation.7 In
employment, civil rights laws put new burdens of record-keeping and red tape on private
companies as well as government agencies.8 The result: more and more money is spent on
lawyers. And the perception of the United States as a litigious society9 creates an anxiety
about the possibility of being sued, leading to defensiveness and risk-aversion. The urge to
document every decision in the most objective way possible, so that hiring and promotion
decisions can be made transparent to regulatory authorities, or used in case of litigation,
provides another motivation for measuring performance.

THE CRITIQUE OF THE PROFESSIONS AND THE APOTHEOSIS OF CHOICE

On the political right, the mistrust of public-sector institutions led to the oft-stated conviction
that the problem with the nonprofit sectors (government, schools, universities) is that they
have “no bottom line” and hence no way of accounting for success or failure. To this way of
thinking, the solution is to create a substitute bottom line in the form of “objective”—and
preferably numerical—measures of standardized processes.

A parallel trend came from advocates of women’s health and later movements that
challenged established institutions (such as physicians) and sought to make them more



responsive. They looked to give patients greater control over their medical care. That entailed
giving them a greater choice of providers, and more information—including performance
metrics—to inform those choices. The road to empowerment was paved with metrics.

In one field after another, the introduction of greater measurement in the name of
accountability did shine light upon real problems, including variations in professional
practice that were supposedly grounded in “science,” and gaps in performance that had
previously gone unnoticed or undocumented. The impact of these revelations both diminished
faith in professional judgment and created pressure to find solutions, solutions thought to
entail greater measurement in order to monitor the professionals whose ethos had been cast
into doubt.

Closely related to these trends was the rising influence of the ideology of consumer
choice, the belief that once provided with information, people will make the right choice
when it comes to medical care, education, retirement planning, and so forth. Often, indeed,
individuals are most capable of deciding on the best provider of services. But not always, and
in some domains choice is particularly fraught. In healthcare, for example, choices pertaining
to physicians or hospitals are made either when patients are healthy and disinclined to bother
with medical matters, or when they are sick and therefore more anxious about their decisions,
which diminishes their ability to process complex and often conflicting metrics. Yet by the
1990s, despite a number of studies indicating that patient empowerment did nothing to
contain costs or improve quality of care, the model of the patient as consumer in the
marketplace of medical services became ever more popular among politicians and
policymakers on both sides of the political spectrum10

THE COST DISEASE

Another impetus for accountability in the fields of medicine and education stems from the
fact that the relative cost of these services has risen compared to the costs of most consumer
goods. Part of the reason lies in “the cost disease,” a phenomenon first identified by the
economists William Baumol and William Bowen in 1966. They observed that the past
hundred years had seen steady increases in productivity in manufacturing, largely the product
of improved technology.11 As technological developments and the intensification of global
trade has led to ever-declining costs of most consumer goods, the relatively higher costs of
medicine, education, and similar human services have become ever more salient—and a
focus of increasing public discontent. Over the years, these trends have led to public pressure
for greater efficiency and greater accountability—despite the difficulty of measuring inputs,
outputs, and hence productivity in these fields.12 Add to this the fact that improvements in
medical technology and more effective pharmaceuticals may legitimately add to costs: their
added costs may well be worth it if people live longer or more pleasant lives and need to
spend less time in the hospital.

LEADERSHIP AMID ORGANIZATIONAL COMPLEXITY

Other economic forces are also at play in the push for quantifiable measurements. As
organizations (companies, universities, government agencies) become larger and more
diversified, there is an ever greater remove between top management and those further down
the organizational chain engaged in the actual activities to which the organization is
dedicated. When institutions are particularly large, complex, and made up of dissimilar parts,
that comprehension is simply impossible. Those at the top face to a greater degree than most
of us a cognitive constraint that confronts all of us: making decisions despite having limited
time and ability to deal with information overload. Metrics are a tempting means of dealing
with this “bounded rationality,” and engaging with matters beyond one’s comprehension.



Imagine, for example, that you become the president of a large university, corporation, or
cabinet department. You might, of course, rely on the informed opinion of experienced
subordinates. But they are likely to have an intrinsic interest in the status quo: recall the
dictum of the late poet and historian Robert Conquest—“Everyone is conservative about what
they know best.” But what if you want to inject dynamism or change into an organization
whose leadership you have just assumed (and this is the typical temptation of new cabinet
secretaries, university presidents, and CEOs who long to “make a mark”)? Then getting your
hands on “the numbers” seems like the most direct shortcut to comprehending your
organization.

The problem is that management’s quest to get a handle on a complex organization often
leads to what Yves Morieux and Peter Tollman have dubbed “complicatedness”: the
expansion of procedures for reporting and decision-making, requiring ever more coordination
bodies, meetings, and report-writing. With all that time spent reporting, meeting, and
coordinating, there is little time left for actual doing.13

This drain on time and effort is exacerbated by the tendency of executives under the spell
of metric fixation to distrust the experienced judgment of those under them. They are more
willing to try to control subordinates through a variety of strategies, of which metrics is a
central component. The demands for a constant stream of reports and standardized data have
the effect, intended or inadvertent, of diminishing the autonomy of those lower in the
organizational hierarchy—whose doubts about metrics-based innovations are dismissed as
irrational or as a self-interested “resistance to change.”

Then there are the cultural peculiarities of some American bureaucracies (corporate,
governmental, and nonprofit), which assume that each person can and should be rotated
through an ascending hierarchy of posts, both within an organization and among
organizations. This militates against developing a depth of expertise that would allow for
meaningful evaluation of the significance and qualitative importance of work done by
subordinates. Hence the attractiveness of relying on measurable, quantitative, criteria.

CEOs, university presidents, and heads of government agencies move from one
organization to another to a greater degree now than in the past. A strange, egalitarian
alchemy often assumes that there must be someone better to be found outside the
organization than within it: that no one within the organization is good enough to ascend, but
unknown people from other places might be.14 That assumption leads to a turnover of top
leaders, executives, and managers, who arrive at their new posts with limited substantive
knowledge of the institutions they are to manage. Hence their greater reliance on metrics, and
preferably metrics that are similar from one organization to another (aka “best practices”).
These outsiders-turned-insiders, lacking the deep knowledge of context that comes from
experience, are more dependent on standardized forms of measurement. Not only that, but
with an eye on their eventual exit to some better job with another organization, mobile
managers are on the lookout for metrics of performance that can be deployed when the
headhunter calls.

THE LURE OF IT

Yet another factor is the spread of information technology (IT). In the early 1980s the
invention and rapid adoption of the electronic spreadsheet and the resulting ease of tabulating
and manipulating figures had wide-ranging effects. As a prescient analyst of the
phenomenon, Steven Levy, wrote in 1984,

The spreadsheet is a tool, but it is also a worldview—reality by the numbers…. Because
spreadsheets can do so many important things, those who use them tend to lose sight of



the crucial fact that the imaginary businesses that they can create on their computers are
just that—imaginary. You can’t really duplicate a business inside a computer, just aspects
of a business. And since numbers are the strength of spreadsheets, the aspects that get
emphasized are the ones easily embodied in numbers. Intangible factors aren’t so easily
quantified.15

Seth Klarman, among the most successful value investors of his generation, concurred,
warning in 1991 that spreadsheets created the illusion of depth of analysis.16

Since then, the growing opportunities to collect data, and the declining cost of doing so,
contribute to the meme that data is the answer, for which organizations have to come up with
the questions. There is an often unexamined faith that amassing data and sharing it widely
within the organization will result in improvements of some sort—even if much information
has to be denuded of nuance and context to turn it into easily transferred “data.”
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PRINCIPALS, AGENTS, AND
MOTIVATION

During the same decades that professional expertise was coming under fire, the business
corporation also came in for critique as favoring the interests of its managers over those of its
shareholders.

The notion picked up steam in the 1970s and achieved a kind of academic quintessence in
“principal-agent theory.”1 The version of the theory prominent in the management literature
calls attention to the gap between the purposes of institutions and the people who run them
and are employed by them. It focuses on the problem of aligning the interests of shareholders
in maximum profitability and stock price with the interests of corporate executives, whose
priorities might diverge from those goals. Principal-agent theory articulates in abstract terms
the general suspicion that those employed in institutions are not to be trusted; that their
activity must be monitored and measured; that those measures need to be transparent to those
without firsthand knowledge of the institutions; and that pecuniary rewards and punishments
are the most effective way to motivate “agents.”2 Here too, numbers are seen as a guarantee
of objectivity, and as a replacement for intimate knowledge and personal trust.3

Principal-agent theory led at first to schemes to remunerate CEOs with bonuses based on
the profits and stock price of the companies they headed. Later, it morphed into plans to
provide top managers with stock options of their companies. The idea in each case was to
align the incentives of the managers with those of the owners of the firm, whose sole interest
was presumed, quite plausibly, to be the profitability of the company.

Principal-agent theory conceives of organizations as networks of relationships between
those with a given interest (the principals) and those hired to carry out that interest (the
agents). The perspective is that of the principals, and the premise is that the interests of the
agents may diverge from those of the principals. The interests of the shareholders of a
company, for example, may be to maximize profits and returns on their capital. But the
interests of their managers might be to have ostentatious offices and conspicuous private
planes that raise their status, and the interests of lower-level employees might be to claim a
salary while minimizing their workload. The challenge for the principal is to incentivize the
agents to carry out his priorities, rather than their own priorities. A corollary problem for the
principal is that of monitoring: how can he know what his agents are actually doing, and how
well they are carrying out his goals? The twin tasks of organizations thus becomes how to
provide information to organizational superiors about the activities of their subordinates, and
how to create systems of reward to align the interests of the agents with those of the



principals. The quest for information leads to performance metrics: standardized numbers that
will efficiently convey to the principals how well their agents are carrying out the principals’
goals. Aligning incentives is taken to mean giving monetary rewards to employees that reflect
the profitability of the firm: when the firm makes more money, so do the employees.

The professional management literature derived its own conclusions from principal-agent
theory: that management is a matter of setting clear goals, and then of monitoring and
incentivizing. It relies upon information and reporting systems on the one hand, and cleverly
structured rewards on the other.

NEW PUBLIC MANAGEMENT

Beginning in the 1980s, this sort of thinking was extended from profit-making corporations to
government agencies and such nonprofit organizations as universities and hospitals.
Discontent with the costs, dissatisfaction with outcomes, or simply the desire to save money
led critics to argue that the problem with these organizations was that they needed to function
“more like a business.” That was the battle-cry of advocates of what became known as the
“New Public Management.” The principals were in the first instance those who paid for
agencies and nonprofit organizations: in the case of government, the taxpayers. The
organizations’ students, patients, or clients were now to be regarded as their customers.

One difficulty, for those who sought to make such organizations more like a business,
was that there was no price mechanism by which to determine whether those who supplied
the funds were getting good value for their money. In a competitive market, consumers can
compare the price of goods and services with the quality of the products on offer, and can
make informed decisions about what to buy. Prices convey a lot of information in a concise,
transparent form. But how were the taxpayers to evaluate schools, universities, hospitals,
government agencies, or charitable organizations?

To resolve these difficulties, those who sought to make nonprofit organizations more
businesslike suggested three strategies. The first was to try to develop indicators that would
measure performance and would serve as a replacement for price.4 The second was to offer
monetary rewards and punishments, based on measured performance, to those who worked in
these organizations. The third was to provide competition among providers whose
performance indicators would be “transparent,” that is, publicly available. The idea, in short,
was to create marketlike conditions within the government and nonprofit sectors; and thus to
run them “more like a business.” That was the way of thinking dubbed the “new public
management.” It reflected a broader trend of importing principles from microeconomics into
public administration and public policy.5

From the beginning, there were critics who tried to draw attention to the flawed premises
of this approach, such as the economists Bengt Holmström and Paul Milgrom, as well as
Henry Mintzberg, a professor of management at McGill University in Montreal.6 Mintzberg
pointed out in the mid-1990s that the conception of management adopted by advocates of the
New Public Management was a simplified caricature of what effective managers in private-
sector firms actually did. It did conform, though, to what many students of management were
being taught in business schools and in the burgeoning literature of business advice. Even
then, it was inappropriate for government and nonprofit organizations, he argued. Business
corporations have divisions where each unit has a clear mission to deliver a particular set of
products or services; but government agencies and nonprofit organizations are characterized
by multiple purposes, which are difficult to isolate and to measure. New Public Management
schemes are plausible solutions for dealing with units of government that produce a single
product or service, such as issuing passports. But that is the exception rather than the rule.



Moreover, in business there are clear financial criteria of success and failure: costs and
benefits can be compared to determine profits, and managers can plausibly be rewarded on
that basis. But in government and nonprofit organizations there are rarely single goals, and
they cannot be readily measured. Primary schools, for example, have their tasks of teaching
reading, writing, and numeracy, and these perhaps could be monitored through standardized
tests. But what about goals that are less measureable but no less important, such as instilling
good behavior, inspiring a curiosity about the world, and fostering creative thought?

There is a larger problem. Firms are in the business of making profits, and their
employees work at their jobs primarily to make money. (Which does not mean that money is
their ultimate goal, only that they work in large part to earn money to use for their own,
nonmonetary purposes.) People who choose to work for government agencies and nonprofit
organizations, such as schools, universities, hospitals, or the Red Cross, are also interested in
earning a living, but they tend to be more motivated by a commitment to the mission of the
organization: to teach, to research, to heal, to rescue. They respond differently to the lure of
monetary rewards, because their motivations are different, at least in degree.7

EXTRINSIC AND INTRINSIC REWARDS

Many of the problems of pay-for-performance schemes can be traced to an overly simple,
indeed deeply distortive, conception of human motivation, one that assumes that people are
motivated to work only by material rewards. For some are motivated less by extrinsic
monetary rewards than by various sorts of intrinsic psychic rewards, including their
commitment to the goals of the organizations for which they work, or a fascination with the
complexity of the work they do, which makes it challenging, interesting, and entertaining.
The existence of intrinsic as well as extrinsic motivations is obvious to anyone who has
managed workers in complex tasks. It was articulated in the mid-1970s by psychologists, and
has since been rediscovered and formalized by economists, including Jean Tirole, a recent
recipient of the Nobel Prize for economics.8

It is simple-minded to assume that people are motivated only by the desire for more
money, and naive to assume that they are motivated only by intrinsic rewards. The challenge
is to figure out when each of these motivations is most effective, and in recent years social
scientists have devoted attention to that issue.

In general, extrinsic rewards—pay-for-performance, incentive pay, bonuses—are most
effective in commercial organizations, where the primary goal is to make money. They also
work well when the task to be completed is discrete, easily measured, and not of much
intrinsic interest, such as the production of some standardized good on an assembly line.

Some rewards enhance intrinsic motivation. For example, when the rewards are verbal
and expressed primarily to convey information (“You did a great job on that!”) rather than to
exercise control.9 Or when awards are given out after the fact, for excellence in achievement,
without having been offered as an incentive in advance.10 Or, in fields such as science or
scholarship, when prizes or honorific titles are bestowed to recognize long-term
achievement.11 More broadly, above-market wages can reinforce employees’ intrinsic
motivation if those wages are perceived as a signal of the organization’s appreciation of the
employees’ performance.12 Intrinsic and extrinsic motivation can work in tandem when the
outcomes that are rewarded are in keeping with the agents’ own sense of mission: when
hospitals, for example, are rewarded for better safety records.

But when mission-oriented organizations try to use extrinsic rewards, as in promises of
pay-for-performance, the result may actually be counterproductive. The use of extrinsic
rewards for activities of high intrinsic interest leads people to focus on the rewards and not on



the intrinsic interest of the task, or on the larger mission of which it is a part. The result is a
“crowding out” of intrinsic motivation: having been taught to think of their work tasks
primarily as a means toward monetary goals, they lose interest in doing the work for the sake
of the larger mission of the institution.13 Alternatively, they may perceive the offer of
payment for performance as an insult to their professional ethics, and indeed to their self-
esteem, implying that they are in it for the money. Therefore, the assumption that extrinsic
rewards encourage performance makes a lot of sense if one is an investment banker, but not if
one is a teacher or nurse. Trying to turn everything into a business, then, gets in the way of
the actual business at hand.

Indeed, it impedes actual businesses. Ironically, even as corporations were falling over
one another to develop incentive schemes based on pay for measured performance for their
top executives and employees, and such schemes were being touted as appropriate for the
government and nonprofit organizations, top theorists of principal-agent behavior by the end
of the twentieth century were exploring the weaknesses of such systems. By 1998, Robert
Gibbons, a professor of organizational economics at MIT, pointed out that in fact the
principal (the owner of the firm, for example) profits from a variety of outputs from the agent
(the employee), and that many of these outputs are not highly visible or measureable in any
numerical sense. Organizations depend on employees engaging in mentoring and in team
work, for example, which are often at odds with what the employees would do if their only
interests were to maximize their measured performance for purposes of compensation. Thus,
there is a gap between the measureable contribution and the actual, total contribution of the
agent. As a result, measured performance (such as an increase in the division’s profits or a
rise in the company’s stock price) may actually lead to the organization getting less of what it
really needs from its employees. Moreover, there was an inevitable distortion of incentives
created by the quest for simple, quantifiable standards by which to measure and reward
performance. Gibbons concluded that at best, economic models that ignore the range of
psychological motives for why agents derive reward from working provide a truncated
conception of motives. At worst, “management practices based on economic models may
dampen (or even destroy) non-economic realities such as intrinsic motivation and social
relations.”14

By the end of the twentieth century, students of organizational behavior like Gibbons
were calling attention to the pitfalls of appeals to extrinsic motivation. But by then, schemes
based upon simple conceptions of incentives, extrinsic reward, and New Public Management
were already well entrenched.

These managerial fashions began in the corporate sector but quickly spread beyond it,
above all in the Anglosphere (Great Britain, the United States, Australia, and New Zealand).
To try to improve the management and efficiency of the public sector, the Conservative
government of Margaret Thatcher established official bodies, some staffed by businessmen
and management consultants, with titles such as the Efficiency Unit, the Financial
Management Unit, the National Audit Office, and the Audit Commission. From Britain, the
fashion spread to Australia and New Zealand, and to other OECD countries, carried beyond
national borders by management gurus, consultants, and academics peddling tools and
models of “best practice.”15
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PHILOSOPHICAL CRITIQUES

Just as the culture of metrics has its boosters on both the political right and left, it also has
critics from both sides of the ideological spectrum. From the perspective of the Marxist left, it
can be seen, with some justification, as promoting de-skilling, in which changes in the
organization of production brought about by those at the top have the effect of devaluing the
skills and experience of those subordinate in the system.1 And work that is more
circumscribed, and from which discretion has been excised by having to meet narrowly
defined goals dictated by others, is more alienating.

THE RATIONALIST ILLUSION

There are also powerful dissections of accountability-as-measurement from conservative and
classical liberal thinkers, such as Michael Oakeshott, Michael Polanyi, and Friedrich Hayek,
whose analysis has recently been rediscovered by James C. Scott, a Yale anthropologist with
self-described anarchist predilections. They have all distinguished between two forms of
knowledge, one abstract and formulaic, the other more practical and tacit. Practical or tacit
knowledge is the product of experience: it can be learned, but cannot be conveyed in general
formulas. Abstract knowledge, by contrast, is a matter of technique, which, it is assumed, can
be easily systematized, conveyed, and applied. In Oakeshott’s famous example, there is the
sort of abstract, recipe knowledge conveyed by cookbooks; but actually knowing how to
make use of such knowledge (“beat an egg,” “whisk the mixture”) requires practical
knowledge, based upon experience, that cannot be learned from books. Oakeshott criticized
“rationalists” for assuming that the conduct of human affairs is a matter of applying the right
formulas or recipes. Technical knowledge is susceptible to precise formulation, which gives it
the appearance of certainty. By contrast, he wrote,

[I]t is a characteristic of practical knowledge that it is not susceptible of formulation of
this kind. Its normal expression is in a customary or traditional way of doing things, or,
simply, in practice. And this gives it the appearance of imprecision and consequently of
uncertainty, of being a matter of opinion, of probability rather than truth.

The rationalist believes in the sovereignty of technique in which the only form of authentic
knowledge is technical knowledge, for it alone satisfies the standard of certainty that marks
real knowledge. The error of rationalism, for Oakeshott, is its failure to appreciate the
necessity of practical knowledge and of knowledge of the peculiarity of circumstances.2

SCIENTISM



Friedrich Hayek developed a related critique of what he called “the pretense of knowledge.”
Writing in the mid-twentieth century, he chastised socialist attempts at large-scale economic
planning for their “scientism,” by which he meant their attempt to engineer economic life, as
if planners were in a position to know all the relevant inputs and outputs that make up life in
a complex society. The advantage of the competitive market, he maintained, is that it allows
individuals not only to make use of their knowledge of local conditions, but to discover new
uses for existing resources or imagine new products and services hitherto unknown and
unsuspected. In short, planning failed not only to consider relevant but dispersed information,
but it also prohibited the entrepreneurial discovery of how to meet particular needs and how
to generate new goals.3

Ironically, as a number of contemporary critics have observed, the fixation on
quantifiable goals so central to metric fixation—though often implemented by politicians and
policymakers who proclaim their devotion to capitalism—replicates many of the intrinsic
faults of the Soviet system. Just as Soviet bloc planners set output targets for each factory to
produce, so do bureaucrats set measurable performance targets for schools, hospitals, police
forces, and corporations. And just as Soviet managers responded by producing shoddy goods
that met the numerical targets set by their overlords, so do schools, police forces, and
businesses find ways of fulfilling quotas with shoddy goods of their own: by graduating
pupils with minimal skills, or downgrading grand theft to misdemeanor-level petty larceny, or
opening dummy accounts for bank clients.4

A good deal of Hayek’s critique of scientism (which he also applied to much of modern
economics) also pertains to the ideology of metrics. By setting out in advance a limited and
purportedly measurable set of goals, metric fixation truncates the range of actual goals of a
business or organization. It also precludes entrepreneurship within organizations, as there
may be new goals and purposes worth pursuing that are not part of the metric.

One could draw together the insights of a number of thinkers into this dictum: The
calculative is the enemy of the imaginative. Entrepreneurship, as we have noted, depends on
taking what the economist Frank Knight termed “unmeasureable risk,” for the potential
benefits of an innovation are not subject to precise calculation. Or in the formulation of Alfie
Kohn, a long-time critic of pay-for-performance, metrics “inhibits risk-taking, an inevitable
concomitant of exploration and creativity. We are less likely to take chances, to play with
possibilities, and to follow hunches, which may, after all, not pay off.”5

A hallmark of practical, local knowledge, as James Scott has noted, is that “it is as
economical and accurate as it needs to be, no more and no less, for addressing the problem at
hand.”6 By contrast, the degree of numerical precision promised by metrics may be far
greater than is required by actual practitioners, and attaining that precision requires an
expenditure of time and effort that may not be worthwhile. The quest for precision may
therefore be wasteful, and resented for that reason by those required to sacrifice their time
and ingenuity.

“To demand or preach mechanical precision, even in principle, in a field incapable of it is
to be blind and to mislead others,” as the British liberal philosopher Isaiah Berlin noted in an
essay on political judgment. Indeed what Berlin says of political judgment applies more
broadly: judgment is a sort of skill at grasping the unique particularities of a situation, and it
entails a talent for synthesis rather than analysis, “a capacity for taking in the total pattern of a
human situation, of the way in which things hang together.”7 A feel for the whole and a sense
for the unique are precisely what numerical metrics cannot supply.

KEDOURIE’S CRITIQUE OF THATCHER



In 1987 the Conservative government of Margaret Thatcher developed wide-ranging plans
for transforming the public funding of higher education. The plan called for a plethora of new
“performance indicators,” on the evidence of which ministers and their bureaucracies were to
decide upon the allocation of funds to particular universities. The distinguished British
conservative historian and political theorist Elie Kedourie emerged as one of the plan’s most
scathing critics. “After two decades of government-sponsored excess and prodigality,” he
wrote, “we see now abroad a vague but powerful discontent and impatience with the ways of
universities … a nameless yearning for some formula or recipe—more science perhaps, more
information technology, more questionnaires, more monitoring—which will scientifically (or
better, magically) prove that they are not wasting their time, which will hook them up with
the humming conveyor-belts of industry.”8 He wondered in astonishment that “a
Conservative administration should have embarked on a university policy so much at
variance with its proclaimed ideals and objectives,” and concluded that “[i]n order to explain
the inexplicable, one is driven to conclude that the policy is an outcome not of conscious
decisions, but of an unconscious automatic response to an irresistible spirit of the times.”9

Under the slogan of “efficiency” a great fraud was being perpetrated, Kedourie declared, for
“efficiency is not a general and abstract attribute. It is always relative to the object in view. A
business is more efficient when its return on the factors employed in production is greater
than that of another, comparable one. But a university is not a business.”10 Under the pretense
that it was a business, and that the government represented its customers, Kedourie observed
that it was the Minister of Education who would decide, on the basis of spurious criteria,
what constituted educational value.11

THE ONWARD MARCH OF ACCOUNTABILITY

In the decade that followed, “accountability” and “performance measurement” became
buzzwords among business leaders, politicians, and policymakers in the United States as
well. In 1993, President Bill Clinton signed the Government Performance and Results Act,
which required all agencies to develop mission statements, long-range strategic plans, and
annual performance goals, together with descriptions of the measures to be used to gauge
progress toward those goals. Initiated by Republican legislators and signed by a Democratic
president, the act enjoyed bipartisan support.12 In 2004, during the presidency of George W.
Bush, the federal government’s venerable General Accounting Office was rechristened the
Government Accountability Office.

With that we enter our own age, and move from the history and theory of measured
performance to its contemporary practice.
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COLLEGES AND UNIVERSITIES

Let’s take as our first case study the realm of higher education, the ground zero of my own
investigations of metric fixation. Comprising a huge sector of the national economy and a
central institution of all advanced societies, colleges and universities exemplify many of the
characteristic flaws and unintended consequences of measured performance, as well as some
of its advantages.

RAISING THE METRIC: EVERYONE SHOULD GO TO COLLEGE

Once we become fixated on measurement, we easily slip into believing that more is better.
More and more Americans are going on to post–high school education, encouraged to do

so by both governments and nonprofit organizations. According to the U.S. Department of
Education, for example, “In today’s world, college is not a luxury that only some Americans
can afford to enjoy; it is an economic, civic, and personal necessity for all Americans.”1

One of many nonprofit organizations that convey the same message is the Lumina
Foundation. Its mission is to expand post-secondary educational attainment, with a goal of
having 60 percent of Americans hold a college degree, certificate, or other “high-quality
postsecondary credential” by the year 2025. Its “Stronger Nation” initiative, as the foundation
declares on its website,

is all about the evidence of that learning—quantifying it, tracking it, pinpointing the
places where it is and isn’t happening…. Lumina is also working with state policy leaders
across the nation to set attainment goals and develop and implement strong state plans to
reach them. So far, 26 states have set rigorous and challenging attainment goals—15 in
the last year alone. Most of these states are taking concrete steps—such as implementing
outcomes-based funding, improving developmental education, and making higher
education more affordable—to increase attainment and reach their goals.2

The Lumina Foundation is steeped in metrics and proselytizes on its behalf: its website
proclaims, “As an organization focused on results, Lumina Foundation uses a set of national
metrics to guide our work, measure our impact and monitor the nation’s progress toward
Goal 2025.”

The Lumina Foundation’s mission comports with a widely shared conviction about the
role of higher education in American society: the belief that ever more people should go on to
college, and that doing so increases not only their own life-time earnings but also creates
national economic growth.



RAISING THE NUMBER OF WINNERS LOWERS THE VALUE OF WINNING

That article of faith, and the performance targets to which it gives rise, may simply be
mistaken. As Alison Wolf, an educational economist at the University of London, has pointed
out, it is true that those who have a B.A. tend to earn more on average than those without one.
Thus, on the individual level, the quest for a B.A. degree may make economic sense. But on
the national level, the idea that more university graduates means higher productivity is a
fallacy.3

One reason for that is that to a large extent education is a positional good—at least when
it comes to the job market. For potential employers, degrees act as signals: they serve as a
shorthand that allows employers to rank initial applicants for a job. Having completed high
school signals a certain, modest level of intellectual competence as well as personality traits
such as persistence. Finishing college is a signal of a somewhat higher level of each of these.
In a society where a small minority successfully completes college, having a B.A. signals a
certain measure of superiority. But the higher the percentage of people with a B.A., the lower
its value as a sorting device. What happens instead is that jobs that once required only a high
school diploma now require a B.A. That is not because the jobs have become more
cognitively demanding or require a higher level of skill, but because employers can afford to
choose from among the many applicants who hold a B.A., while excluding the rest. The
result is both to depress the wages of those who lack a college degree, and to place many
college graduates in jobs that don’t actually make use of the substance of their college
education.4 That leads to a positional arms race: as word spreads that a college diploma is the
entry ticket to even modest jobs, more and more people seek degrees.

Thus, there are private incentives for increasing numbers of people to try to obtain a
college degree. Meanwhile, governments and private organizations set performance measures
aimed at raising college attendance and graduation.

HIGHER METRICS THROUGH LOWER STANDARDS

But the fact that more Americans are entering college does not mean that they are prepared to
do so, or that all Americans are capable of actually earning a meaningful college degree.

In fact, there is no indication that more students are leaving high school prepared for
college-level work.5 One measure of college preparedness is the performance of students on
achievement tests, such as the SAT and the ACT, which are used to predict likely success in
college (they are, in part, aptitude tests). For the most part, these tests are taken only by high
school students who have some hope of going on to higher education, though in an effort to
boost student achievement, some states have taken to mandating that ever more students take
such tests. (Probably a case of misplaced causation. Students who took the tests tended to
have higher levels of achievement. So, it was mistakenly reasoned, by getting more students
to take the test, levels of achievement would be raised. The flaw is that better-performing
students were more likely to take the test in the first place. That is, policymakers mistook
cause for effect.) The ACT tests four subject areas: English, math, reading, and science. The
company that develops the ACT has developed benchmarks of scores that indicate that the
test taker has a “strong readiness for college course work.” Of those who took the ACT test
most recently, a third did not meet the benchmark in any of the four categories, and only 38
percent met the benchmarks in at least three of the four areas. In short, most of those who
aspire to go on to college do not have the demonstrated ability to do so.6

The results are predictable—though few want to acknowledge them. Since more students
enter community colleges and four-year colleges inadequately prepared, a large portion
require remedial courses. These are courses (now euphemistically rechristened



“developmental” courses) that cover what the student ought to have learned in high school. A
third of students who enter community colleges are placed in developmental reading classes,
and more than 59 percent are placed in developmental mathematics courses.7 Students who
are inadequately prepared for college also make additional demands on the institutions they
attend, thus raising the costs of college education: the growth on campuses of centers of
“educational excellence” is a euphemistic response to the need for more extracurricular help
in writing and other skills for students inadequately prepared for university-level work.

Colleges, both public and private, are measured and rewarded based in part on their
graduation rates, which are one of the criteria by which colleges are ranked, and in some
cases, remunerated. (Recall the Lumina Foundation’s encouragement of state governments to
engage in “outcomes-based funding.”) What then happens is that outcomes follow funding.
By allowing more students to pass, a college transparently demonstrates its accountability
through its excellent metric of performance. What is not so transparent is the lowered
standards demanded for graduation.8 More courses are offered with requirements that are
easily fulfilled. There is pressure on professors—sometimes overt, sometimes tacit9—to be
generous in awarding grades. An ever-larger portion of the teaching faculty comprises
adjunct instructors—and an adjunct who fails a substantial portion of her class (even if their
performance merits it) is less likely to have her contract renewed.

Thus, more students are entering colleges and universities. A consequence of students
entering college without the ability to do college-level work is the ever larger number of
students who enroll but do not complete their degrees—a widespread and growing
phenomenon that has substantial costs for the students who do so, in tuition, living expenses,
and earnings foregone.10 High dropout rates seem to indicate that too many students are
attempting college, not too few.11 And those who do obtain degrees find that a generic B.A. is
of diminishing economic value, because it signals less and less to potential employers about
real ability and achievement.12 Recognizing this, prospective college students and their
parents seek admission not just to any college, but to a highly ranked one.13 And that, in turn,
has led to the arms race of college rankings, a topic to which we will return.

Lowering the standards for obtaining a B.A. means that using the percentage of those who
attain a college degree as an indicator of “human capital” becomes a deceptive unit of
measurement for public policy analysis. Economists can evaluate only what they can
measure, and what they can measure needs to be standardized. Thus economists who work on
“human capital” and its contribution to economic growth (and who almost always conclude
that what the economy needs is more college graduates) often use college graduation rates as
their measure of “human capital” attainment, ignoring the fact that not all B.A.’s are the
same, and that some may not reflect much ability or achievement. This lends a certain air of
unreality to the explorations of what one might call the unworldly economists, who combine
hard measures of statistical validity with weak interest in the validity of the units of
measurement.

One assumption that lies behind the effort to boost levels of college enrollment and
completion is that increases in average educational attainment somehow translate into higher
levels of national economic growth. But some distinguished economists on both sides of the
Atlantic—Alison Wolf in England, and Daron Acemoglu and David Autor in the United
States—have concluded that that is no longer the case, if it ever was. In an age in which
technology is replacing many tasks previously performed by those with low to moderate
levels of human capital, national economic growth based on innovation and technological
progress depends not so much on the average level of educational attainment as on the
attainment of those at the top of the distribution of knowledge, ability, and skill.14 In recent



decades, the percentage of the population with a college degree has gone up, while the rate of
economic growth has declined. And though the gap between the earnings of those with and
those without a college diploma remains substantial, the falling rate of earnings for college
graduates seems to indicate that the economy already has an oversupply of graduates.15 By
contrast, there is a shortage of workers in the skilled trades, such as plumbers, carpenters, and
electricians—occupations in which training occurs through apprenticeship rather than
through college education—who often earn more than those with four-year degrees.16

To be sure, public policy ought to aim at more than economic growth, and there is more
to college education than its effect on earning capacity, as we will explore in a moment. But
for now, it is worth underscoring that the metric goal of ever more college graduates is
dubious even by the economistic criteria by which higher education is often measured.

PRESSURE TO MEASURE COLLEGE PERFORMANCE

In the decades since Elie Kedourie penned his critique of the centralizing policy of Margaret
Thatcher’s Conservative government, central government control over British institutions of
higher education has expanded and intensified. Much of that control takes the form of
management through performance metrics. For scholarship in many fields, the results have
been deleterious.

In England, as elsewhere, an ever larger proportion of the population is attending
university, in keeping with the government’s aims. In 1970 less than 10 percent of men and
women in each age cohort attended university. By 1997, it was close to a third, and by 2012,
38 percent of nineteen-year-olds were enrolled in some form of tertiary education.17 Paying
for them is an ever more onerous task, and in recent years the costs have been increasingly
shifted to the students themselves (or their families) in the form of tuition fees. But
government expenditure remains substantial, and in an effort to control expenses and achieve
“value,” that control increasingly takes the form of payment for purported results. That
performance is evaluated through metrics that focus upon the measured output of each
department and institution.

In an attempt to obtain “value,” successive British administrations have created a series of
government agencies charged with evaluating the country’s universities, with titles such as
the “Quality Assurance Agency.”18 There are audits of teaching quality, such as the
“Teaching Quality Assessment,” evaluated largely on the extent to which various procedures
are followed and paperwork filed, few of which have much to do with actual teaching.19 But
one clear result has been that professors are forced to devote more and more of their time to
paperwork rather than to research or teaching. And there has been a ballooning of the number
of professional staff, including the newly created post of “quality assurance officers,”
dedicated to gathering and analyzing the data for what was once known as the Research
Assessment Exercise, since rechristened as the Research Excellence Framework.20 The cost
of these exercises in metrics in England alone was estimated at £250,000,000 in 2002.21 A
mushroom-like growth of administrative staff has occurred in other countries that have
adopted similar systems of performance measurement, such as Australia. In most such
systems, metrics has diverted time and resources away from doing and toward documenting,
and from those who teach and research to those who gather and disseminate the data for the
Research Assessment Exercise and its counterparts.22 The search for more data means more
data managers, more bureaucracy, more expensive software systems. Ironically, in the name
of controlling costs, expenditures wax.

The closest parallel in the United States are the accrediting organizations that grant
legitimacy to American colleges and universities. They are regional in scope, but since



receiving federal funds requires accreditation by such agencies, they also serve as instruments
of the federal government.23 While they do not control funding in the manner of their British
counterparts, they play a major role nevertheless. And in recent decades, that role has been to
pressure the colleges and universities they accredit to adopt ever more elaborate measures of
performance, under the rubric of “assessment.”24

Reward for measured performance in higher education is touted by its boosters as making
universities “more like a business.” But businesses have a built-in restraint on devoting too
much time and money to measurement—at some point, it cuts into profits. Ironically, since
universities and other nonprofit institutions have no such bottom line, government or
accrediting agencies or the university’s administrative leadership can extend metrics
endlessly.25 The effect is to increase costs or to divert spending from the doers to the
administrators—which usually suits the latter just fine. It is hard to find a university where
the ratio of administrators to professors and of administrators to students has not risen
astronomically in recent decades.26 And the same holds true on the national level.

THE RANKING ARMS RACE

Another increasingly influential set of performance metrics in the field of higher education
are university rankings. They take a variety of forms. On the international level, there is the
Shanghai Jiao Tong “Academic Ranking of World Universities” (which was developed to
provide the Chinese government a “global benchmark” against which Chinese universities
could assess their progress in an attempt to catch up on “hard scientific research” and hence
gives a 90 percent weighting to publications and awards in the natural sciences and
mathematics)27 and the Times Higher Education Supplement “World University Rankings,”
which tries to include teaching, research (including volume of publications and citations), and
“international outlook.” Within the United States, the most influential ratings are those of US
News and World Report (USNWR), with competition from Forbes, Newsweek, Princeton
Review, Kiplinger (which tries to balance quality with affordability), and a host of others.
These rankings (or “league tables” as they are known in Britain) are an important source of
prestige: alumni and members of the board of trustees are anxious to have their institutions
rate highly, as are potential donors and, of course, potential students. Maintaining or
improving the institution’s rankings tends to become a priority for university presidents and
their top administrators.28 Indeed, some American university presidents are awarded contracts
that specify a bonus if they are able to raise the school’s rank. So are other top administrators:
since one factor that affects rankings is the achievement scores of incoming students, the
dean of admissions of at least one law school was remunerated based in part on the scores of
the admitted students.29

Recently I was puzzled to find that a mid-ranked American university was taking out full-
page advertisements in every issue of The Chronicle of Higher Education, touting the
important issues on which its faculty members were working. Since the Chronicle is read
mostly by academics—and especially academic administrators—I scratched my head at the
tremendous expenditures of this not particularly rich university on a seemingly superfluous
ad campaign. Then it struck me: the USNWR ratings are based in good part on surveys of
college presidents, asking them to rank the prestige of other universities. The criterion is of
dubious validity, since most presidents are simply unaware of developments at most other
institutions. The ad campaign was aimed at raising awareness of the university, in an attempt
to boost the reputational factor of the USNWR rankings.

Universities also spend heavily on glossy brochures touting their institutional and faculty
achievements. These are mailed to administrators at other universities, who vote on the



USNWR surveys. Though universities (and schools within them, such as law schools) spend
untold millions on these marketing publications, there is no evidence that they actually work.
Most, in fact, are tossed, unopened, into the recycling bin by their recipients.30

In addition to expenditures that do nothing to raise the quality of teaching or research, the
growing salience of rankings has led to ever new varieties of gaming through creaming and
improving numbers through omission or distortion of data. A recent scholarly investigation of
American law schools provides some examples. Law schools are ranked by USNWR based in
part on the LSAT scores and GPAs of their admitted, full-time students. To improve the
statistics, students with lower scores are accepted on a “part-time” or “probationary” basis, so
that their scores are not included. Since the scores of transfer students are not counted, many
law school admissions offices solicit students from slightly lower ranked schools to transfer
in after their first year. Low student to faculty ratios also contribute to a school’s score. But
since those ratios are measured during the fall term, law schools encourage faculty to take
leaves only during the spring term.31 These techniques for gaming the rankings system are by
no means confined to law schools: much the same goes on at many colleges and
universities.32

Is it all worthwhile? Some recent research shows that small differences in college
rankings have much less effect on enrollment than college administrations believe, and that
the resources expended to raise rankings are not commensurate with their actual impact.33 If
so, that message has yet to filter down to many university officials.

MEASURING ACADEMIC PRODUCTIVITY

In the attempt to replace judgments of quality with standardized measurement, some rankings
organizations, government institutions, and university administrators have adopted as a
standard the number of scholarly publications produced by a college or university’s faculty,
and determined the number of these publications using commercial databases that aggregate
such information.34 Here is a case where standardizing information can degrade its quality.

The first problem is that these databases are frequently unreliable: having been designed
to measure output in the natural sciences, they often provide distorted information in the
humanities and social sciences. In the natural sciences, and some of the behavioral sciences,
new research is disseminated primarily in the form of articles published in peer-reviewed
journals. But that is not the case in fields such as history, in which books remain the
preeminent form of publication, and so a measurement of the number of published articles
presents a distorted picture. And this is only the beginning of the problem.

When individual faculty members, or whole departments, are judged by the number of
publications, whether in the form of articles or books, the incentive is to produce more
publications, rather than better ones. Really important books may take many years to research
and write. But if the incentive system rewards speed and volume of output, the result is likely
to be a decline in truly significant works. That is precisely what seems to have occurred in
Great Britain as a result of its Research Assessment Exercise: a great stream of publications
that are both uninteresting and unread.35 Nor is the problem confined to the humanities. In the
sciences as well, evaluation solely by measured performance leads to a bias toward short-
term publication rather than long-term research capacity.36

In academia as elsewhere, that which gets measured gets gamed. Take the practice of
“impact factor measurement.” Once it was recognized that not all published articles were of
equal significance, techniques were developed to try to measure each article’s impact. This
took two forms: counting the number of times the article was cited, either on Google Scholar
or on commercial databases; and considering the “impact factor” of the journal in which it



was published, a factor determined in turn by the frequency with which articles in the journal
were cited in the databases. (Of course, this method cannot distinguish between the following
citations: “Jerry Z. Muller’s illuminating and wide-ranging book on the tyranny of metrics
effectively slaughters the sacred cows of so many organizations” and “Jerry Z. Muller’s
poorly conceived screed deserves to be ignored by all managers and social scientists.” From
the point of view of tabulated impact, the two statements are equivalent.) The journals were
grouped by disciplines, and for most purposes, only citations in the journals within the
author’s discipline were counted. That too was problematic, since it tended to shortchange
works of trans-disciplinary interest. (Such as this one.)

Moreover, in another instance of Campbell’s Law (explained in chapter 1), in an attempt
to raise their citation scores, some scholars formed informal citation circles, the members of
which made a point of citing one another’s work as much as possible. Some lower-ranked
journals actually requested that authors of accepted articles include additional citations to
articles in the journal, in an attempt to improve its “impact factor.”37

What, you might ask, is the alternative to tallying up the number of publications, the
times they were cited, and the reach of the journals in which articles are published? The
answer is professional judgment. In an academic department, evaluation of faculty
productivity can be done by the chair or by a small committee, who, consulting with other
faculty members when necessary, draw upon their knowledge, based on accumulated
experience, of what constitutes significance in a book or article. In the case of major
decisions, such as tenure and promotion in rank, scholars in the candidate’s area of expertise
are called upon to provide confidential evaluations, a more elaborate form of peer review.
The numbers gathered from citation databases may be of some use in that process, but
numbers too require judgment grounded in experience to evaluate their worth. That judgment
grounded in professional experience is precisely what is eliminated by too great a reliance on
standardized performance indicators.38 As one expert in the use and misuse of scientific
rankings puts it, “[A]ll too often, ranking systems are used as a cheap and ineffective method
of assessing the productivity of individual scientists. Not only does this practice lead to
inaccurate assessment, it lures scientists into pursuing high rankings first and good science
second. There is a better way to evaluate the importance of a paper or the research output of
an individual scholar: read it.”39

THE VALUE AND LIMITS OF RANKINGS

Public rankings of the sort offered by USNWR do have some real advantages. For the
uninformed, they provide at least some preliminary indication of the relative standing of
various institutions. And they have prompted colleges and universities to release information
of possible utility to potential students, such as the college’s retention and graduation rates.
What they generally fail to do is provide information that might explain why rates of retention
and graduation are particularly high or low. A college that admits students who are well
prepared will tend to have high rates of retention and graduation. But for institutions that aim
to educate students who are less well prepared to begin with, “transparent” metrics make
them seem to be failures, whereas they may be relatively successful given the students they
have admitted. Their students are more likely to need remedial courses, are less likely to
acquire a degree, and also likely to do less well in the job market. As in the case of hospitals
in impoverished areas that are penalized for their relatively high rate of readmissions (which
we will examine in chapter nine), colleges that serve low-income students are likely to be
penalized for dealing with the particular populations who it is their mission to serve.
Rankings create incentives for universities to become more like what the rankings measure.



What gets measured is what gets attention. That leads to homogenization as they abandon
their distinctive missions and become more like their competitors.40

GRADING COLLEGES: THE SCORECARD

Among the strongholds of metrics in the United States has been the Department of Education,
under a succession of presidents, Republican and Democratic. During President Obama’s
second term, his Department of Education set out to develop an elaborate “Postsecondary
Institution Ratings System.” It was intended to grade all colleges and universities, to
disaggregate its data by “gender, race-ethnicity and other variables,” and eventually to tie
federal funds to the ratings, which were to focus on access, affordability, and outcomes,
including expected earnings upon graduation. “The public should know how students fare at
institutions receiving federal student aid, and this performance should be considered when we
assess our investments and priorities,” said Department of Education Under-Secretary Ted
Mitchell. “We also need to create incentives for schools to accelerate progress toward the
most important goals, like graduating low-income students and holding down costs.”41 The
administration’s plans for a comprehensive rating system ran into opposition from colleges
and from Congress. In the end, the Department of Education settled on a stripped-down
version, the “College Scorecard,” which was made public in September 2015.

It was the product of good intentions, intended to address real problems in the provision
of higher education. One such hazard was the extremely spotty record of for-profit
institutions offering career-oriented education in fields like culinary arts, automotive repair,
or health aids, which had been expanding by leaps and bounds. Some of these companies
(such as Corinthian and ITT, both of which were ultimately closed down by the government)
were predatory by any standard, preying upon the least informed potential students and
promising that the degrees they could obtain would lead to lucrative jobs. In fact, the quality
of education was often deficient, and graduates had little success in the job market.
Moreover, some 90 percent of tuition flowed from the Department of Education into the
coffers of the for-profit corporations, loans that were to be paid off by the student borrowers.
But in reaction to a genuine problem at the low end of the for-profit sector, the department
responded with far-reaching demands with consequences for all colleges and universities.

What the advocates of greater government accountability metrics overlook is that the very
real problem of the increasing costs of college and university education is due in part to the
expanding cadres of administrators, many of whom are required in order to comply with
government mandates. One predictable effect of the new plan would have been to raise the
costs of administration, both by diverting ever more faculty time from teaching and research
into filling out forms to accumulate data, and by increasing the number of administrators to
gather the forms, analyze the data, and hence supply the raw material for the government’s
metrics.

Some of the suggested objectives of the original plan (the Postsecondary Institution
Ratings System) were mutually exclusive, while others were simply absurd. The goal of
increasing college graduation rates, for example, was at odds with increasing access, since
less advantaged students tend to be not only financially poorer but also worse prepared. The
better prepared the students, the more likely they are to graduate on time. Thus community
colleges and other institutions that provide greater access to the less prepared would have
been penalized for their low graduation rates. They could, of course, have attempted to game
the numbers in two ways. They could raise the standards for incoming students, increasing
their likelihood of graduating—but at the price of access. Or they could respond by lowering
the standards for graduation—at the price of educational quality and the market value of a



degree. It might be possible to admit more economically, cognitively, and academically ill-
prepared students and to ensure that more of them graduate; but only at great expense, which
was at odds with another goal of the Department of Education, namely holding down
educational costs.

Another metric that the colleges and universities were to supply was the average earnings
of their students after graduation. That makes sense for occupationally focused, for-profit
institutions, which, as we’ve seen, are particularly prone to overpromising and graduating
students with degrees of dubious quality. But for most colleges and universities, not only is
this information expensive to gather and highly unreliable—it is downright distortive. For
many of the best students will go on to one or another form of professional education,
insuring that their earnings will be low for at least the time they remain in school. Thus a
graduate who proceeds immediately to become a greeter at Walmart would show a higher
score than her fellow student who goes on to medical school. But there would be numbers to
show, and hence “accountability.”

Then there is the broader problem of the growing costs of college education, costs that
have continued to rise well beyond the level of inflation. The issue of affordability was
exacerbated by the tendency of many states to cut back their financial support for state
colleges. Perhaps the least transparent element of college affordability is the actual cost of
attending a particular institution, because of the gap between the sticker price and the net
price. The sticker price is the official cost of tuition, room, and board; the net price is the
actual amount paid by students and their parents, after accounting for financial aid based on
economic need or on academic merit. The difference is often substantial, and for many people
counterintuitive: because the most prestigious institutions tend to be the most well-endowed,
they can afford to subsidize much of the undergraduate education of the students they admit.
Thus a student poor in economic resources but rich in promise may find the actual costs of
attending an elite college less than those at a less prestigious, and nominally cheaper, college.
To the extent that rankings convey such information, as the College Scorecard tries to do,
they provide a real service.

In keeping with Obama’s announced goal of helping students and their parents to “get the
most bang for your educational buck,” the Scorecard highlighted three metrics: the rate of
graduation, average annual cost, and “salary after attending” measured at ten years after
entering college, rather than immediately after graduation.42 The figures were problematic, in
that they included only data from students who had received federal aid, which meant that the
results applied only to those from lower economic backgrounds. Since those of wealthier
parentage are more likely to attain greater earnings,43 the salary figures are skewed, albeit in
different directions for various colleges, depending on the mix of backgrounds of the student
body. More worrisome yet is the fact that the Scorecard “makes no effort to isolate the
school’s contribution to earnings from what one could reasonably expect based on family
incomes and test scores of its students or the level of degrees it offers.”44 Yet college outputs
tend to be highly correlated with inputs: students who enter with higher levels of academic
ability (and who are more often the offspring of parents with high levels of educational
achievement or income) tend to be more successful on standardized assessments of college
outcomes.45 The Brookings Institution has tried to overcome this hurdle by using additional
information to try to calculate the “value added,” by which it means the increase in income
provided by each college, in light of the available data on the backgrounds of the students
entering each institution. The hope is that such metrics “will benefit the many people
interested in knowing how well specific colleges are preparing students for remunerative
careers.”



THE MESSAGE OF THE METRICS: COLLEGE IS TO MAKE MONEY

Let us leave aside the accuracy and reliability of these metrics to explore a more important
issue: the message conveyed by the metrics themselves. The College Scoreboard treats
college education in purely economic terms: its sole concern is return on investment,
understood as the relationship between the monetary costs of college and the increase in
earnings that a degree will ultimately provide. Those are, of course, legitimate considerations:
college costs eat up an increasing percentage of familial income or entail the student taking
on debt; and making a living is among the most important tasks in life.

But it is not the only task in life, and it is an impoverished conception of college
education that regards it purely in terms of its ability to enhance earnings.46 Yet that is the
ideal of education that the College Scorecard embodies and encourages, as do similar metrics.
If we distinguish training, which is oriented to production and survival, from education,
which is oriented to making survival meaningful, then the College Scorecard is only about
the former.47 And indeed, the Scorecard and Brookings systems tend to rank most highly
institutions that are focused on engineering and technology—the stuff of production. The sort
of life-long satisfaction that comes from an art history course that allows you thereafter to
understand a work of art in its historical context; or a music course that trains you to listen for
the theme and variations of a symphony or the jazz interpretation of a standard tune; or a
literature course that heightens your appreciation of poetry; or an economics course that
leaves you with an understanding of key economic institutions; or a biology course that opens
your eyes to the wonders of the structures of the human body—none of these is captured by
the metrics of return-on-investment. Nor is the fact that college is often a place where life-
long friendships are made, often including that most important of friendships, marriage. All
of these should be factored in when considering “return on investment”: but because they are
not measureable in quantifiable terms, they are not included.

The hazard of metrics so purely focused on monetary return on investment is that like so
many metrics, they influence behavior. Already, universities at the very top of the rankings
send a huge portion of their graduates into investment banking, consulting, and high-end law
firms—all highly lucrative pursuits.48 These are honorable professions, but is it really in the
best interests of the nation to encourage the best and the brightest to choose these careers?
One predictable effect of the weight attributed to future income in college rankings will be to
incentivize institutions to channel their students into the most high-paying fields. Those
whose graduates go on to careers in less remunerative fields, such as teaching or public
service, will be penalized.49

A capitalist society depends for its flourishing on a variety of institutions that provide a
counterweight to the market, with its focus on monetary gain. To prepare pupils and
university students for their roles as citizens, as friends, as spouses, and above all to equip
them for a life of intellectual richness—those are among the proper roles of college.
Conveying marketable skills is a proper role as well. But to subordinate higher education
entirely to the capacity for future earnings is to measure with a very crooked yardstick.
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SCHOOLS

The quest for measureable results has been even more central to government policy regarding
K-12 education. In the words of the historian of education (and erstwhile Department of
Education official) Diane Ravitch, “Governors, corporate executives, the first Bush
administration, and the Clinton administration agreed: They wanted measureable results; they
wanted to know that the tax dollars invested in public education were getting a good return.”1

In the public sector, the show horse of metrics became “No Child Left Behind” (NCLB), a
major piece of legislation enacted under George W. Bush in 2001, with bipartisan support,
whose formal title was “An act to close the achievement gap with accountability, flexibility,
and choice, so that no child is left behind.”

THE PROBLEM AND ITS PURPORTED SOLUTION

NCLB was meant to address a real problem: despite substantial state-level efforts to equalize
spending among school districts, there were persisting differences in school performance
among ethnic groups. Advocates of the reforms maintained that the act would counter the
lack of accountability of teachers and principals, and create incentives for improved
outcomes by aligning the behavior of teachers, students, and schools with “the performance
goals of the system.”2 The culprit was presumed to be a lack of professionalism among public
school teachers.

The legislation grew out of more than a decade of heavy lobbying by an extraordinarily
heterogeneous coalition: business groups concerned about the quality of the workforce; civil
rights groups distressed by differential group achievement; and educational reformers
disturbed by what they saw as the failure of public schools to educate, who demanded
national standards, tests, and assessment.3 The benefit of such measures was oversold in
terms little short of utopian. William Kolberg of the National Alliance of Business asserted
that “the establishment of a system of national standards, coupled with assessment, would
ensure that every student leaves compulsory school with a demonstrated ability to read, write,
compute and perform at world-class levels in general school subjects.”4

The first fruit of this effort, on the federal level, was the Improving America’s Schools
Act, adopted under President Clinton in 1994. Meanwhile, in Texas, Governor George W.
Bush became a champion of mandated testing and educational accountability. Under the
NCLB act, enacted early in Bush’s presidency, states were to test every student in grades 3–8
each year in math, reading, and science. The act was meant to bring all students to “academic
proficiency” by 2014, and to ensure that each group of students—including blacks and
Hispanics, who were singled out for comparative evaluation—within each school made



“adequate yearly progress” toward proficiency each year. It imposed an escalating series of
penalties and sanctions for schools in which the designated groups of students did not make
adequate progress. The act was co-sponsored by Sen. Edward Kennedy, and passed both
houses of Congress with both Republican and Democratic support, despite opposition from
conservative Republicans antipathetic to the spread of federal power over education, and of
some liberal Democrats.5

Yet more than a decade after its implementation, the benefits of the accountability
provisions of the NCLB remain elusive. (Other aspects of NCLB—which promoted greater
school choice, the creation of charter schools, and higher qualifications for teachers—seem to
have been more successful, but are beyond the scope of our subject.) Its advocates grasp at
any evidence of improvement on any test at any grade in any demographic group for proof of
NCLB’s efficacy. But test scores for primary school students went up only slightly, and no
more quickly than before the legislation was enacted, and its impact upon the test scores of
high school students has been more limited still.

The main impact of NCLB was to call greater attention to the “achievement gap”—the
differences in academic performance among Asian, white, black, and Hispanic students.6
Asians tended to outscore whites, who in turn tended to outscore blacks and Hispanics. Most
salient was the ongoing deficiency of African American students. Eight years after the
introduction of NCLB, their relative scores had not changed. Average scores on national
examinations such as the National Assessment of Educational Progress tests for English and
mathematics for seventeen-year-olds remained virtually unchanged from the early 1970s
through 2008. In fact, the scores for each group (Asian, white, black, and Hispanic) rose
somewhat, but because of the changing ethnic composition of the pupils (especially the rising
percentage of Hispanic students, who tended to score less well than their Asian or white
counterparts), the average national scores remained steady.7

UNINTENDED CONSEQUENCES

The unintended consequences of NCLB’s testing-and-accountability regime are more
tangible, and exemplify many of the characteristic pitfalls of metric fixation. Under NCLB,
scores on standardized tests are the numerical metric by which success and failure are judged.
And the stakes are high for teachers and principals, whose raises in salary and whose very
jobs sometimes depend on this performance indicator. It is no wonder, then, that teachers
(encouraged by their principals) divert class time toward the subjects tested—mathematic and
English—and away from other subjects, such as history, social studies, art, music, and
physical education. Instruction in math and English is narrowly focused on the sorts of skills
required by the test, rather than broader cognitive processes: that is, students too often learn
test-taking strategies rather than substantive knowledge. As depicted in the HBO series The
Wire, a great deal of class time is devoted to practicing for tests—hardly a source of
stimulation for pupils. Because students in English are taught to answer multiple choice and
short-answer questions based on brief passages, the students are worse at reading extended
texts and writing extended essays—much as Mathew Arnold had predicted a century and a
half earlier.8

The problem does not lie in the use of standardized tests, which, when suitably refined,
can serve as useful measures of student ability and progress. Value-added testing, which
measures the changes in student performance from year to year, has real utility. It has helped
to pinpoint poorly performing teachers, who have then left the system.9 More importantly,
value-added testing can be genuinely useful as a diagnostic tool, used by the teachers
themselves to discover which aspects of the curriculum work and which do not. But value-



added tests work best when they are “low stakes.”10 It is the emphasis placed on these tests as
the major criterion for evaluating schools that creates perverse incentives, including focusing
on the tests themselves at the expense of the broader goals of the institution.

High-stakes testing leads to other dysfunctions as well, such as creaming: studies of
schools in Texas and in Florida showed that average achievement levels were increased by
reclassifying weaker students as disabled, thus removing them from the assessment pool.11 Or
out and out cheating, as teachers alter student answers, or toss out tests by students likely to
be low scorers—phenomena well documented in Atlanta, Chicago, Cleveland, Dallas,
Houston, Washington, D.C., and other cities.12 Or mayors and governors moving the
goalposts by diminishing the difficulty of tests or lowering the grades required to pass them,
in order to raise the pass rate and thus demonstrate the success of their educational reforms.13

An emphasis on measured performance through standardized tests creates another
perverse outcome, as Campbell’s Law (explained in chapter 1) predicts: it destroys the
predictive validity of the tests themselves. Tests of performance are designed to evaluate the
knowledge and ability that students have acquired in their general education. When that
education becomes focused instead on developing the students’ performance on the tests, the
test no longer measures what it was created to evaluate. If, for example, class time is diverted
to practicing multiple choice questions that resemble those on the test (perhaps by using
questions from past tests), students may attain higher test scores—but without having actually
learned much about the subject tested.14

Just a few years before the adoption of NCLB, the British government adopted its own
system of metric evaluations for the school system. In 2008 a parliamentary commission
looking into the system found many of the same dysfunctions as in the United States.15

DOUBLING DOWN ON DATA

Despite the pitfalls of the testing and accountability regime of NCLB, the Obama
administration’s Department of Education doubled down on accountability and metrics in K-
12 education. In 2009 it introduced “Race to the Top,” a program that used funds from the
American Recovery and Reinvestment Act to induce states “to adopt college- and career-
ready standards and assessments; build data systems that measure student growth and
success; and link student achievement to teachers and administrators.”16 Whereas NCLB had
focused on measuring the performance of whole schools, “Race to the Top” extended
performance metrics to individual teachers. It provided funds to states and to school districts
willing to adopt its metric agenda. Teachers were now to be rewarded based upon the
measurable changes in the achievement of their pupils. That was known as “value-added
scoring” or “student progress.” It was understood that teachers could not be held responsible
for how high or low the scores of their students were, since that clearly depended upon many
external factors over which teachers had no control. But they were to be held responsible for
how much their students learned during the year. The idea was to test pupils at the beginning
and end of the academic year, to discover the “value added” (though this was adjusted for
risk factors such as race and family background), and to reward teachers accordingly. In some
states, value added scores came to account for half of a teacher’s evaluation score. Generating
the data needed to evaluate teachers under “Race to the Top” required another huge
expansion of testing and assessments.17

The adoption of value-added performance metrics for teachers was spurred by the
findings of economists. The early metrics showed that some teachers were indeed better than
others, and that pupils assigned to them had greater educational success. Extrapolating from
these limited metrics, some economists concluded that achievement gaps could be closed if



only poor children could be taught by the top 15 percent of teachers, or if the lowest-scoring
25 percent of first-year teachers were dismissed. As time went on, however, it became clear
that the yearly value-added gains tended to fade over time.18

PAYING FOR PERFORMANCE

Motivated by the same logic that led to “Race to the Top,” school districts began to
experiment with their own pay-for-performance schemes, offering bonuses to teachers based
on their value-added metrics. The results were disappointing. A large-scale experiment of
paying teachers for performance in New York City ran from 2007 to 2009. A study of the
experiment by the economist Roland Fryer led him to conclude that there was “no evidence
that teacher incentives increase student performance, attendance, or graduation, nor … any
evidence that the incentives change student or teacher behavior.”19 So too with a 2011 study
from the National Center on Performance Incentives at Vanderbilt University. It found that
offering teachers in Nashville bonuses based on their value-added ratings had no discernable
impact.20 Earlier studies, dating back to the mid-1980s, had already reached the same
conclusion. Despite such evidence, faith in pay-for-performance is so strong that its
inadequacies must nevertheless be constantly rediscovered.21

The failure of pay for measured performance schemes to achieve results has not stopped
the federal government from pouring ever greater resources into such efforts. In 2010, for
example, the Department of Education selected sixty-two programs in twenty-seven states to
receive some 1.2 billion dollars over the course of five years from its Teacher Incentive Fund.
Nor is the United States unique in such efforts. Similar schemes to link teacher raises, tenure,
and promotion to measured performance were undertaken in the United Kingdom, Portugal,
Australia, Chile, Mexico, Israel, and India.22

THE NEVER-CLOSING “ACHIEVEMENT GAP”

Perhaps the preeminent concern of advocates of one or another form of metrics in the field of
American education is the disparity in educational attainment among ethnically or racially
defined groupings. That was a major motive behind the predecessors of “No Child Left
Behind” and of the act itself, and it remained central to the policy of the Department of
Education during the Obama administration, and to the reauthorized revision of NCLB, the
“Every Student Succeeds Act,” passed in late 2015. (Like “No Child Left Behind” or
“Operation Iraqi Freedom,” the title of the act expressed a pious hope.) Nor is that concern
confined to the federal level: it is salient in the educational policy of many states and
countless municipalities, and it dominates the agenda of teachers colleges. Schools are
increasingly conceived as “gap-closing factories.”23

Yet it is striking that after decades of gathering and publicizing these metrics, the
outcome has remained more or less unchanged. The positions of blacks and Hispanics
relative to whites are remarkably stable. While there have been some minor fluctuations when
students are measured in grades 4 and 8, there is almost no change in the ultimate result—the
metrics in grade 12, that is, at the end of high school.

Pupils throughout the United States are administered tests of reading and mathematics in
grades 4, 8, and 12. These are the NAEP (National Assessment of Educational Progress)
tests. Experts regard them as relatively reliable indicators of performance, because, unlike
some other tests, they involve “low stakes”: that is to say, the fortunes of the students, the
teachers, or the schools are not affected by the outcomes, and so there is less incentive for
teachers to skim the testing pool, to teach to the test, or to fabricate results. The National
Center for Educational Statistics publishes an annual report, Status and Trends in the
Educational Achievement of Racial and Ethnic Groups, comparing the relative rates of



achievement among Asians, whites, Hispanics, and blacks (as well as some subdivisions of
each of these groups) over time.

Its findings are telling. For those who took the test in grade 12, the reading achievement
gap between whites and Hispanics (22 points on a scale of 500, where the average score in
2013 was 288) was no different in 2013 than it had been in 1992. The gap between whites
and blacks was actually larger in 2013 (30 points) than it had been in 1992 (24 points). As
for math, the report compares the relative performance of each group in 2005, 2009, and
2013. The result: the gap in scores between whites and their black and Hispanic peers
remained unchanged.24

The inability of the schools to influence the relative level of educational attainment
should come as no surprise. Since at least the Coleman Report, “Equal Educational
Opportunity” (1966) commissioned during the Johnson administration, it has been known
that the output of schools depends largely upon the inputs: student performance correlates
closely to the social, economic, and educational attainment of their parents.25 “Good schools”
tend to be those populated by pupils who are brighter, more curious, and more self-
controlled; and these tend to be the offspring of people who are themselves relatively bright,
curious, and self-disciplined. Since these traits are conducive to success, and since they tend
to be passed down in families, more successful parents tend to send to schools children who
are more likely to achieve educationally.

General improvements in schooling do not therefore lead to greater equality of outcomes.
As the political scientist Edward Banfield noted a generation ago, “All education favors the
middle- and upper-class child, because to be middle- or upper-class is to have qualities that
make one particularly educable.” Improvements in the quality of schools may elevate overall
educational outcomes, but they tend to increase, rather than diminish, the gap in achievement
between children from families with different levels of human capital.26

Such outcomes might lead one to conclude that the achievement gap cannot in fact be
closed by education—and that the reasons lie beyond the schoolhouse door. Yet measuring
continues unabated. That is perhaps because, as Banfield noted, the idea that some problems
are insoluble is morally unacceptable to a substantial portion of educated Americans.27 When
it comes to gaps in school achievement, it seems that in the absence of discernable progress
in results, the resources devoted to ongoing measurement becomes itself a sign of moral
earnestness.

THE COSTS OF ATTEMPTED GAP-CLOSING

Of course, the scores on English and math achievement tests cannot measure the full benefits
of K-12 education. That is not because the NAEP scores are distorted or insignificant. They
do provide a useful measure of student knowledge of the subjects tested. But there is much
more to school than the learning of English and mathematics: not only other academic
subjects but also the stimulation of interest in the world, and the cultivation of habits of
behavior (self-control, perseverance, ability to cooperate with others) that increase the
likelihood of success in the adult world. Development of these noncognitive qualities may
well be going on in classrooms and schools without being reflected in performance metrics
based on test scores.28

In fact, the growing emphasis on testing students in English and math as early as
kindergarten may come at the expense of nonacademic activities, such as creative play and
the arts, that contribute to individual development but are not easily measured.29 Moreover,
though exposing students to better teachers may lead to gains in academic achievement, those
gains tend to fade away over time. The noncognitive gains, however, appear to persist.30



Character development matters—which has led some legislatures to try to incorporate
measurement of character into their accountability systems!31

The costs of trying to use metrics to turn schools into gap-closing factories are therefore
not only monetary. The broader mission of schools to instruct in history and in civics is
neglected as attention is focused on attempting to improve the reading and math scores of
lower-performing groups. Pedagogic strategies that may be effective for lower-achieving
students (such as longer school days and shorter summer vacations) are extended to students
for whom these strategies are counterproductive. And resources are diverted away from
maximizing learning on the part of the more gifted and talented—who may in fact hold the
key to national economic performance.32

The emphasis on measuring the achievement gap and the pressure to close it has other
troubling effects. One is the blame heaped upon teachers and schools for their failure to
accomplish what may be beyond their reach, and for reasons that have little to do with their
own limitations. The logic of NCLB, “Race to the Top,” and similar programs, places the
responsibility for closing achievement gaps on those who may have neither the power nor the
ability to do so. That itself is a recipe for the demoralization of teachers. Add to that the
dilemma presented to teachers: pursuing the multiple aims of education versus teaching to the
test; following their broad vocational mission versus adhering to the narrow criteria upon
which they are to be remunerated. Whichever course they choose, they lose. In addition,
many teachers perceive the regimen created by the culture of testing and measured
accountability as robbing them of their autonomy, and of the ability to use their discretion
and creativity in designing and implementing the curriculum of their students. The result has
been a wave of retirements by experienced teachers, and a movement by the more creative
away from public and toward private schools, which are not bound by the regime of metric
accountability.33

Thus, the self-congratulations of those who insist upon rewarding measured educational
performance in order to close achievement gaps come at the expense of those actually
engaged in trying to educate children. Not everything that can be measured can be improved
—at least, not by measurement.
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MEDICINE

Nowhere are metrics in greater vogue than in the field of medicine. Nowhere, perhaps, are
they more promising. And the stakes are high.

But here too, metrics play a variety of roles—some genuinely useful, some of more
dubious worth.

One role is informational and diagnostic: the process of keeping track of various methods
and procedures, and then comparing the outcomes, makes it possible to determine which are
most successful. The successful methods and procedures can then be followed by others.

Another is publicly reported metrics, intended to provide transparency to consumers, and
a basis for comparison and competition among providers.

Yet another is pay-for-performance, in which accountability is backed up with monetary
rewards or penalties. Advocates of the use of metrics in medicine often discuss these very
different roles in the same breath.

The great push in recent decades has been for metrics to be used not only to improve
safety and effectiveness but also to contain costs.

THE FINANCIAL PUSH TO CONTROL COSTS

The impetus to employ metrics to control costs has come from a number of directions, and
arises from a variety of motives. For years, medical costs have been rising more quickly than
national income, and they are projected to continue to do so for at least the next decade: in
2014, the health sector made up 17.5 percent of the American economy, and is expected to
reach 20.1 percent by 2025. There are some good reasons for that: health expenditure is what
economists call a “luxury good”—the richer people are, the more they are willing to spend on
it. Then there is the fact that as the baby boom generation ages, that large cohort of the
population is reaching the age of maximal medical expenditures. Add to that the availability
of more specialty drugs and the faster growth in drug prices. The adoption of the Affordable
Care Act meant that an ever higher percentage of healthcare spending in the United States
would be by the government, with the share of total health expenditures paid for by federal,
state, and local governments projected to increase to 47 percent by 2025.1

The increasing cost of healthcare has led both private insurers and government insurers
(the National Health Service in Britain; and Medicare, Medicaid, and the Veterans
Administration in the United States) to put pressure on doctors and hospitals to lower
reimbursement rates and to improve outcomes. At the same time as pressure to control costs
is escalating, the new technology of electronic health records has made the collection of
medical data more readily obtainable, creating a temptation to exploit the data to identify



problems. The upshot has been a huge increase in public reporting and in pay-for-
performance, both of which were hailed as cures for the ills of the healthcare system in the
United States and abroad. The problems are real enough: third-party payers, whether
insurance companies or government agencies such as Medicaid and Medicare, do need
reliable evidence that doctors and hospitals are providing services in an effective and cost-
efficient manner. But the touted cures have sometimes proved almost as bad as the diseases
they were meant to treat.

RANKING THE AMERICAN MEDICAL SYSTEM

But before we examine those purported cures, it is worth visiting the most influential
performance metrics used to characterize the American healthcare system, metrics frequently
cited as evidence of the need for more accountability and for paying for measured
performance. They come from the World Health Organization’s “World Health Report
2000,” which ranked the United States healthcare system as thirty-seventh among the nations
of the world, and stated, “It is hard to ignore that … the United States was number 1 in terms
of healthcare spending per capita but ranked 39th for infant mortality, 43rd for adult female
mortality, 42nd for adult male mortality, and 36th for life expectancy.”2 Scott W. Atlas, a
physician and healthcare analyst, has scrutinized and contextualized these claims, which turn
out to be more than a little misleading.

Most of us assume that the WHO rankings measured the overall level of health. But
actual health outcomes accounted for only 25 percent of the ranking scale. Half of the points
awarded were for egalitarianism: 25 percent for “health distribution,” and another 25 percent
for “financial fairness,” where “fairness” was defined as having everyone pay the same
percent of their income for healthcare. That is, only a system in which the richer you are, the
more you pay for healthcare was deemed fair. The criterion, in short, was ideological. The
fact that there was a number attached (37th) gave it the appearance of objectivity and
reliability.3 But in fact, the overall performance ranking is deceptive.

What about the figures for mortality and life expectancy? These, it turns out, are
influenced in large part by factors outside the medical system, factors having to do with
culture and styles of life. Obesity tends to foster chronic and debilitating illnesses such as
type-II diabetes and heart disease—and Americans are, on average, more obese than citizens
of other nations (though some of the others are catching up quickly). Cigarette smoking also
contributes mightily to heart disease, cancer, and other ailments, and may do so decades after
a person gives up the habit. Americans, it turns out, were heavy smokers by international
standards for generations, up through the 1980s. Americans have disproportionately high
rates of death from gunshot wounds, another factor that is lamentable, but has almost nothing
to do with the medical system.4 Moreover, the United States is an ethnically heterogeneous
country, and some ethnic groups (such as African Americans) have disproportionately high
rates of infant mortality, reflecting social, cultural, and possibly genetic factors.5 In short,
many of the problems of American health are a function not of the medical system but of
social and cultural factors beyond the medical system. When it comes to diagnosing and
treating disease, Atlas notes, American medicine is among the best in the world.6

Here, as in other areas such as education and public safety, many of the most important
factors making for relative success or failure lie beyond the formal systems that we try to
measure and hold accountable. Getting enough exercise; eating right; keeping firearms out of
irresponsible hands; and refraining from smoking, overconsumption of alcohol, drugs, and
hazardous sex—these are the main factors contributing to health and longevity. Physicians
and public health officials should try to influence them—and try they do. But these life-style



patterns are largely matters beyond their control. We must keep that in mind in evaluating the
purported failures of American medicine. Yet even if we take the alarmist metrics of the
WHO report with a grain of salt, it is still true that healthcare in the United States is
expensive and open to improvement.

METRICS AS SOLUTION

Perhaps the most popular trend in American health policy is the promotion of performance
metrics, accountability, and transparency. Measured performance is supposed to allow
practitioners to better assess clinical practices and to track their implementation; allow
insurers to reward success and penalize failure; and through ratings and report cards, create
transparency in ways that will allow patients to make more informed choices about medical
providers.

One booster is Michael E. Porter of the Harvard Business School, whose “value agenda”
includes the application of management metrics to medicine. Porter claims,

Rapid improvement in any field requires measuring results—a familiar principle in
management. Teams improve and excel by tracking progress over time and comparing
their performance to that of peers inside and outside their organization. Indeed, rigorous
measurement of value (outcomes and costs) is perhaps the single most important step in
improving health care. Wherever we see systematic measurement of results in health care
—no matter what the country—we see those results improve.7

Porter is a great believer in public reporting of outcomes, which is thought to provide a
powerful incentive for improving performance. That makes sense—in theory.

THREE TALES OF SUCCESS

Porter points to the Cleveland Clinic as a pioneer of his recommended approach. The clinic
annually publishes fourteen “outcome books” that document its performance in treating a
remarkable variety of ailments. A look at those documents (which are available online)
indicates a high rate of success in each category. And the Cleveland Clinic attracts patients
from around the world.

A convincing example of the potential virtues of medical metrics, also touted by Michael
Porter, comes from the Geisinger Health System, a physician-led, not-for-profit, integrated
system that serves some 2.6 million people in Pennsylvania, many of them rural and poor.
Geisinger is a showcase for progressive healthcare in the United States—and with good
reason.8 A pioneer in the use of electronic health records, Geisinger in 1995 began to invest
more than $100 million in its electronic health records system, and gave doctors an incentive
to have their patients sign up for an online portal. That system allows for the ready
transmission of information to providers in the system, and for the monitoring of performance
of the units, including individual physicians. The system employs nurse case-managers for
patients at high risk, who educate patients about their condition, monitor them, review their
care plans and medications, and make follow-up appointments. The two most costly and
widespread conditions in American healthcare are diabetes and heart disease. In the Geisinger
system, patients with such conditions are treated by an integrated team of physicians and
physician assistants, pharmacists, dieticians, and more. Rather than parceling out treatment to
a series of providers, whose contact with one another might be minimal, Geisinger employs a
more holistic approach. Some 20 percent of physician compensation is tied to goals related to
cutting costs, improving quality of care, and patient satisfaction, while the other 80 percent of
compensation is based on fee-for-service. Through its panoply of innovative programs,



Geisinger has succeeded in lowering costs and improving patient outcomes.

One of the more unequivocally successful uses of metrics in medicine is the use of
performance measures to reduce hospital-induced infections acquired from “central lines.”
Central lines are the flexible catheter tubes inserted into a large vein through the neck or
chest, as a conduit for medicines, nutrients, and fluids. Central lines are among the most
common elements of modern hospital medicine—and, until recently, one that contributed the
most to complications. That is because the catheters provide a ready avenue of infection,
infections that are deadly in the worst cases, and are costly to treat even in the best cases. In
2001 it was estimated that in the United States there were some 82,000 blood infections
associated with central lines. The costs per infection ranged from $12,000 to $56,000. Almost
32,000 people died.9

Since then, the rate of acquired infections has dropped dramatically, thanks in no small
part to the efforts of Peter J. Pronovost, a critical-care specialist at Johns Hopkins University
hospital in Baltimore. Together with his colleagues, he developed a program based on a
checklist of five standard yet simple procedures that in combination reduced the likelihood of
central-line-induced infection. After applying his program at Johns Hopkins, Pronovost
supervised its application at a hospital system in Michigan, in what was known as the
“Michigan Keystone ICU Project.” Similar programs have since been implemented
throughout the United States, as well as in England and Spain. The results have been
dramatic: blood stream infections dropped by 66 percent, saving thousands of lives and
millions of dollars.

The Keystone project includes gathering monthly data on infection rates, which are
reported to the leaders of intensive care units and to top hospital officials. The results are
discussed with the larger staff, with an eye to learning from mistakes. This is an instance of
diagnostic metrics. It provides data that can be used by a practitioner (physician), or
internally within an institution (hospital), or shared among practitioners and institutions to
discover what is working and what is not, and to use that information to improve
performance.

The Keystone project involved extensive use of diagnostic metrics, as well as some
psychic incentives in the form of peer pressure. Pronovost himself accounts for its success by
the fact that the project worked through clinical communities, working toward common
professional goals and treating central line–induced infections as a solvable social problem.
Seeing their infection rate compared to other hospitals also created peer pressure, to try to
keep up with or exceed the success rate of peer institutions.

WHAT SHOULD WE CONCLUDE FROM THESE SUCCESSES?

The Cleveland Clinic, Geisinger, and the Keystone project are frequently cited as proof of the
efficacy of measuring performance, and with reason. Yet when we dig more deeply, we find
that the metrics matter because of the way they are embedded into a larger institutional
culture.

Is the success of the Cleveland Clinic a function of the fact that the Clinic publishes its
outcomes? Or is the Clinic eager to publicize its outcomes precisely because they are so
impressive? In fact, the Cleveland Clinic was one of the world’s great medical institutions
before the rise of performance metrics, and it maintains that standing in the age of
performance metrics. But to conclude that there is a causal relationship between the clinic’s
quality and the publication of its performance metrics is to fall prey to the fallacy of post hoc
ergo propter hoc. The success may have far more to do with local conditions—the ways in
which the organizational culture of the Cleveland Clinic makes use of metrics—than with



quality measurement per se.10

Metrics at Geisinger are effective because of the way in which they are embedded in a
larger system. Crucially, the establishment of measurement criteria and the evaluation of
performance are done by teams that include physicians as well as administrators. The metrics
of performance, therefore, are neither imposed nor evaluated from above by administrators
devoid of firsthand knowledge. They are based on collaboration and peer review. Geisinger
also uses its metrics to continuously improve its performance in outpatient care for a variety
of conditions. Here is how Glenn D. Steele, a physician who presided over the transformation
of the Geisinger system as CEO, accounts for its successes: “Our new care pathways were
effective because they were led by physicians, enabled by real-time data-based feedback, and
primarily focused on improving the quality of patient care,” which “fundamentally motivated
our physicians to change their behavior.” Crucial too was the fact that “the men and women
who actually work in the service lines themselves chose which care processes to change.
Involving them directly in decision making secured their buy-in and made success more
likely.” What we can learn from the Geisinger example is the importance of having providers
develop and monitor performance measures. The fact that the measures were in keeping with
their own professional sense of mission was crucial.

Peter Pronovost, who spearheaded the reduction of central line infections, believes that
“The Keystone ICU project demonstrated the potential of voluntary efforts that rely on
intrinsic motivation through peer norms and professionalism.” He’s not opposed to
supplementing these appeals with public reporting and monetary incentives. But his own
interpretation is that the improvement in medical outcomes was brought about primarily by
“a shift in clinicians’ belief—by showing them that the rate of infection was not inevitable
and could be controlled, in a way that appealed to their professional ethos as doctors and
nurses.”

However, the conclusion drawn by the U.S. government’s Centers for Medicare and
Medicaid Services was to initiate public reporting of the infection rates in 2011, and a year
later, to begin penalizing hospitals with higher infection rates by withholding
reimbursements. That created a structure of incentives very different from the institutional
successes we’ve examined so far, which relied more on intrinsic than extrinsic motivations.

THE BROADER PICTURE: METRICS, PAY-FOR-PERFORMANCE, RANKINGS, AND REPORT CARDS

When we dig deeper into the record of performance metrics in the field of medicine, the
successes of the Cleveland Clinic, Geisinger, and Keystone seem more the exception than the
rule.

Most of the professionals who write about medical metrics have a vested interest in the
effectiveness of measuring performance. Their careers are based in no small part on the
efficacy of gathering and analyzing data. Thus the many studies demonstrating the lack of
efficacy or very limited efficacy of publicly released accountability metrics should be read as
testimony against interest. The healthcare journals and academic literature are replete with
such studies, as we’ll see. To be sure, they more often end with a plea for more data, more
studies, and more refined metrics, rather than a bald declaration that metrics have proved
futile.11 But the fact that these studies in failure come from those who are by no means
antipathetic to measured performance makes them all the more significant.12

The argument for accountability and transparency is based on the premise that the public
release of metrics of success and failure will influence the behavior of patients, professionals,
and organizations. Patients will act as consumers, comparing the cost of care with relative
success rates. Doctors will recommend patients to specialists with high performance scores.



Insurers will flock to hospitals and providers who supply the best care at the lowest price.
Doctors and hospitals will feel pressure to improve their scores, lest their reputation and their
income suffer.13

To test whether the theory holds true in reality, a group of experts from the Scientific
Institute for Quality of Healthcare (IQ Healthcare), at the Radboud University Nijmegen
Medical Centre in the Netherlands, examined the existing evidence to see how widely
accessible information on research pertaining to a variety of health issues impacted provider
and patient/consumer behavior as well as patient outcomes. They included controlled before-
and-after studies, which compare behavior before and after the introduction of publicly
available medical metrics for a wide range of conditions, such as heart attacks. The Dutch
experts found that in some cases, hospitals did indeed initiate improvements in their
processes. But, in contradiction to the prediction of accountability advocates, there was no
lasting effect on patient outcomes.

That may be a product of the relationship between medical research and medical practice.
The populations upon which medical research is based differ from the real populations that
doctors and hospitals treat. Plausible medical interventions (such as controlling blood sugar
to try to prevent diabetes) are tested on relatively small groups of patients, and to isolate the
effects of the intervention, such studies deliberately exclude patients with multiple medical
problems. But in the real world, patients often do have multiple medical problems
(comorbidities), so that the effect of the tested intervention often disappears. That might
explain why simply following the recommended procedures does not necessarily lead to
improved outcomes.14

Nor, according to the Dutch experts, did the publication of metrics affect patient behavior
in choosing a provider or hospital. Their conclusion: “The small body of evidence available
provides no consistent evidence that the public release of performance data changes
consumer behavior or improves care.”15

Another prominent use of metrics is in pay-for-performance (P4P) schemes. Here the
incentive structure is straightforward: physicians receive some substantial part of their
remuneration for having reached some measured target, such as following recommended
procedures (checklists), or cutting costs, or improving outcomes.

In the United Kingdom, the National Health Service (NHS) began to adopt P4P as a key
feature of its compensation arrangements with primary care physicians in the mid-1990s, a
feature that was extended by the Tony Blair administration. In the United States, private
health plans and employer groups have increasingly adopted P4P programs, as have state
governments. And P4P provisions are an important part of the remuneration that physicians
receive from Medicare as part of the Affordable Care Act of 2010.16 Medicare administrators
have tried to reward a variety of measured outcomes, including surgical results, using as a
criterion the rate of survival until thirty days after surgery.

Another prominent form of medical metrics is the public ranking of doctors and hospitals
in the form of “medical report cards.” New York State pioneered the publication of such data;
in England, the Department of Health began in 2001 to publish annual “star ratings” for
public healthcare organizations; and England recently became the first country to mandate the
publication of “outcome data” for surgeons across nine surgical specialties. In 2015 the
American news reporting organization ProPublica published the complication rates for some
17,000 surgeons across the United States.17 Report cards and rankings are also published by
the nonprofit “Joint Commission” on medical accreditation, and by private profit-making
rankings, such as the website Healthgrades or US News and World Report. The notion behind



all of these groups is that doctors and hospitals will have an incentive to perform better in
order to improve their reputations for safety and efficacy, and ultimately their market share of
the potential patient population. For hospitals, these rankings are important for status and
“brand management.”18

There is now a large social scientific literature on the impact of pay-for-performance and
public performance metrics in the United States, the United Kingdom, and elsewhere. What is
quite astonishing is how often these techniques—so obviously effective according to
economic theory—have no discernable effect on outcomes.19

A recent study in the Annals of Internal Medicine, for example, looked at the fate of
Medicare patients in the years since public reporting of hospital mortality rates began in
2009. According to the authors, “We found that public reporting of mortality rates has had no
impact on patient outcomes. We looked at every subgroup. We even examined those that
were labeled as bad performers to see if they would improve more quickly. They didn’t. In
fact, if you were going to be faithful to the data, you would conclude that public reporting
slowed down the rate of improvement in patient outcomes.”20 As if that were not enough of a
problem, many of these public rankings, such as ProPublica’s surgical report card, are based
on what experts regard as dubious criteria, as likely to be misleading as genuinely
illuminating.21

Another recent report, this time from the Rand Corporation, came to similar conclusions.
Most studies of pay-for-performance, it noted, examined process and intermediate outcomes
rather than final outcomes, that is, whether the patient recovered. “Overall,” it reports,
“studies with stronger methodological designs were less likely to identify significant
improvements associated with pay-for-performance programs. And identified effects were
relatively small.”22 Nor was this finding new. Social scientists who studied pay-for-
performance schemes in the public sector in the 1990s concluded that they were ineffective.
Yet such schemes keep getting introduced: a triumph of hope over experience, or of
consultants peddling the same old nostrums.23

When metrics used for public rankings or pay-for-performance do affect outcomes, it is often
in ways that are unintended and counterproductive. And whether productive or unproductive,
they typically involve huge costs, costs that are rarely considered by the advocates of pay-for-
performance or transparency metrics.

Among the intrinsic problems of P4P and public rankings are goal diversion. As a report
from Britain notes, P4P programs “can reward only what can be measured and attributed, a
limitation that can lead to less holistic care and inappropriate concentration of the doctor’s
gaze on what can be measured rather than what is important.” The British P4P program led to
lower quality of care for those medical conditions that were not part of the program. In short,
it leads to “treating to the test.” And it is simply impossible to provide reliable criteria of
measurement for the treatment of many patients, such as the frail elderly, who suffer from
multiple, chronic conditions.24

Physician report cards create as many problems as they solve. Take the phenomenon of
risk-aversion. Numerous studies have shown that cardiac surgeons became less willing to
operate on severely ill patients in need of surgery after the introduction of publicly available
metrics. In New York State, for example, the report cards for surgeons report on
postoperative mortality rates for coronary bypass surgery, that is, what percentage of the
patients operated upon remain alive thirty days after the procedure. After the metrics were
instituted, the mortality rates did indeed decline—which seems like a positive development.
But only those patients who were operated upon were included in the metric. The patients



who the surgeons declined to operate on because they were more high-risk—and hence
would bring down the surgeon’s score—were not included in the metrics. Some of these
sicker patients were referred to the Cleveland Clinic, and so the outcomes of their procedures
did not show up in the New York metrics. As a result of this “case selection bias” (that is,
creaming) some sicker patients were simply not operated on. Nor is it clear that the
improvement in postoperative outcomes in New York State was a result of the publication of
the metrics. It turns out that the same improvement occurred in the neighboring state of
Massachusetts, where there was no public reporting of data.25

The phenomenon of risk-aversion means that some patients whose lives might be saved
by a risky operation are simply never operated upon. But there is also the reverse problem,
that of overly aggressive care to meet metric targets. Patients whose operations are not
successful may be kept alive for the requisite thirty days to improve their hospital’s mortality
data, a prolongation that is both costly and inhumane.26

To be sure, there are some real advantages to publicly available metrics of surgeon
success and of hospital mortality rates. Their publication can point out very poor performers,
who may then cease practicing, in the case of surgeons—a sifting process all the more
valuable in a profession in which practitioners are reluctant to dismiss incompetent fellow
members of the guild. Or the lower-level performers can take steps to improve their measured
performance, in the case of hospitals. But the tendency here, as with so many performance
metrics, is to glean the low-hanging fruit, and then expect a continuingly bountiful harvest.
That is to say, there are immediate benefits to discovering poorly performing outliers.27 The
problem is that the metrics continue to get collected from everyone. And at some point the
marginal costs exceed the marginal benefits.

Just how costly and burdensome the pursuit of ever more medical metrics has become is
evident in a recent report from the Institute of Medicine.28 At major medical centers, the cost
of reporting quality measures to government regulators and insurers amounted to 1 percent of
net revenue. Administrative costs for measurement and related activities are estimated at
$190 billion per year. Then there is the unmeasureable cost of providers entering data into the
government’s Patient Quality Reporting Systems. Larger medical practices must pay external
firms to enter the data; in smaller practices, it is sometimes left to the physicians themselves.
In addition to the tangible costs of gathering, inputting, and processing this tsunami of data,
there are the incalculable opportunity costs of what doctors and other clinicians might have
done with the time they must devote to inputting data. Moreover, the time invested is largely
uncalculated and uncompensated. It typically falls out of consideration when medical costs
are discussed.29 “Ironically,” the Institute of Medicine study reports, “the rapid proliferation
of interest, support, and capacity for new measurement efforts for a variety of purposes—
including performance assessment and improvement, public and funder reporting, and
internal improvement initiatives—has blunted the effectiveness of those efforts.”

Donald M. Berwick is a leading advocate of improvement through measurement who
served as the Administrator of the Centers for Medicare and Medicaid from 2010 to 2011.
Reporting requirements have become so burdensome and redundant that Dr. Berwick recently
declared, “We need to stop excessive measurement…. I vote for a 50 percent reduction in all
metrics currently being used.”30

Add to this the psychic costs of treating medicine as if it were primarily a profit-making
enterprise. Berwick captured this brilliantly in his article, “The Toxicity of Pay for
Performance”:



“Pay for performance” reduces intrinsic motivation. Many tasks, especially in health
care, are potentially intrinsically satisfying. Relieving pain, answering questions,
exercising manual dexterity, being confided in, working on a professional team, solving
puzzles, and experiencing the role of a trusted authority—these are not at all bad ways to
spend part of one’s day at work. Pride and joy in the work of caring is among the many
motivations that do result in “performance” among health care professionals. In the
rancorous debates about compensation, fees, and reimbursement that so occupy the time
of health care leaders and clinicians today, it is all too easy to neglect, or even to doubt,
the fact that nonfinancial and intrinsic rewards are important in the work of medical care.
Unfortunately, neglecting intrinsic satisfiers in work can inadvertently diminish them.31

Berwick’s article appeared more than two decades ago. It seems to have had no effect. The
tidal wave of pay-for-performance continues to rise.

A TEST CASE: REDUCING READMISSIONS

Among the most touted uses of measurement are Medicare’s metrics for unplanned
readmissions to hospitals within thirty days of discharge, which demonstrates both the
promise and the problems of metrics. Hospital admissions are expensive, and one motive has
been to reduce costs. Readmissions were also thought to be a result of inadequate patient
care, and so lowering the number of admissions would be a sign of improved care. In 2009,
Medicare began public reporting by all acute care hospitals of readmission rates within thirty
days of discharge, a form of transparency metrics. The thirty-day readmission metric covered
patients who had been treated for major medical conditions (heart attacks, heart failure,
strokes, pneumonia, chronic obstructive pulmonary disease, coronary artery bypass), and two
common surgical procedures, hip or knee replacements. (The metrics are publicized on
Medicare’s “Hospital Compare” website.) Then in 2012, Medicare went from public
reporting to paying for performance, by imposing financial penalties on hospitals with higher
than average rates.32 The public reporting of performance and the monetary penalization of
failure served as a stimulus for hospitals to take measures to limit readmissions and, since
hospital admissions are expensive, to cut costs. Hospitals began taking additional steps to try
to ensure that patients leaving the hospital would not have to return. That included better
coordination with primary care providers, and trying to ensure that patients had access to the
medicines prescribed to them. The fines levied upon low-performing hospitals were intended
to motivate them to provide better care for their patients, so that they would not have to return
to the hospital.

Hospital readmissions have indeed declined, a much-touted success for performance
metrics. But how much of that success is real?

The falling rate of reported readmissions was due in part to gaming the system: instead of
formally admitting returning patients, hospitals placed them on “observation status,” under
which the patient stays in the hospital for a period of time (up to several days), and is billed
for outpatient services rather than an inpatient “admission.” Alternatively, the returning
patients were treated in the emergency room. Between 2006 and 2013, such observation stays
for Medicare patients increased by 96 percent. That meant that about half the drop in
readmissions was actually due to patients who had in fact returned to the hospital but were
treated as outpatients. (To complicate matters, a later analysis indicated that the hospitals that
lowered their readmission rates were not the ones that increased the number of patients under
observation.) The metrics of readmission thus improved, but not necessarily the quality of
patient care.

Not all hospitals gamed the system: some really did examine and refine their procedures



to actually improve patient outcomes and lower Medicare costs by reducing readmissions.
But others simply improved their ability to manipulate the labels under which patients were
categorized in judging performance.33

There were other negative consequences. As of 2015, about three-quarters of the
reporting hospitals were penalized by Medicare. Tellingly, major teaching hospitals—which
tend to see more difficult patients—were disproportionately affected.34 So were hospitals in
poverty-stricken areas, where patients were less likely to be well taken care of (or to take care
of themselves) after their initial discharge from the hospital.35 Attaining the goal of reduced
admissions depends not only on the steps that the hospital takes to educate the patient and
provide necessary medications, but also on many factors over which the hospital has little
control: the patient’s underlying physical and mental health, social support system, and
behavior. Such factors point to another recurrent issue with medical metrics: hospitals serve
very different patient populations, some of whom are more prone to illness and less able to
take care of themselves once discharged. Pay-for-performance schemes try to compensate for
this by what is known as “risk adjustment.” But calculations of the degree of risk are at least
as prone to mismeasurement and manipulation as other metrics. In the end, hospitals that
serve the most challenging patient population are most likely to be penalized.36 As in the case
of schools punished for the poor performance of their students on standardized tests, by
penalizing the least successful hospitals, performance metrics may end up exacerbating
inequalities in the distribution of resources—hardly a contribution to the public health they
are supposed to improve.

A BALANCE SHEET

Most healthcare delivery organizations now use metrics for quality improvement purposes,
from bettering outcomes for specific procedures to optimizing operations for an entire
institution. This internal use of metrics of performance is of great value in helping hospitals
and other medical institutions to enhance the safety and efficacy of their medical care. But
metrics tend to be most successful for those interventions and outcomes that are almost
entirely controlled by and within the organization’s medical system, as in the case of
checklists of procedures to minimize central line–induced infections. When the outcomes are
dependent upon more wide-ranging factors (such as patient behavior outside the doctor’s
office and the hospital), they become more difficult to attribute to the efforts or failures of the
medical system. Geisinger’s success in managing population health offers hope. But it does
so in a context in which diagnostic metrics play a part in a larger institutional culture, in
which such metrics are developed and evaluated by practitioners, in keeping with their
professional ethos.

The use of metrics to reward performance, either through monetary or reputational
rewards, is much more problematic. There is increasing resort to metrics tied to monetary
incentives and public rankings. Whether they are adding or subtracting to the costs and
benefits of healthcare remains an open question.
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POLICING

Like medicine, policing has been transformed in recent decades by the use of metrics. Here
too the stakes are high: the fate of cities rests in no small part on the public’s perception of its
safety, and mayors often stake their reelection on their ability to control crime or to bring
down the crime rate. When the public and its politicians think of public safety, they think of
the police, who are held responsible for the level of crime. However, like health and its
relationship to the medical system, or education and its relationship to the school system,
public safety is only partially dependent on the effectiveness of the police. It depends in part
on other elements of the justice system: on the public prosecutors, the judiciary, and the penal
and parole systems. It depends in good part on the propensity of the local population to
engage in criminal activity, and that in turn depends on broader economic, ethnic, and
cultural factors.1 And public safety also depends on the ease of committing crime. Some of
the decline in crime in recent decades is a product of private actions by property owners. The
opportunity for car theft, burglary, and other crimes has been radically reduced by defensive
measures undertaken by millions of private individuals, whose acquisition of improved car
alarms and home alarms has made these crimes more difficult. In addition, there are about
one million people employed by private security firms in the United States.

Violent crime has fallen in the United States since the early 1990s. Rightly or wrongly,
much of that decline is commonly attributed to changes in policing. And the major change in
policing has involved the increased use of metrics, above all in the form of Compstat. Here is
a case where diagnostic metrics for internal use have proved genuinely useful. But then again,
the use of publicly released metrics to bolster the reputations of politicians and police chiefs
has also created incentives for gaming and fudging the numbers, and for counterproductive
diversion of effort.

Compstat (which originally stood for “computer statistics”) is a crime analysis and
accountability system, first developed by the New York Police Department in 1994.
Pioneered under Police Commissioner William J. Bratton, Compstat uses Geographical
Information Systems (GIS) to track the incidence of crime. It involves the collection,
analysis, and mapping of crime data in a rapid time-frame to discover crime patterns, as well
as entailing weekly meetings at which police managers are held accountable for the results in
their precinct. The data are used to pinpoint hot spots in which crime is concentrated, and to
deploy police resources accordingly. In the decades since it was rolled out in New York,
some variation of Compstat has been adopted in many large American cities.2 Compstat does
seem to have contributed to the decline in reported crime—and indeed, to the decline of
crime itself.



Yet in city after city, there have been questions about the accuracy and reliability of crime
statistics. Insofar as Compstat is a system of informational and indicative metrics, it seems
genuinely useful. But when the mayor pressures the top brass to show improvements in the
overall numbers, and that pressure, in turn, is placed on the district commanders who are led
to believe that their career advancement depends on a steady diminution in crime, the
message sometimes heard by lower-level police officers is that they will be penalized for an
increase in reported crime. And that creates pressures for fudging the numbers.

Such problems preceded the rise of Compstat and exist independent of it. In 1976 the
social psychologist Donald T. Campbell (of Campbell’s Law, see chapter 1) noted that
President Richard Nixon’s declared crackdown on crime “had as its main effect the
corruption of crime-rate indicators, achieved through underrecording and downgrading the
crimes to less serious classifications.”3 And that continues. The most widely reported metric
of crime is the Federal Bureau of Investigation’s Uniform Crime Report. Based upon the
reports from each city, the FBI compiles data on four major violent crimes (homicide, rape,
aggravated assault, and robbery) and four major property crimes (burglary, theft, motor
vehicle theft, and arson). Less significant crimes are not included in the index. The index is
widely publicized and is regarded as a crime report card. When the crime rate goes down,
elected officials tout their success. When the crime index goes up, the politicians are
criticized by their rivals. The politicians, in turn, put pressure on their police chiefs to reduce
the crime rate, who in turn put pressure on those below them in the police hierarchy.

All of this creates tremendous temptations to demonstrate progress in reducing crime by
massaging the figures. As one Chicago detective explained,

“It’s so easy.” First, the responding officer can intentionally misclassify a case or alter the
narrative to record a lesser charge. A house break-in becomes “trespassing”; a garage
break-in becomes “criminal damage to property”; a theft becomes “lost property.”4

In each of these cases, what had been a major offense becomes a minor crime, not reflected in
the FBI Uniform Crime Report. The temptations to understate crimes is sufficiently great that
the New York Police Department devotes substantial resources to auditing the reports it
receives, and to punishing officers found to have misreported.5 But not every police force has
the resources—or the will—to create these countervailing forces.

Nor is the problem confined to the United States. In London, England, the Mayor’s Office
for Policing and Crime set as a performance target a 20 percent reduction in crime. The target
was passed down the chain of command, from the police commissioner to the constables on
the beat, whose chances for promotion were linked to hitting the 20 percent target. In 2013, a
whistle-blower from the London police force told a parliamentary committee that massaging
statistics had become “an ingrained part of policing culture”: serious crimes such as robbery
were downgraded to “theft snatch,” and rapes were often underreported so as to hit
performance targets. As a retired detective chief superintendent put it, “When targets are set
by offices such as the Mayor’s Office for Policing and Crime, what they think they are asking
for are 20% fewer victims. That translates into ‘record 20% fewer crimes’ as far as … senior
officers are concerned.” Such underreporting and downgrading of crimes “are common
knowledge at every level in every police force within England and Wales,” he added. Other
experts explained the various techniques for improving the performance metrics: choosing
not to believe complainants; recording multiple incidents in the same area as a single crime;
and downgrading incidents to less serious crimes.6

Another temptation is perhaps more troubling still. It involves an additional key metric of



police success: arrest statistics as a purported measure of effectiveness. Ed Burns, a former
Baltimore police detective for the homicide and narcotics divisions—best known as co-
creator of the HBO series The Wire—has described the process of “juking the stats,” by
which police officials could orient the activity of the department toward seemingly
impressive outcomes. As a detective in the narcotics division, Burns sought to meticulously
build a case against top drug lords. But his superiors were uninterested in that prospect,
which was consuming manpower and would take years to produce an arrest. They were
interested in enhancing the metrics, and since arresting five teenagers a day selling drugs on
street corners yielded better statistics than arresting a drug king-pin after a multiyear
investigation, they favored the course that quickly produced the higher numbers. From their
point of view—and from the point of view of the politicians to whom they reported—every
arrest was of the same value. The course of action that produced the best performance
indicators did little to diminish the sale of narcotics.7 When every unit is of equal weight, the
temptation is to go after the easiest cases.8 In Britain, this process of directing police
resources at easier-to-solve crimes in order to boost detection rates is known as “skewing.”

Metrics, then, have played a useful role in policing. But the attempt to use metrics as a
basis of reward and punishment can lead to metrics that are less reliable and even
counterproductive.



11

THE MILITARY

The U.S. military is perhaps the largest and most complex organization in the world. And
since at least the Vietnam era, it has tried to use metrics in its counterinsurgency (COIN)
campaigns, most recently in Iraq and Afghanistan. Though a small part of the U.S. military’s
use of metrics, COIN is a particularly instructive case, with larger ramifications for our topic.
For not only has the military made extensive use of metrics in the interests of accountability
and transparency, its efforts have also been scrutinized by academic researchers working at
American military academies and at the Rand Corporation, which conducts research for the
Department of Defense. Some of these researchers are both soldiers and scholars, while
others have a more conventional academic background. What characterizes their work is
close contact with actual experience, either in the form of direct participation in
counterinsurgency or of access to recently deployed officers. Writing in good part for
policymakers and officers who will be deployed in the future, the stakes of their scholarship
are high. As a result, perhaps, some are extraordinarily honest and astute about the use and
misuse of metrics.1

As the American experience in Vietnam shows, metrics may be misleading, and their
pursuit may have unseen negative consequences. For one thing, the information may be
costly to gather: American soldiers lost their lives searching for corpses to include in the
body counts so valued by Secretary of Defense McNamara (see chapter 3). Those statistics
were frequently exaggerated in order to boost the commanding officers’ chances of
promotion. And the stream of seemingly objective but actually fallacious information led
policymakers and politicians to mistake improvement in the measured performance for real
progress.2

David Kilcullen is a soldier/scholar who served as an officer in the Australian army
before moving to the United States. He has held a number of key positions as a strategist of
counterinsurgency for the U.S. Army and the Department of State, and spent time in
Afghanistan and Iraq. His book Counterin-surgency includes an illuminating essay,
“Measuring Progress in Afghanistan.” “Counterinsurgency,” as he simply puts it, is
“whatever governments do to defeat rebellions.”3 The environment faced by
counterinsurgents is complex and dynamic: “Insurgents and terrorists evolve rapidly in
response to countermeasures, so that what works once may not work again, and insights that
are valid for one area or one period may not apply elsewhere.” Thus, Kilcullen emphasizes,
metrics must be adapted to the particularities of the case: standardized metrics drawn from
past wars in other venues will simply not work. Not only that, but use of the best performance
metrics demands judgment based upon experience:



Interpretation of indicators is critically important, and requires informed expert judgment.
It is not enough merely to count incidents or conduct quantitative or statistical analysis—
interpretation is a qualitative activity based on familiarity with the environment, and it
needs to be conducted by experienced personnel who have worked in that environment
for long enough to detect trends by comparison with previous conditions. These trends
may not be obvious to personnel who are on short-duration tours in country, for example.4

Kilcullen explains why many standard metrics can be deceptive and should be avoided,
including body counts and counts of “significant activity” (SIGACTs), meaning violent
incidents against counterinsurgency forces. The usual assumption is that the lower the
number of such violent encounters, the better. But that is not necessarily the case, Kilcullen
explains, since “[v]iolence tends to be high in contested areas and low in government-
controlled areas. But it is also low in enemy-controlled areas, so that a low level of violence
indicates that someone is fully in control of a district but does not tell us who.” He also warns
against the use of all “input metrics,” that is, metrics that count what the army and its allies
are doing, for these may be quite distinct from the outcomes of those actions:

Input metrics are indicators based on our own level of effort, as distinct from the effects
of our efforts. For example, input metrics include numbers of enemy killed, numbers of
friendly forces trained, numbers of schools or clinics built, miles of road completed, and
so on. These indicators tell us what we are doing but not the effect we are having. To
understand that effect, we need to look at output metrics (how many friendly forces are
still serving three months after training, for example, or how many schools or clinics are
still standing and in use after a year) or, better still, at outcome metrics. Outcome metrics
track the actual and perceived effect of our actions on the population’s safety, security,
and well-being.5

Coming up with useful metrics often requires an immersion in local conditions. Take, for
example, the market price of exotic (i.e., nonlocal) vegetables, which few outsiders look to as
a useful indicator of a population’s perceived peace and well-being. Kilcullen, however,
explains why they might be helpful:

Afghanistan is an agricultural economy, and crop diversity varies markedly across the
country. Given the free-market economics of agricultural production in Afghanistan, risk
and cost factors—the opportunity cost of growing a crop, the risk of transporting it across
insecure roads, the risk of selling it at market and of transporting money home again—
tend to be automatically priced in to the cost of fruits and vegetables. Thus, fluctuations
in overall market prices may be a surrogate metric for general popular confidence and
perceived security. In particular, exotic vegetables—those grown outside a particular
district that have to be transported further at greater risk in order to be sold in that district
—can be a useful telltale marker.6

Thus, developing valid metrics of success and failure requires a good deal of local
knowledge, knowledge that may be of no use in other circumstances—to the chagrin of those
who look for universal templates and formulae. The hard part is knowing what to count, and
what the numbers you have counted actually mean in context.

Some broader lessons of counterinsurgency assessment are drawn out by Ben Connable,
an analyst at the Rand Corporation, in his recent study Embracing the Fog of War:
Assessment and Metrics in Counterinsurgency. “It would be difficult (if not impossible),” he



writes, “to develop a practical, centralized model for COIN assessment because complex
COIN environments cannot be clearly interpreted through a centralized process that removes
data from their salient local context.” Therefore “information can have very different
meanings from place to place and over time.” The problem arises from “the incongruity
between decentralized and complex COIN operations and centralized, decontextualized
assessment.”7

These concerns apply well beyond the military realm: to the extent that we try to develop
performance metrics for any complex environment or organization that is either unique or
substantially different from other environments or organizations, standardized measures of
performance will be inaccurate and deceptive. Yet the desire to create performance metrics
that are “transparent” in the interests of “accountability” usually translates into using metrics
that are standardized and centralized, since such metrics are more easily grasped by superiors
and by publics far from the field of operations. Moreover, as another recent Rand study notes,
observations that are communicated through quantitative measures are regarded as
“empirical,” while observations conveyed in qualitative form are treated as less reliable,
despite the fact that “in practice, many of the quantitative metrics used in assessments are
themselves anecdotal in that they reflect the observational bias of those reporting.”8

Connable characterizes counterinsurgency as “both art and science, but mostly art.”9 That
applies to the management of many other complex situations. The tendency is to treat as pure,
measureable science what is of necessity largely a matter of art, requiring judgment based on
experience.
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BUSINESS AND FINANCE

WHEN PAYING FOR PERFORMANCE WORKS, AND WHEN IT DOESN’T

“But surely,” you might think, “there is a place where pay for measured performance is
appropriate, and that is in the realm of business.” Businesses, after all, exist to make money,
and people work in them to make money for themselves. It makes sense, it seems, for
business managers to try to elicit their employees’ greatest effort by tying their remuneration
as closely as possible to their measurable contribution to making profits for the firm.

There are indeed circumstances when pay for measured performance fulfills that promise:
when the work to be done is repetitive, uncreative, and involves the production or sale of
standardized commodities or services; when there is little possibility of exercising choice
over what one does; when there is little intrinsic satisfaction in it; when performance is based
almost exclusively on individual effort, rather than that of a team; and when aiding,
encouraging, and mentoring others is not an important part of the job. For sales forces,1 or for
routinized, individualized, highly focused jobs involving standardized outputs and without
broader responsibilities, rewarding measured performance may well pay off. In short, as one
sociologist has put it, “Extrinsic rewards become an important determinant of job satisfaction
only among workers for whom intrinsic rewards are relatively unavailable.”2 These are the
sort of tasks for which Taylorism (see chapter 3) was designed. There are many such jobs in
any society, including a modern, technologically advanced one. But in our time, as the
technologies of robotics and artificial intelligence advance, such jobs are becoming fewer and
far between.3

But the salient fact is that most private-sector jobs do not match these criteria. And to the
extent that they do not, direct payment for measured performance will be inappropriate and
perhaps counterproductive.

People do want to be rewarded for their performance, both in terms of recognition and
remuneration. But there is a difference between promotions (and raises) based on a range of
qualities, and direct remuneration based on measured quantities of output. For most workers,
contributions to their company include many activities that are intangible but no less real:
coming up with new ideas and better ways to do things, exchanging ideas and resources with
colleagues, engaging in teamwork, mentoring subordinates, relating to suppliers or
customers, and more. It’s appropriate to reward such activities through promotions and
bonuses—even if it is more difficult to document and requires a greater degree of judgment
by those who decide on the rewards. Nor is the problem assigning numbers to performance.
There is nothing wrong with rating people on a scale. The problems arise when the scale is
too one-dimensional, measuring only a few outputs that are most easily measured because



they can be standardized.
Indeed, the academic evidence on pay for the measured performance of CEOs and other

personnel is sufficiently troubling that some scholars of organizational behavior have
suggested that it should simply be eliminated. And some companies are acting accordingly.
Dan Cable and Freek Vermeulen of the London Business School recall many of the problems
we have explored: the depressive effect of performance pay on creativity; the propensity to
cook the books; the inevitable imperfections of the measurement instruments; the difficulty of
defining long-term performance; and the tendency for extrinsic motivation to crowd out
intrinsic motivation. They’ve concluded that it might be more advantageous to abolish pay-
for-performance for top managers, and replace it with a higher fixed salary. They even
suggest, rather heretically, that you might not want people motivated primarily by extrinsic
motivation at the head of your company: yet the more compensation is variable and linked to
measured performance, the more likely that that will be precisely the sort of people you will
get.4 And at least one of Britain’s best-known investors, Neil Woodford of Woodford
Investment Management, a company with £14.3 billion under management, has eliminated
bonuses for the company’s executives in favor of higher fixed pay, arguing that there is little
correlation between bonus and performance.5

Forced ranking, in which managers are instructed to evaluate their employees compared
to fellow employees, is another manifestation of metric fixation. It seems “hard” and
“objective,” but often turns out to be counterproductive. A 2006 survey of more than two
hundred human resource professionals from large companies found that “even though over
half of the companies used forced ranking, the respondents reported that this approach
resulted in lower productivity, inequity, skepticism, decreased employee engagement,
reduced collaboration, damage to morale, and mistrust in leadership.”6

Increasing numbers of technology companies, conscious of the demotivating effect of
performance rankings on the majority of their staff, are moving away from performance
bonuses. They are replacing them with higher base salaries combined with shares or share
options, to give employees a tangible interest in the long-term flourishing of the company
(while paying special rewards to particularly high performers).7

Yet other companies are dropping annual ratings in favor of “crowdsourced” continuous
performance data, by which supervisors, colleagues, and internal customers provide ongoing
online feedback about employee performance. That may be substituting the frying pan for the
fire, as employees constantly game for compliments, while resenting the omnipresent
surveillance of their activities8—a dystopian possibility captured in Dave Eggers 2014 novel
The Circle. Yet as improvements in information technology make it easier to monitor one or
another index of worker performance, it will become ever more tempting to link pay to
performance, whether in the form of piece rates, bonuses, or commissions9—in spite of
evidence of the hazards of measuring too narrowly, and of discouraging teamwork and
innovation.

A great deal of corporate dysfunction comes from pay-for-performance schemes that are
narrowly tailored to measure a single outcome. Problems occur both at the top and at the
bottom of the corporate ladder.

For a dramatic instance among top executives, take the case of the pharmaceutical
manufacturer Mylan. Though not among the largest of American pharmaceutical firms (11th
by revenue and 16th by market capitalization), it had the second-highest level of executive
compensation: over the course of five years ending in December 2015, its top three managers
were paid over $70,000,000 each. Over that period, its stock price rose 155 percent. In 2014



its board of directors developed a compensation scheme for the company’s top executives
according to which they would be handsomely rewarded if the company’s profits grew by 16
percent each year—far beyond reasonable expectations for a company that dealt largely in
generic drugs, generally considered a “mature market” where high rates of competition make
for modest profits.

Mylan’s largest profit center was the EpiPen, a penlike device that easily injects
epinephrine (adrenalin) into the skin to counteract severe allergic shock. Because each
injection lasts for only a brief time, and because children at risk of allergic shock require a
pen at home and at school, many families with a member at risk need to stock several pens at
once. Since the medicine loses its potency after 12 to 18 months, the pens need to be replaced
frequently. Mylan did not create the EpiPen: it was developed by another company that
brought it to market in 1987. Mylan bought the rights in 2007; but since there was no
effective competitor in the market, it had a near monopoly on epinephrine injectors.

In 2011, Mylan promoted one of its top executives, Heather Bresch, to the position of
Chief Executive Officer, effective January 2012. From 2009 to 2013, the company upped the
list price of a two-pen pack from $100 to $263; then in May 2014 (just as the new incentive
system for its top executives kicked in), it doubled the price to $461, before hiking it again in
May 2015, to $608.10

By the summer of 2016, Mylan’s price gouging on this essential device—used not only
by many adults but also (thanks to a marketing campaign by Mylan) by thousands of school-
age children—led to a public outcry and a congressional hearing. Several senators asked the
Department of Justice to investigate the company’s billing practices.

How did Mylan investors fare from the company’s drive to incentivize its executives to
raise profits? When Bresch took charge as CEO, the stock price stood at $22. In June 2015 it
reached a high of $73. But the public outcry against the company and the resulting
congressional hearings and Justice Department investigations led the price to drop to $36 in
October 2016. The top executives’ single-minded focus on hitting outsized profit metrics had
led to a collapse of the company’s reputation.

At the very time that Mylan’s pay-for-performance scheme for top executives was bringing
down the pharmaceutical company, another major corporation was being laid low by its own
version of pay-for-performance. The company in question aimed not at the top of the
organizational ladder but at the bottom; its incentives were not the carrots of monetary
rewards but the sticks of forced termination for those who did not measure up to its
performance goals.

Here’s what happened. Wells Fargo, a major American bank, was functioning in a
difficult economic environment. The Federal Reserve Board had lowered the rate of interest
almost to the vanishing point, making it more difficult for banks to generate profits from the
loans they extended. In an attempt to increase its profits, in 2011 the company encouraged
“cross-selling”: it set quotas for its employees to sign up customers who were interested in
one of its products (say, a deposit account) for additional services, such as overdraft coverage
or credit cards, which were more lucrative for the bank. Failure to reach the quota meant
working additional hours without pay and the threat of termination. (Perhaps their inspiration
was the Alex Baldwin character in the film Glengarry Glen Ross, a boss who instructs his
sales force on the rules of their sales tournament: “First prize is a Cadillac El Dorado….
Second prize is a set of steak knives. Third prize is you’re fired. Get the picture?”) But the
quotas were set too high, given the limited number of customers who entered the bank on a
daily basis. To reach their enrollment quotas, thousands of Wells Fargo bankers resorted to



low-level fraud, creating PIN numbers to enroll customers in online accounts or debit cards,
for example—without informing the customer. That was not the intention of the Wells Fargo
management: they wanted their employees to get customers to open legitimate accounts. As it
uncovered evidence of malfeasance, Wells Fargo fired some 5,300 employees for their
actions. But the spate of fraud was a predictable response to the performance quotas that the
company’s managers had set for their employees.

After news of the massive fraud broke in September 2016, Wells Fargo was fined
$100,000,000 by the federal Consumer Financial Protection Bureau, $50,000,000 by the Los
Angeles City Attorney, and $35,000,000 by the Office of the Controller of the Currency. The
damage to the firm was not only monetary but also reputational. The value of Wells Fargo
stock fell from about $50 in late August to $43 by the end of September. Once again, reward
and punishment for measured performance backfired.11

The cases of Mylan and Wells Fargo are recent examples of an older and common pattern, by
which policies of payment for measured performance lead employees to engage in actions
that create long-run damage to a firm’s reputation.12

Is this a problem of human nature or of the propagation of the credo of paying for
measured performance? To put it another way: is the notion of narrowly self-interested agents
a fact of life, or is it exacerbated by a managerial ideology that uses extrinsic rewards based
upon simple models of human behavior that then become self-fulfilling prophecies?
Sometimes, the way in which managers and employees are addressed by their company
actually influences the way they think, so that they come to act in the narrowly self-interested
way posited by the most reductive versions of principal-agent theory, with deceit and guile.13

In fact, it may create a situation in which the managers and employees most knowledgeable
about the workings of the performance indicators are best positioned to manipulate those
indicators for their own benefit, and most likely to do so.14 Take, for example, the cases of
Dennis Kozlowski, the CEO of Tyco; Bernard Ebbers, CEO of WorldCom; John Rigas, CEO
of Adelphia: all went to prison in the early 2000s for enriching themselves by using their
detailed knowledge of their firms’ transactions to manipulate the performance measures
through which they were compensated.15

The reaction to these scandals led to the passage of the Sarbanes-Oxley Act of 2002,
which sought to strengthen corporate accountability, in part by holding the members of the
board of directors of public corporations legally liable for the accuracy of financial
statements. While complying with the act has added substantial costs to the corporations, it
may have strengthened public confidence in the validity of their financial reports—and so
provides evidence of the advantages of transparency. But the increased legal accountability of
each member of the board of directors has also imposed costs of a sort not measureable by
economists. As a consultant to the boards of directors of Fortune 500 corporations (who for
obvious reasons must remain nameless) told me, since the passage of Sarbanes-Oxley, board
members are so focused on assuring the accuracy of the company’s financial reports that they
have little time and inclination to deliberate upon the primary tasks of a board of directors,
namely thinking strategically about the long-range future of the company! Thus only what
gets measured—and potentially penalized—gets done.

THE FINANCIAL CRISIS

The financial crisis of 2008 had many causes, and some of them flowed from the attempt to
substitute standardized metrics for judgment based on local knowledge, exacerbated by the
effects of pay-for-performance schemes.16

As companies, including financial companies, grew larger and more diverse in their



holdings, new layers of management were needed to supervise and coordinate their disparate
units. From the point of view of top management, the diversity of operations meant that
executives were managing assets with which they had little familiarity. That led to a search
for standardized measures of performance across large and disparate organizations. Its
implicit premises were these: that information which is numerically measurable is the only
sort of knowledge necessary; that numerical data can substitute for other forms of inquiry;
and that numerical acumen (premised upon probabilistic formulas rather than empirical
research) can substitute for practical knowledge about the underlying assets.

Contributing to the financial crisis was the increasing role of financial managers who
were skilled at the analysis and manipulation of metric data but did not have “concrete”
knowledge or experience of the things being made or traded. As Niall Ferguson has put it,
“those whom the gods want to destroy they first teach math.”

Here, in stylized form, is what happened in the lead-up to the crisis of 2008.
Traditionally, banks (or individual investors) had offered mortgages to people with whom
they had direct contact. They were thus in a position to exercise judgment about who was
credit-worthy and who was not. And they had an incentive to exercise that judgment: since
the bank (or investor) continued to hold the mortgage, their stream of future income
depended on the reliability of the mortgagee.

That began to change around the year 2000, and by 2008 that system had largely been
replaced by a new one. Changes in the capital regulations of banks made the origination and
holding of traditional mortgages less lucrative than holding securities comprising thousands
of mortgages.17 Now the mortgages were originated not by the bank but by a mortgage
brokerage firm, which made its money from the number of mortgages it processed but had no
financial interest in the long-term viability of the mortgages. Mortgage originators, such as
Countrywide, provided loans to people buying houses, then packaged these loans into
bundles of one thousand, and sold them to a bank, such as Lehman Brothers. Since they had
no long-term interest in the viability of the mortgage loans they issued, mortgage originators
increasingly offered “low-doc” or “no-doc” loans, meaning that borrowers were asked to
provide almost no proof that they would actually be able to repay the loans. But the bank did
not hold onto them either. It created a “mortgage backed security,” an interest-bearing bond,
secured by the loans, and sold these to investors. With advice from the ratings agencies (such
as Moody’s), financial engineers mixed good-quality mortgages, from borrowers likely to
pay, with more dubious ones, so as to squeeze the most profit out of these mortgage-backed
securities,18 which they carved into “tranches” bearing different degrees of risk in return for
varying rates of interest. Behind all of this was a belief in the financial sector that such
diversification was a substitute for due diligence on each asset. The idea was that if one
bundled enough assets together, one didn’t have to know much about the assets, or make
judgments about their viability.

New, mathematically complex financial instruments were created, such as credit default
swaps, which were intended to insure against the risk of sudden changes in the value of
mortgage-backed securities. This was supposed to use mathematical sophistication to
diminish risk, but instead led to an inability of any but a few analysts to get a clear sense of
what was happening. And the creation of arcane financial instruments made effective
supervision virtually impossible, both by superiors in the firm and by outside regulators.

Add to this witches’ brew of dubious metrics, served up as a replacement for judgment,
the fact that the remuneration of top employees at banks such as Lehman Brothers was based
on pay for measured performance in the form of bonuses. Thus metrics provided the means,
and pay-for-performance supplied the motivation, for undue risk-taking under conditions of



opacity.19 Then, as mortgagees proved unable to make their mortgage payments, the
simultaneous drop in value of mortgage-backed securities led to huge, unanticipated losses to
those financial firms that had insured the securities through credit default swaps. The result
was a near meltdown of the financial system.

SHORT-TERMISM

Another way in which dubious indicators of measured performance have distorted the
economy is through short-termism.

Perhaps the most consequential change in the business world in recent decades has been
the financialization of the economy, above all in the United States.20 As late as the 1980s,
finance was an essential but limited element of the American economy. Trade in equities (the
stock market) was made up of individual investors, large and small, putting their own money
into stocks of companies they believed to have good long-term prospects. Investment capital
was available from the major Wall Street investment banks (and their foreign counterparts),
which were private partnerships in which the partners’ own money was on the line. All this
began to change as larger pools of capital (from pension funds, university endowments, and
foreign investors) became available for investment and came to be deployed by professional
money managers rather than the owners of the capital themselves. The result was a new
financial system, characterized as “money manager capitalism” by the maverick economist
Hyman Minsky, or “agency capitalism” by Alfred Rappaport, a business school professor.21

Spurred in part by these new opportunities, the traditional Wall Street investment banks
transformed themselves into publicly traded corporations—that is to say, they too began to
invest not just with their own funds but also with other peoples’ money—and tied the
bonuses of their partners and employees to annual profits. All this created a highly
competitive financial system dominated by investment managers working with large pools of
capital, paid for their supposed ability to outperform their peers. The structure of incentives in
this environment leads fund managers to try to maximize short-term returns, and they in turn
pressure the executives of the corporations whose stock they own to show gains every
quarter.22

The shrunken time horizon creates a temptation to boost immediate profits at the expense
of longer-term investments, whether in research and development or in improving the skills
of the company’s workforce. The emphasis placed upon quarterly earnings (which are
supposed to provide transparency) and “quarterly earnings guidance”—projections by
management about the firm’s profitability in the coming three months—intensifies short-
termism, since stock prices often rise and fall in keeping with this metric. And since the
failure to reach this predicted target by the end of the next quarter may also lead to declines in
stock prices, there is an inescapable temptation to game the figures so that measured
performance matches the projections. It creates tremendous incentives for corporate
executives to devote their creative energies to schemes that demonstrate productivity or profit
by massaging the data, or by underinvesting in maintenance and human capital formation
(ongoing education of employees) to boost quarterly earnings or their equivalents. The
propensity for underinvestment in long-term growth is sufficiently dire that in early 2016, the
CEO of the largest investment firm in the world, Larry Fink of BlackRock, wrote an open
letter in which he warned, “Today’s culture of quarterly earnings hysteria is totally contrary
to the long-term approach that we need.”23

Gaming the metrics often takes the form of diverting resources away from their best long-
term uses to achieve measured short-term goals. Take the company that, hoping to be bought
out at a multiple of earnings, tries to boost its profit by laying off necessary workers. Or the



CEO who smooths out corporate earnings by postponing needed investments in an effort to
meet analysts’ expectations for the quarter. Or the money-managers who buy shares of well-
performing stocks and sell shares of underperforming stocks in time for listing in quarterly
reports, disguising the fact that they bought the high-performing stocks at high prices and that
their poorly-performing stocks may have turned around had they held onto them—known in
the trade as “window dressing.”24

A focus on measurable performance indicators can lead managers to neglect tasks for
which no clear measures of performance are available, as the organizational scholars Nelson
Repenning and Rebecca Henderson have recently noted.25 Unable to count intangible assets
such as reputation, employee satisfaction, motivation, loyalty, trust, and cooperation, those
enamored of performance metrics squeeze assets in the short term at the expense of long-term
consequences. For all these reasons, reliance upon measurable metrics is conducive to short-
termism, a besetting malady of contemporary American corporations.

OTHER DYSFUNCTIONS

When rewards such as pay, bonuses, and promotions are tied to meeting budget targets, there
is yet another danger: distorting the information system of the organization. Managers and
employees learn to lie, to massage, embellish, or disguise the numbers that are used to
calculate their pay. But since these are the very numbers that executives use to coordinate the
activities of the organization and decide on the allocation of future resources, the productivity
and efficiency of the organization is damaged as resources are misallocated.26

The attempt to substitute precise measurement for informed judgment also limits
innovation, which necessarily entails guesswork and risk. As business school professors Gary
Pisano and Willy Shih have argued,

Most companies are wedded to highly analytical methods for evaluating investment
opportunities. Still, it remains enormously hard to assess long-term R&D programs with
quantitative techniques…. Usually, the data, or even reasonable estimates, are simply not
available. Nonetheless, all too often these tools become the ultimate arbiter of what gets
funded and what does not. So short-term projects with more predictable outcomes beat
out the long-term investments needed to replenish technical and operating capabilities.27

Performance metrics as a measure of accountability help to allocate blame when things go
badly, but do little to encourage success,28 especially when success requires imagination,
innovation, and risk. Indeed, as the economist Frank Knight noted almost a century ago,
entrepreneurship entails “immeasureable uncertainty,” which is not susceptible to metric
calculation.29

Thus, even in business and finance, metric fixation takes its toll. Businesses must be
judged by more than one indicator of performance. Profit surely matters. But so, in the long
run, does reputation, market share, customer satisfaction, and employee morale, which makes
it possible to adapt and to find solutions to the new problems that will inevitably arise in the
marketplace. In an economic world characterized by unpredictable change, there is a need for
ongoing innovation, small and large, that is not readily reducible to a single performance
target. Performance indicators can certainly aid, but not replace, the key functions of
management: thinking ahead, judging, and deciding.30
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PHILANTHROPY AND FOREIGN AID

As we’ve seen, performance metrics readily become dysfunctional in governmental settings
and in profit-making businesses, and that holds true for nonprofit organizations as well. As in
the previous case studies, our purpose is not to survey the field as a whole but to offer some
exemplary instances.

Like corporations and government agencies, charities are under pressure to be transparent
in their workings and accountable to their donors, and it is often thought that the surest way
to do so is by the use of performance metrics. Donors are presumed to want their
contributions to be used efficiently, and for the stated goals of the nonprofit organizations to
which they contribute. But how is that to be evaluated? And how are they to ensure that the
funds are not siphoned off primarily for the benefit of the charity’s staff?

In recent decades, under the spell of metric fixation, funders—foundations, governments,
and individuals—decided that the solution was to measure and publicize the percentage of
each charity’s budget that was devoted to administrative and fund-raising costs (“overhead”
or “indirect expenses”) as opposed to its activities or programs. Once again we see a pattern
that we’ve encountered in regard to the use of metrics. What gets measured is what is most
easily measured, and since the outcomes of charitable organizations are more difficult to
measure than their inputs, it is the inputs that get the attention. At the extremes, the ratio of
overhead-to-program costs can provide a useful indicator of fraud or of poor financial
management. But too often, measured performance that may be useful in aberrant cases is
extended to all cases.

For most charities, equating low overhead with higher productivity is not only deceptive
but downright counterproductive. In order to be successful, charitable organizations need
competent, trained staff. They need adequate computer and information systems. They need
functional offices. And yes, the ability to keep raising funds. But the assumption that the
effectiveness of charities is inversely proportional to their overhead expenses leads to
underspending on overhead and the degradation of organizational capacities: instead of high-
quality and well-trained staff, too many novices and too much staff turnover; computer
systems that are out of date and inefficient; and as a result, less effectiveness in raising funds
for ongoing activities or new programs. To make matters worse, the funders impose growing
demands for reports, so that staff time devoted to documentation eats up an ever larger
portion of the grant.

In response, the leaders of charitable organizations often end up trying to game the
figures: by reporting that the time of leading staff members is devoted almost entirely to
programs, or that there is no spending on fundraising. That response is understandable. But it



feeds the expectations of funders that low overhead is the measure they should be looking at
to hold charities accountable.1 Thus the snake of accountability eats its own tail.

THE TRANSFORMATIONAL VERSUS THE MEASUREABLE

Metric fixation is also evident in government foreign aid intended to promote social and
economic development. There is a deeply ingrained and partly well-founded skepticism about
foreign aid, which has too often been unproductive and indeed counterproductive.2 But some
foreign aid programs do genuinely contribute to the health, education, economic
development, and even political stability of poor countries. In trying to measure what works
and what doesn’t, American government agencies have increasingly looked to metrics, with
results that might by now be predictable to readers of this book.

Programs whose achievements are not easily measured in quantitative terms have been
curtailed. It is easier to measure enrollment in primary schools and literacy rates, for
example, than the sort of cultural education of future elites that comes from providing
scholarships for students from poor countries to study in American universities. So when
metrics becomes the standard of evaluation, programs that cannot demonstrate their short-
term benefits are sacrificed. The U.S. Agency for International Development’s scholarship
program, for example, was gutted by the White House Office of Management and Budget on
the grounds that its benefits could not be put into dollar terms, and thus the government could
not determine whether the program’s benefits exceeded its costs.3

Here, too, metrics promotes short-termism. Andrew Natsios, a distinguished public
servant with long experience in international development, notes that the employees of
government agencies in this field have “become infected with a very bad case of Obsessive
Measurement Disorder, an intellectual dysfunction rooted in the notion that counting
everything in government programs will produce better policy choices and improved
management.” The emphasis on quantification leads to a neglect of programs with the
longest-run potential benefits: those that improve the skills, knowledge, and norms of the
civil service and judicial systems in underdeveloped nations. Those who suffer from
Obsessive Measurement Disorder, Natsios writes, ignore “a central principle of development
theory—that those development programs that are most precisely and easily measured are the
least transformational, and those programs that are the most transformational are the least
measureable.”4 High among those are the development of competent leadership and
management.

Here, too, the urge to measure the most easily measureable leads to a focus not on
outcomes but on measureable inputs, such as bureaucratic processes. As a USAID official
confessed to one scholar, “No one has come up with a valid way to quantify the effectiveness
of capacity building activities…. So instead of focusing on effectiveness in reporting, USAID
focuses on what can be measured, such as the number of workshops held or the number of
people who have participated in training.”5

The demand for more measurement and more quantification comes not only from
congressional committees but also from executive agencies such as the Office of
Management and Budget and from the Government Accountability Office, agencies staffed in
good part by “accountants, economists, procurement officers, and legislative staffers who …
bear the stamp of professors in public administration, business administration, or economics
who overemphasized quantification in educating them.”6 These professional measurers are
the vestal virgins of the sacred fire of metrics. They are also proselytizers, converting their
senior management to the cult, which demands a substantial sacrifice of time and energy in
the form of statistical reports with which to measure performance and ensure accountability.
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WHEN TRANSPARENCY IS THE
ENEMY OF PERFORMANCE

POLITICS, DIPLOMACY, INTELLIGENCE, AND MARRIAGE

The appeal of metrics is based in good part on the notion that institutions will be
unresponsive if they are opaque, and more effective if they are subject to external monitoring.
Google’s Ngram viewer shows a steep ascent in the mid-1980s for both “performance
metrics” and “transparency,” with the two terms rising more or less in tandem. And it is
characteristic of our culture that we tend to assume that performance and transparency rise
and fall together. But that is a fallacy, or at least a misleading generalization. For just as there
are limits to the efficacy of measured performance, there are limits to the efficacy of
transparency. In some cases, how well our institutions perform depends on not making them
transparent. At issue here is not the question of metrics, but of performance in the broadest
sense: success in what we’re supposed to be doing. To appreciate the dark side of
transparency, let us begin not with organizations but with interpersonal relations.

INTIMACY

Our very sense of self is possible only because our thoughts and desires are not transparent to
others. The possibility of intimacy depends on our ability to make ourselves more transparent
to some people than to others. As the contemporary philosopher Moshe Halbertal puts it,

If a person’s thoughts were written on his forehead, exposed before all, the distinction
between interior and exterior would vanish, and with it also individuation. Privacy,
expressed through the possibility of concealment, thus protects the very ability of a
person to define himself as an individual. Furthermore, the self may create special
relationships by displaying differential measures of exposure and intimacy. He moves
through social space by allotting revelation and concealment and establishing differential
measures of distance and closeness.1

In interpersonal relations, even the most intimate ones, success depends on a degree of
ambiguity and opacity, on not knowing everything that the other is doing, never mind
thinking.

POLITICS AND GOVERNMENT

A certain degree of opacity is even more necessary when it comes to politics, where there are
many more actors involved, and hence more interests and more sensibilities. One major role
of politicians is to broker those diverse interests and sensibilities and to arrive at



arrangements that bridge differences. This strategy entails negotiation, trading off some
interests against others in an attempt to attain a compromise that will be tolerable to a number
of interests, though rarely entirely satisfactory to any one of them. To put it another way, it
involves the bargaining away of many positions, at least as defined by the interested parties.
More often than not, that is possible only when the negotiation takes place protected from the
view of the various claimants, each of whom might try to veto any compromise that struck at
their publicly defined, “transparent” position. What politicians call “creative give and take,”
ideologues or representatives of special interests call “betrayal.” That is why on sensitive
matters, the negotiating process is most effective when it takes place behind closed doors. As
Tom Daschle, the Democratic former majority leader of the Senate, has recently observed,
the “idea that Washington would work better if there were TV cameras monitoring every
conversation gets it exactly wrong…. The lack of opportunities for honest dialogue and
creative give-and-take lies at the root of today’s dysfunction.”2 That is also why effective
politicians must to some degree be two-faced, pursuing more flexibility in closed negotiations
than in their public advocacy. Only when multiple compromises have been made and a deal
has been reached can it be subjected to public scrutiny, that is, made transparent.3

The same holds true for the performance of the government. Here, too, effective
functioning often depends on not making internal deliberations open to the public—but rather
on maintaining a lack of transparency. We need to distinguish between those elements of
government that ought to be made public and those that should not be. Cass R. Sunstein, a
wide-ranging academic who has also served in government, makes a useful distinction
between government inputs and outputs. Outputs include data that the government produces
on social and economic trends, as well as the results of government actions, such as
regulatory rules. Outputs, he argues, ought to be made as publicly accessible as possible.
Inputs, by contrast, are the discussions that go into government decision-making: discussions
between policymakers and civil servants. There are increasing pressures to make those
publicly available as well: whether through legal means such as Freedom of Information Act
requests; or congressional demands, as in the case of congressional committees demanding
the email correspondence of former Secretary of State Hillary Clinton in the case of the
Benghazi investigations; or illegal means such as the electronic theft and dissemination of
internal government documents by organizations such as Wikileaks. Making internal
deliberations open to public disclosure—that is, transparent—is counterproductive, Sunstein
argues, since if government officials know that all of their ideas and positions may be made
public, it inhibits openness, candor, and trust in communications. The predictable result will
be for government officials to commit ever less information to writing, either in print or in
the form of emails. Instead, they will limit important matters to oral conversation. But that
decreases the opportunity to carefully lay out positions.4 All policies have costs: if internal
deliberations are subject to transparency, it makes it impossible to deflate policy prescriptions
that may be popular but are ill advised, or desirable but likely to offend one or another
constituency. Thus transparency of inputs becomes the enemy of good government.

DIPLOMACY AND INTELLIGENCE

Transparency is also a hazard in diplomacy, and is fatal to the gathering of intelligence. In
2010, Bradley Manning, an intelligence analyst in the American Army, took it upon himself
to disclose hundreds of thousands of sensitive military and State Department documents
through WikiLeaks.5 One result was the publication of the names of confidential informants,
including political dissidents, who had spoken with American diplomats in Iran, China,
Afghanistan, the Arab world, and elsewhere.6 As a consequence, some of these individuals



had to be relocated to protect their lives. More importantly, the revelations made it more
difficult for American diplomats to acquire human intelligence in the future, since the
confidentiality of conversations could not be relied upon.

Then, in 2013, Edward Snowden, a computer security specialist formerly employed by
the CIA and more recently as a contractor for the NSA in Hawaii, systematically set out to
copy thousands of highly secret documents from a variety of government agencies in order to
expose the American government’s surveillance programs. Among the many sensitive
documents he made available to the press was the eighteen-page text of Presidential Policy
Directive 20 on cyber operations, revealing every foreign computer system targeted for
potential action—a document published in full by the British journal The Guardian. The
release of documents stolen by Snowden and publicized by leading media outlets was not
only the most significant breach of American intelligence ever, it also represented a powerful
blow to the national security of the United States and its friends and allies. Yet Snowden was
hailed as a hero by portions of the public in the United States and Europe. At the heart of the
Snowden debacle lies the belief that transparency is always desirable.

A thriving polity, like a healthy marriage, relegates some matters to the shadows. In
international relations, as in interpersonal ones, many practices are functional so long as they
remain ambiguous and opaque. Clarity and publicity kill. The ability to negotiate between
couples or states often involves coming up with formulas that allow each side to save face or
retain self-esteem, and that requires compromising principles, or ambiguity. The fact that
allies spy on one another to a certain degree to determine intentions, capacities, and
vulnerabilities is well known to practitioners of government. But it cannot be publicly
acknowledged, since it represents a threat to the amour propre of other nations. Moreover, in
domestic politics and in international relations as in interpersonal ones, there is a role for a
certain amount of hypocrisy for practices that are tolerable and useful but that can’t be fully
justified by international law and explicit norms.

In short, to quote Moshe Halbertal once again,

A degree of legitimate concealment is necessary to maintain the state and its democratic
institutions. Military secrets, techniques for fighting crime, intelligence gathering, and
even diplomatic negotiations that will fall apart if they become exposed—all these
domains have to stay shrouded in secrecy in order to allow the functioning of ordinary
transparency in the other institutions of the state. Our transparent open conversation rests
upon a rather extensive dark and hidden domain that insures its flourishing.7

We live in a world in which privacy is being eroded both through technology (the
Internet) and a culture that proclaims the virtue of candor while dismissing the need for
shame. In such a post-privacy society, people are inclined to overlook the value of secrecy.8

Thus, the power of “transparency” as a magic formula is such that its counterproductive
effects are often ignored. “Sunlight is the best disinfectant” has become the credo of the new
faith of Wikileakism: the belief that making public the internal deliberations of all
organizations and governments will make the world a better place.

But more often, the result is paralysis. Politicians forced to reveal their every action are
unable to arrive at compromises that make legislation possible. Officials who need to fear
that their internal deliberations will be made public are less positioned to make effective
public policy. Intelligence agencies that require secrecy to gather information on the nation’s
enemies are thwarted. In each case, transparency becomes the enemy of performance.
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UNINTENDED BUT PREDICTABLE
NEGATIVE CONSEQUENCES

One conception of the purpose of social science was articulated in the nineteenth century by
Auguste Comte: Savoir pour prévoir, prévoir pour prévenir (Know in order to predict,
predict in order to avert [the previously unanticipated consequences of our actions]). Now
that we know a good deal about metric fixation, we can anticipate many of its unintended
negative consequences, and perhaps avert them. Before we turn to the proper use of measured
performance, let us gather together some lessons from our case studies about the recurrent
perils of metrics.

Goal displacement through diversion of effort to what gets measured. Goal displacement
comes in many varieties. When performance is judged by a few measures, and the stakes are
high (keeping one’s job, getting a raise, raising the stock price at the time that stock options
are vested), people will focus on satisfying those measures—often at the expense of other,
more important organizational goals that are not measured.1 Economists Bengt Holmström
and Paul Milgrom have described it in more formal terms as a problem of misaligned
incentives: workers who are rewarded for the accomplishment of measurable tasks reduce the
effort devoted to other tasks.2 The result is that the metric means comes to replace the
organizational ends that those means ought to serve.

Promoting short-termism. Measured performance encourages what Robert K. Merton
called “the imperious immediacy of interests … where the actor’s paramount concern with
the foreseen immediate consequences excludes consideration of further or other
consequences.”3 In short, advancing short-term goals at the expense of long-range
considerations.

Costs in employee time. To the debit side of the ledger must also be added the
transactional costs of metrics: the expenditure of employee time by those tasked with
compiling and processing the metrics—not to speak of the time required to actually read
them. That is exacerbated by the “reporting imperative”—the perceived need to constantly
generate information, even when nothing significant is going on. Sometimes the metric of
success is the number and size of the reports generated, as if nothing is accomplished unless
it is extensively documented. Those within the organization end up spending more and more
time compiling data, writing reports, and attending meetings at which the data and reports are
coordinated. So, as the heterodox management consultants Yves Morieux and Peter Tollman
note, employees work longer and harder at activities that add little to the real productiveness
of their organization, while sapping their enthusiasm.4



Diminishing utility. Sometimes, newly introduced performance metrics will have
immediate benefits in discovering poorly performing outliers.5 Having gleaned the low-
hanging fruit, there is tendency to expect a continuingly bountiful harvest. The problem is
that the metrics continue to get collected from everyone. And soon the marginal costs of
assembling and analyzing the metrics exceed the marginal benefits.

Rule cascades. In an attempt to staunch the flow of faulty metrics through gaming,
cheating, and goal diversion, organizations institute a cascade of rules. Complying with them
further slows down the institution’s functioning and diminishes its efficiency.

Rewarding luck. Measuring outcomes when the people involved have little control over
the results is tantamount to rewarding luck. It means that people are rewarded or penalized
for outcomes that are actually independent of their efforts. Those penalized rightly feel that
they’ve been treated unfairly.

Discouraging risk-taking. Attempts to measure productivity through performance metrics
have other, more subtle effects: they not only promote short-termism, as noted earlier, but
also discourage initiative and risk-taking. The intelligence analysts who ultimately located
Bin Laden worked on the problem for years. If measured at any point, their productivity
would have seemed to be zero. Month after month, their failure rate was 100 percent, until
they achieved success. From the perspective of their superiors, allowing the analysts to work
on the project for years involved a high degree of risk: the investment in time might not have
panned out. Yet really great achievements often depend on such risks. This is typical of
situations involving long-term investments of manpower.

Discouraging innovation. When people are judged by performance metrics, they are
incentivized to do what the metrics measure, and what the metrics measure will be some
established goal. But that impedes innovation, which means doing something that is not yet
established, indeed hasn’t been tried out. Innovation involves experimentation. Trying out
something new entails risk, including the possibility, perhaps probability, of failure.6 When
performance metrics discourage risk they inadvertently promote stagnation.

Discouraging cooperation and common purpose. Rewarding individuals for measured
performance diminishes the sense of common purpose as well as the social relationships that
provide the unmeasureable motivation for cooperation and institutional effectiveness.7
Reward based on measured performance tends to promote not cooperation but competition. If
the individuals or units respond to the incentives created, rather than aiding, assisting, and
advising one another, they strive to maximize their own metrics, ignoring, or even
sabotaging, their fellows. As Donald Berwick, a leading medical reformer, has recounted,

One hospital CEO described to me his system of profit-center management, in which
middle management bonuses depended on local budget performance. I asked him if one
of his managers would transfer resources from his department to another’s if it would
help the organization as a whole. “Yes,” the CEO answered honestly, “if he were crazy.”8

Degradation of work. Compelling the people in an organization to focus their efforts on
the narrow range of what gets measured leads to a degradation of the experience of work.
Edmund Phelps, a Nobel Prize winning economist, claims in his book Mass Flourishing:
How Grassroots Innovation Created Jobs, Challenge, and Change that one of the virtues of
capitalism is its ability to provide “the experience of mental stimulation, the challenge of new
problems to solve, the chance to try the new, and the excitement of venturing into the
unknown.”9 That is indeed a possibility under capitalism. But those subject to performance
metrics are forced to focus their efforts on limited goals, imposed by others, who may not



understand the work that they do. For the workers under scrutiny, mental stimulation is
dulled, they decide neither the problems to be solved nor how to solve them, and there is no
excitement of venturing into the unknown because the unknown is beyond the measureable.
In short, the entrepreneurial element of human nature—which extends beyond the owners of
enterprises—may be stifled by metric fixation.10

One result is to motivate those with greater initiative and enterprise to move out of
mainstream, large-scale organizations where the culture of accountable performance prevails.
Teachers move out of public schools to private schools and charter schools. Engineers move
out of large corporations to boutique firms. Enterprising government employees become
consultants. There is a healthy element in this. But surely the large-scale organizations of our
society are the poorer for driving out those most likely to innovate and initiate. The more that
work becomes a matter of filling in the boxes by which performance is to be measured and
rewarded, the more it will repel those who think outside the box.

Costs to productivity. Economists who specialize in measuring economic productivity
report that in recent years the only increase in total factor productivity in the American
economy has been in the information-technology-producing industries.11 A question that
ought to be asked is to what extent the culture of metrics—with its costs in employee time,
morale, and initiative, and its promotion of short-termism—has itself contributed to economic
stagnation?
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WHEN AND HOW TO USE METRICS
A CHECKLIST

There is nothing intrinsically pernicious about counting and measuring human performance.
We all tend to project broad-ranging conclusions based on our inevitably limited experience,
and measured data can serve as a useful counterpoint to those subjective judgments. The sort
of measurements with which this book is concerned are performance metrics that quantify
human achievement and failure. There are legitimate metrics of performance in almost every
organization.

In our case studies, we’ve seen many instances in which metrics has been useful and
effective.

In policing, computerized statistics of the incidence of crimes (Compstat) were used to
good purpose, to discover where problems were greatest and where police resources were
best deployed. It ran into problems only when officials used the threat of demotion or lack of
promotion against those lower in the hierarchy to try to bring down the reported crime rates.

In universities, faculty evaluations can be enhanced by numerical data about publications
and teaching. The metrics go awry when they are used mechanically by those who are not in
a position to evaluate the accuracy and significance of the data.

In primary and secondary education, standardized tests can be used to inform teachers of
how much or how little their students are learning in particular subjects. Teachers can consult
with their colleagues, and adjust their methods and curriculum as a result. Problems arise
when the tests become the primary basis on which teachers and schools are rewarded or
punished.

In medicine, Peter Pronovost’s Keystone project demonstrates how effective diagnostic
metrics can be in lowering the incidence of medical errors, when what is measured accords
with the professional values of practitioners. The success of the Geisinger medical system
illustrates the remarkable improvements made possible by computerized measurement when
integrated into an institutional culture based on cooperation, where the setting of
measurement criteria and the evaluation of performance are done by teams that include
physicians as well as administrators. In both cases, metrics were used in ways that appealed
to intrinsic motivation and to professionalism. But elsewhere in the medical system, as we’ve
seen, the use of reward for measured performance sometimes proved fruitless or led to
perverse outcomes.

Reflections on the best use of performance metrics by the U.S. Army in its
counterinsurgency campaigns showed that while standardized metrics are often deceptive,
metrics developed to fit the specific case, especially by practitioners with local experience,
could be genuinely informative. The challenge in such cases is to abandon universal



templates and discover what is worth counting, and what the numbers actually mean in their
local context.

As we’ve seen time and again, measurement is not an alternative to judgment:
measurement demands judgment: judgment about whether to measure, what to measure, how
to evaluate the significance of what’s been measured, whether rewards and penalties will be
attached to the results, and to whom to make the measurements available.

Should you find yourself in a position to set policy, here are the questions you should ask,
and the factors you should keep in mind, in considering whether to use measured
performance, and if so, how to use it. They constitute a checklist of successful performance
measurement. Given what we’ve said about the hazards of metric fixation, consider at every
point that the best use of metrics may be not to use it at all.

THE CHECKLIST

  1.  What kind of information are you thinking of measuring? The more the object to be
measured resembles inanimate matter, the more likely it is to be measureable: that is
why measurement is indispensable in the natural sciences and in engineering. When the
objects to be measured are influenced by the process of measurement, measurement
becomes less reliable. Measurement becomes much less reliable the more its object is
human activity, since the objects—people—are self-conscious, and are capable of
reacting to the process of being measured. And if rewards and punishments are
involved, they are more likely to react in a way that skews the measurement’s validity.
By contrast, the more they agree with the goals of those rewards, the more likely they
are to react in a way that enhances the measurement’s validity.

  2.  How useful is the information? Always begin by reminding yourself that the fact that
some activity is measureable does not make it worth measuring, indeed, the ease of
measuring may be inversely proportional to the significance of what is measured. To put
it another way, ask yourself, is what you are measuring a proxy for what you really want
to know? If the information is not very useful or not a good proxy for what you’re really
aiming at, you’re probably better off not measuring it.

  3.  How useful are more metrics? Remember that measured performance, when useful, is
more effective in identifying outliers, especially poor performers or true misconduct. It
is likely to be less useful in distinguishing between those in the middle or near the top of
the ladder of performance. Plus, the more you measure, the greater the likelihood that
the marginal costs of measuring will exceed the benefits. So, the fact that metrics is
helpful doesn’t mean that more metrics is more helpful.

  4.  What are the costs of not relying upon standardized measurement? Are there other
sources of information about performance, based on the judgment and experience of
clients, patients, or parents of students? In a school setting, for example, the degree to
which parents request a particular teacher for their children is probably a useful
indicator that the teacher is doing something right, whether or not the results show up on
standardized tests. In the case of charities, it may be most useful to allow the
beneficiaries to judge the results.

  5.  To what purposes will the measurement be put, or to put it another way, to whom will the
information be made transparent? Here a key distinction is between data to be used for
purposes of internal monitoring of performance by the practitioners themselves versus
data to be used by external parties for reward and punishment. For example, is crime
data being used to discover where the police ought to deploy more squad cars or to
decide whether the precinct commander will get a promotion? Or is a surgical team



using data to discover which procedures have worked best or are administrators using
that same data to decide whether the hospital will be financially rewarded or penalized
for its scores? Measurement instruments, such as tests, are invaluable, but they are most
useful for internal analysis by practitioners rather than for external evaluation by public
audiences who may fail to understand their limits. Such measurement can be used to
inform practitioners of their performance relative to their peers, offering recognition to
those who have excelled and offering assistance to those who have fallen behind. To the
extent that they are used to determine continuing employment and pay, they will be
subject to gaming the statistics or to outright fraud.

Remember that, as we’ve seen, performance metrics that link reward and
punishment may actually help reinforce intrinsic motivation when the goals to be
rewarded accord with the professional goals of the practitioners.1 If, on the other hand,
the scheme of reward and punishment is meant to elicit behavior that the practitioners
consider useless or harmful, the metrics are more likely to be manipulated in the many
ways we’ve explored. And if the practitioners are too geared toward extrinsic reward,
they may well react by focusing their activity on what is measured and rewarded, at the
expense of other facets of their work that may be equally important. For all these
reasons, “low stakes” metrics are often more effective than when the stakes are higher.

Recall that direct pay-for-performance works best to the degree that people are
motivated by extrinsic reward rather than intrinsic motivation, that is, when they care
about making more money rather than about the other potential benefits of their work,
social and intellectual. That may be because they are in a field, such as finance, in which
people measure their own vocational success almost entirely in terms of the amount they
earn. (As we’ve noted, that doesn’t preclude them from using their earnings for a wide
range of purposes, including selfless ones.) It is when the job offers few other attractions
—when it is repetitious and leaves little room for the exercise of choice, for example
replacing windshields or preparing hamburgers—that pay for measured performance is
more likely to work.

  6.  What are the costs of acquiring the metrics? Information is never free, and often it is
expensive in ways that rarely occur to those who demand more of it. Collecting data,
processing it, analyzing it—all of these take time, and their expense is in the opportunity
costs of the time put into them. To put it another way, every moment you or your
colleagues or employees are devoting to the production of metrics is time not devoted to
the activities being measured. If you’re a data analyst, of course, producing metrics is
your primary activity. For everyone else, it’s a distraction. So, even if the performance
measurements are worth having, their worth may be less than the costs of obtaining
them. Remember, too, that those costs in human time and effort are themselves almost
impossible to calculate—another reason to err on the side of caution.

  7.  Ask why the people at the top of the organization are demanding performance metrics.
As we’ve noted, the demand for performance measures sometimes flows from the
ignorance of executives about the institutions they’ve been hired to manage, and that
ignorance is often a result of parachuting into an organization with which one has little
experience. Since experience and local knowledge matter, lean toward hiring from
within. Even if there is someone smarter and more successful elsewhere, their lack of
particular knowledge of your company, university, government agency, or other
organization may not outweigh the benefits of hiring from within.

  8.  How and by whom are the measures of performance developed? Accountability metrics
are less likely to be effective when they are imposed from above, using standardized



formulas developed by those far from active engagement with the activity being
measured. Measurements are more likely to be meaningful when they are developed
from the bottom up, with input from teachers, nurses, and the cop on the beat. That
means asking those with the tacit knowledge that comes from direct experience to
provide suggestions about how to develop appropriate performance standards.2 Try to
involve a representative group of those who will have a stake in the outcomes.3 In the
best of cases, they should continue to be part of the process of evaluating the measured
data.

Remember that a system of measured performance will work to the extent that the
people being measured believe in its worth. So far, in this chapter, we’ve taken the
perspective of those in a position to decide whether and how to institute metrics. But
what if you are not in such a position, if you’re further down in the organizational
hierarchy, where you are expected to execute metrics—a mid-level manager, say, or the
head of an academic department? Then, you face a choice. If you believe in the goals for
which the information is being collected, then your challenge is to provide accurate data
in the most efficient way possible, one that demands the least time of you and those you
manage. If, by contrast, you believe that the goals are dubious and the process wasteful,
you might try to convince your superiors of that (perhaps by giving them a copy of this
book). If that fails, then your task is to provide data in a way that takes the least time,
meets minimal standards of acceptability, and won’t harm your unit.

If you’re near the top of the organization, making decisions about metrics, reread the
previous paragraph, keeping in mind the different ways in which those below you might
react. Metrics works best when those measured buy into its purposes and validity.4

9. Remember that even the best measures are subject to corruption or goal diversion.
Insofar as individuals are agents out to maximize their own interests, there are inevitable
drawbacks to all schemes of measured reward. If, as is currently still the case, doctors
are remunerated based on the procedures they perform, that creates an incentive for
them to perform too many procedures that have high costs but produce low benefits. But
pay doctors based on the number of patients they see, and they have an incentive to see
as many patients as possible, and to skimp on procedures that are time-consuming but
potentially useful. Compensate them based on successful patient outcomes, and they are
more likely to cream, avoiding the most problematic patients.5

That doesn’t mean that performance measures should be abandoned just because
they have some negative outcomes. Such metrics may still be worth using, despite their
anticipatable problems: it’s a matter of trade-offs. And that too is a matter of judgment.

10. Remember that sometimes, recognizing the limits of the possible is the beginning of
wisdom. Not all problems are soluble, and even fewer are soluble by metrics. It’s not
true that everything can be improved by measurement, or that everything that can be
measured can be improved. Nor is making a problem more transparent necessarily a step
to its solution. Transparency may make a troubling situation more salient, without
making it more soluble.

In the end, there is no silver bullet, no substitute for actually knowing one’s subject and
one’s organization, which is partly a matter of experience and partly a matter of
unquantifiable skill. Many matters of importance are too subject to judgment and
interpretation to be solved by standardized metrics. Ultimately, the issue is not one of metrics
versus judgment, but metrics as informing judgment, which includes knowing how much
weight to give to metrics, recognizing their characteristic distortions, and appreciating what
can’t be measured. In recent decades, too many politicians, business leaders, policymakers,
and academic officials have lost sight of that.
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