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Preface

This book is a revision of Public Choice II. In revising the book, I have largely
retained the structure of Public Choice II – most of the material contained in that
volume reappears in this one. In some cases, this has resulted in very modest changes
in a chapter and in quite substantial changes in others. Several new chapters have
been written to cover topics that have cropped up or increased in importance since
the previous edition was written. I have also attempted to retain the same level of
difficulty as the previous version. Because the literature has become continuously
more theoretical and mathematical, more mathematics appears in the new material
than in the previous text, and the distinction between “easy” and “difficult” sections
denoted by a * has become more arbitrary. Some may question my decision not to
drop more material from the previous text, where little new work has appeared, to
leave more space for new material. I have chosen not to go this route because I still
think of the book as a survey of all of the major topics in public choice. That little
new has appeared concerning Arrow impossibility theorems in recent years does
not imply that the issues raised by this work are any less important, or that they
should be omitted in a basic course in public choice – or so I believe.

Public Choice III represents a substantial expansion of its predecessor, just as
Public Choice II was a substantial expansion of its forerunner. Nevertheless, the
fraction of the literature covered adequately by Public Choice III is far smaller
than that of the earlier versions of the text. I fear that many readers will feel that I
have done an inadequate job of covering this or that topic, or that I have unfairly
neglected some important contributions. I apologize for such omissions. To keep
the book within reasonable bounds, I have had to shortchange some questions and
authors.

Those familiar with Public Choice II may find the following summary of changes
helpful.
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CHAPTER 1

Introduction

Man is by nature a political animal.

Aristotle

This division of labour . . . is the necessary, though very slow and gradual, conse-
quence of a certain propensity in human nature which has in view no such extensive
utility; the propensity to truck, barter, and exchange one thing for another.

Whether this propensity be one of those original principles in human nature . . .

or whether, as seems more probable, it be the necessary consequence of the faculties
of reason and speech, it belongs not to our present subject to enquire. It is common
to all men and to be found in no other race of animals, which seem to know neither
this nor any other species of contracts.

Adam Smith

Aristotle, observing the Greeks in the fourth century .., thought that man’s natural
proclivities were toward discourse and political activity. Adam Smith, observing the
Scots in the eighteenth century .., saw instead a propensity to engage in economic
exchange. From the observations of these two intellectual giants, two separate fields
in the social sciences have developed: the science of politics and the science of
economics.

Traditionally, these two fields have been separated by the types of questions they
ask, the assumptions they make about individual motivation, and the methodolo-
gies they employ. Political science has studied man’s behavior in the public arena;
economics has studied man in the marketplace. Political science has often assumed
that political man pursues the public interest. Economics has assumed that all men
pursue their private interests, and has modeled this behavior with a logic unique
among the social sciences.

But is this dichotomy valid? Could both Aristotle and Smith have been right?
Could political man and economic man be one and the same? In the field of public
choice, it is assumed that they are.

Public choice can be defined as the economic study of nonmarket decision mak-
ing, or simply the application of economics to political science. The subject matter
of public choice is the same as that of political science: the theory of the state,
voting rules, voter behavior, party politics, the bureaucracy, and so on. The method-
ology of public choice is that of economics, however. The basic behavioral postu-
late of public choice, as for economics, is that man is an egoistic, rational, utility

1



2 Introduction

maximizer.1 This places public choice within the stream of political philosophy
extending at least from Thomas Hobbes and Benedict Spinoza, and within political
science from James Madison and Alexis de Tocqueville. Although there is much
that is useful and important in these earlier contributions, and much that antici-
pates later developments, no effort is made here to relate these earlier works to the
modern public choice literature, for they are separated from the modern literature
by a second salient characteristic. The modern public choice literature employs the
analytic tools of economics. To try to review the older literature using the analytic
tools of its descendants would take us too far afield.2

Public choice has developed as a separate field largely since 1948. During the
thirties, disenchantment with market processes was widespread, and models of
“market socialism” depicting how governments could supplant the price system and
allocate goods as efficiently as markets do, if not more so, came into vogue. Abram
Bergson’s (1938) seminal analysis of social welfare functions (SWFs) appeared to
indicate how the economist’s individualistic, utilitarian ethics could be incorporated
into the government planner’s objective function and help him to achieve a social
welfare maximum as he managed the state.

Arrow’s 1951 book was a direct follow-up to both Bergson’s (1938) article and
Paul Samuelson’s parallel discussion of SWFs in Foundations of Economic Analysis
(1947, ch. 8). Arrow’s concern was to characterize the process, whether market
or political, through which the SWF Bergson and Samuelson had described was
achieved (rev. ed. 1963, pp. 1–6). Since Arrow’s book, a large literature has grown
up exploring the properties of social welfare or social choice functions.3 It focuses on
the problems of aggregating individual preferences to maximize an SWF, or to satisfy
some set of normative criteria, that is, on the problem of which social state ought to
be chosen, given the preferences of the individual voters. This research on optimal
methods of aggregation naturally has spurred interest in the properties of actual
procedures for aggregating preferences via voting rules, that is, on the question
of which outcome will be chosen for a given set of preferences under different
voting rules. The problem of finding a social choice function that satisfies certain

1 For a detailed justification of this postulate in the study of voting, see Downs (1957, pp. 3–20), Buchanan and
Tullock (1962, pp. 17–39), and Riker and Ordeshook (1973, pp. 8–37). Schumpeter’s (1950) early use of the
postulate also should be mentioned. One of the curiosities of the public choice literature is the slight direct
influence that Schumpeter’s work appears to have had. Downs claims that “Schumpeter’s profound analysis of
democracy forms the inspiration and foundation for our whole thesis” (1957, p. 27, n. 11), but cites only one
page of the book (twice), and this in support of the “economic man” assumption. Most other work in the field
makes no reference to Schumpeter at all.

Tullock has made, in correspondence, the following observation on Schumpeter’s influence on his work:
“In my case, he undeniably had immense impact on me, although it was rather delayed. Further, although I read
the book originally in 1942, I didn’t reexamine it when I wrote The Politics of Bureaucracy (1965). In a sense,
it gave me a general idea of the type of thing that we could expect in government, but there weren’t any detailed
things that could be specifically cited.” I suspect that Schumpeter’s work has had a similar impact on others
working in the public choice field.

For an interesting discussion of the public choice content of Schumpeter’s work, see Mitchell (1984a,b).
2 See, however, Black (1958, pp. 156–213), Buchanan and Tullock (1962, pp. 307–22), Haefele (1971), Ostrom

(1971), Hardin (1997), Mueller (1997b), and Young (1997).
3 For surveys, see Sen (1970a, 1977a,b), Fishburn (1973), Plott (1976), Kelly (1978), Riker (1982b), and Pattanaik

(1997).
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normative criteria turns out to be quite analogous to establishing an equilibrium
under different voting rules. Thus, both Arrow’s study (1963) of SWFs and Black’s
(1948a,b) seminal work on committee voting procedures build on the works of de
Borda (1781), de Condorcet (1785), and C.L. Dodgson (Lewis Carroll) (1876). We
discuss the most directly relevant topics of the SWF literature as part of normative
public choice in Part V.

Part I also contains a normative analysis of collective action. The models of
market socialism developed in the thirties and forties envisioned the state as largely
an allocator of private goods. State intervention was needed to avoid the inefficient
shortfalls in private investment, which Keynesian economics claimed were the cause
of unemployment, and to avoid the distributional inequities created by the market.
The immediate prosperity of the post–World War II years reduced the concern
about unemployment and distributional issues. But concern about the efficiency
of the market remained high among academic economists. The seminal works of
the forties and fifties gave rise to a large literature on the conditions for efficient
allocation in the presence of public goods, externalities, and economies of scale.
When these conditions were unmet, the market failed to achieve a Pareto-optimal
allocation of goods and resources. The existence of these forms of market failures
provides a natural explanation for why government ought to exist, and thus for a
theory of the origins of the state. It forms the starting point of our analysis of the state
and is reviewed in Chapter 2. Chapter 3 takes up models of collective action that
see redistribution as its main objective. Together these two activities – improving
allocative efficiency and redistribution – constitute the only possible normative
justifications for collective action.

If the state exists in part as a sort of analogue to the market to provide pub-
lic goods and eliminate externalities, then it must accomplish the same preference
revelation task for these public goods as the market achieves for private goods.
The public choice approach to nonmarket decision making has been (1) to make
the same behavioral assumptions as general economics (rational, utilitarian indi-
viduals), (2) often to depict the preference revelation process as analogous to the
market (voters engage in exchange, individuals reveal their demand schedules via
voting, citizens exit and enter clubs), and (3) to ask the same questions as traditional
price theory (Do equilibria exist? Are they stable? Pareto efficient? How are they
obtained?).

One part of the public choice literature studies nonmarket decision making, vot-
ing, as if it took place in a direct democracy. The government is treated as a black
box or voting rule into which individual preferences (votes) are placed and out
of which collective choices emerge. This segment of the literature is reviewed in
Part II. Chapter 4 examines criteria for choosing a voting rule when the collective
choice is restricted to a potential improvement in allocative efficiency. Chapters 5
and 6 explore the properties of the most popular voting rule, the simple majority
rule. Chapters 7 and 8 present a variety of alternatives to the majority rule – some
equally simple, others more complex. Part II closes with a discussion of how individ-
uals can reveal their preferences for public goods not through the voice mechanism
of voting, but by choosing to join different polities or public good clubs (Chapter 9).
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Just as Arrow’s book was stimulated in part by Bergson’s essay, Downs’s 1957
classic was obviously stimulated by the works of both Bergson and Arrow
(pp. 17–19). To some extent, Downs sought to fill the void Arrow’s impossibil-
ity theorem had left by demonstrating that competition among parties to win votes
could have the same desirable effects on the outcomes of the political process as
competition among firms for customers has on the outcomes of the market pro-
cess. Of all the works in public choice, Downs’s book has had perhaps the greatest
influence on political scientists.

In the Downsian model, the government appears not merely as a voting rule or
black box into which information on voter preferences is fed, but as an institution
made up of real people – representatives, bureaucrats, as well as voters – each
with their own set of objectives and constraints. The Downsian perspective on
government underlies Parts III and IV of this book. Part III begins with a discussion
of the implications of having multiple levels of government as in a federalist system.
Chapters 11 and 12 examine the properties of two-party representative democracies.
Although Chapter 11 reveals that Downs’s original formulation of a model of two-
party competition did not succeed in resolving the “Arrow paradox” of aggregating
individual preferences to maximize an SWF, Chapter 12 discusses more recent
models of two-party competition that do appear to achieve this goal.

All of the “founding fathers” of the public choice field were either American or
British. Not surprisingly, therefore, most of the early literature in the field focused
on two-party systems. In the last two decades, however, the study of multiparty
systems by public choice analysts has expanded greatly. This work is reviewed in
Chapter 13.

Although Downs’s goal was to resolve the Arrow paradox, ironically one of
the most important contributions of his book was to put forward a paradox of its
own – namely, the paradox of why rational, self-interested people bother to vote
at all. Downs’s original model of the rational voter and the many extensions and
modifications to it that have been made form the subject matter of Chapter 14.

The redistributive potential of representative government – which is generally
treated under the heading of “rent seeking” – is the subject matter of Chapter 15.
Part III closes with three chapters that review several theories of the state in which the
state itself – in the form of the bureaucracy, the legislature, or an autocratic leader-
ship – dictates outcomes with the citizenry relegated to playing a more passive role.

In arguing that government intervention is needed to correct the failures of the
market when public goods, externalities, and other sorts of impure private goods
are present, the economics literature has often made the implicit assumptions that
these failures could be corrected at zero cost. The government is seen as an omni-
scient and benevolent institution dictating taxes, subsidies, and quantities so as to
achieve a Pareto-optimal allocation of resources. In the sixties, a large segment of
the public choice literature began to challenge this “nirvana model” of government.
This literature examines not how governments may or ought to behave, but how they
do behave. It reveals that governments, too, can fail in certain ways. This largely
empirical literature on how governments do perform is reviewed in Chapters 19
through 22.
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One of the major justifications for an increasing role for government in the
economy during the first couple of decades following World War II was the Keynes-
ian prescription that government policies are required to stabilize and improve the
macroeconomic performance of a country. The evidence that governments’ macroe-
conomic policies are affected by their efforts to win votes is examined in Chapter 19,
which also looks at the impact of electoral politics on macroeconomic performance.

One of the early classics in the public choice literature is Olson’s (1965) The
Logic of Collective Action. In this book Olson applied public choice reasoning to
the analysis of various collective action problems involving interest groups. Interest
groups have been a focal point within the public choice literature ever since. Al-
though their activities are discussed at several junctures in the book, Chapter 20 is
devoted exclusively to the literature that models and measures the impact of interest
groups on political outcomes.

One of the most remarkable developments over the half century following World
War II has been the growth in size of governments around the world. Is this growth
a response to the demands of citizens for greater government services because of
rising incomes, changes in the relative price of government services, or a change in
“tastes”? Does it reflect the successful efforts of some groups to redistribute wealth
from others by means of the government? Or is it an unwanted burden placed
on the backs of citizens by a powerful government bureaucracy? These and other
explanations for the growth of government are discussed in Chapter 21.

Where Chapter 21 treats the size of government as the dependent variable in
political/economic models of the state, Chapter 22 treats it as an explanatory vari-
able. It reviews the literature that has tried to measure the impact of the growth of the
government sector in the industrial democracies of the world on various measures
of economic performance, like the growth of income per capita and the distribution
of income in each country.

The Bergson-Samuelson SWF, which helped spark interest in preference aggrega-
tion procedures, is discussed along with other derivations of an SWF in Chapter 23.
The Arrowian SWF literature is reviewed in Chapter 24. Although both of these ap-
proaches build their aggregate welfare indexes on individual preferences, both tend
to shift attention from the preferences of the individual to the aggregate. Moreover,
in both cases, the aggregate (society) is expected to behave like a rational individual,
in the one case by maximizing an objective function, and in the other by ordering
social outcomes as a rational individual would do. Therefore, the SWF literature
bears more than a passing resemblance to organic views of the state in which the
state has a persona of its own.

Buchanan’s first article (1949) appearing before Arrow’s essay was an attack upon
this organic view of the state; Buchanan (1954a) renewed this attack following the
publication of Arrow’s book. In place of the analogy between the state and a person,
Buchanan offered the analogy between the state and a market. He suggested that
one think of the state as an institution through which individuals interact for their
mutual benefit – that one think of government, as Wicksell (1896) did, as a quid pro
quo process of exchange among citizens (Buchanan, 1986, pp. 19–27). The view of
government as an institution for reaching agreements that benefit all citizens leads
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naturally to the perspective that the agreements are contracts binding all individuals.
The contractarian approach to public choice is developed in Buchanan and Tullock’s
The Calculus of Consent (1962) and Buchanan’s The Limits of Liberty (1975a). The
approach taken in the former work also has a strong affinity to Rawls’s (1971)
influential contribution to the contractarian theory. Chapter 25 takes up Rawls’s
theory, while Chapter 26 reviews and integrates the models of collective choice
which – following Buchanan and Tullock – have viewed politics as a two-stage
process in which the “rules of the political game” are written in the first stage and
the game is played in the second stage.

One indication of the significance of public/social choice’s intellectual impact is
the fact that three of the major figures in this field have been awarded Nobel prizes –
Kenneth Arrow, James Buchanan, and Amartya Sen.4 Although Sen’s contributions
to social choice go far beyond the topic of “the liberal paradox,” this contribution of
his has stimulated such a vast amount of work that it warrants separate treatment,
which it gets in Chapter 27.

Although most of this book focuses on the accomplishments of public choice
in extending our positive and normative understanding of politics, some criticisms
that have been leveled against the public choice approach to politics are taken up
in Chapter 28. A reader who is skeptical about whether rational actor models can
offer anything to the study of politics might wish to glance ahead at Chapter 28
before plunging into the next 26 chapters. But I do not think that the reader can
obtain a full appreciation for the advantages – and limitations – of the public choice
approach without submerging him- or herself into its subject matter.5 Thus, my
recommendation is to save Chapter 28 and the critiques of public choice until after
the reader has absorbed its lessons.

One of Wicksell’s important insights concerning collective action was that a fun-
damental distinction exists between allocative efficiency and redistribution and that
these two issues must be treated separately, with separate voting rules.6 This in-
sight reappears in Buchanan’s work in which the constitutional and legislative or
parliamentary stages of government are separated, and in Musgrave’s The Theory
of Public Finance (1959) in which the work of government is divided into alloca-
tive and redistributive branches. The distinction is also featured in this book and
constitutes the theme of its closing chapter.

4 One might arguably claim that four economists working in the field have won Nobel prizes, since William
Vickrey’s prize was awarded for his research on incentive systems, which anticipated the development of the
family of “demand-revealing” voting mechanisms reviewed in Chapter 8.

5 Rather than continually write “his or her,” I shall sometimes make voters (politicians, bureaucrats, dictators,
and so forth) men and sometimes women. I have tried to treat the two sexes evenhandedly in this regard.

6 Wicksell’s 1896 essay is part of the contribution of the “continental” writers on public economics. Besides
Wicksell’s work, the most important papers in this group are those of Lindahl (1919). Of the two, Lindahl has
had greater influence on public goods theory, and Wicksell on public choice and public finance. Their works,
along with the other major contributions of the continental writers, are in Musgrave and Peacock (1967).
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Origins of the state



CHAPTER 2

The reason for collective choice –
allocative efficiency

Had every man sufficient sagacity to perceive at all times, the strong interest which
binds him to the observance of justice and equity, and strength of mind sufficient
to persevere in a steady adherence to a general and a distant interest, in opposition
to the allurements of present pleasure and advantage, there had never, in that case,
been any such thing as government or political society; but each man, following
his natural liberty, had lived in entire peace and harmony with all others. (Italics
in original)

David Hume

Government is a contrivance of human wisdom to provide for human wants. Men
have a right that these wants should be provided for by this wisdom. (Italics in
original)

Edmund Burke

2.1 Public goods and prisoners’ dilemmas

Probably the most important accomplishment of economics is the demonstration
that individuals with purely selfish motives can mutually benefit from exchange. If
A raises cattle and B corn, both may improve their welfare by exchanging cattle for
corn. With the help of the price system, the process can be extended to accommodate
a wide variety of goods and services.

Although often depicted as the perfect example of the beneficial outcome of
purely private, individualistic activity in the absence of government, the invisible
hand theorem presumes a system of collective choice comparable in sophistica-
tion and complexity to the market system it governs. For the choices facing A and
B are not merely to trade or not, as implicitly suggested. A can choose to steal
B’s corn, rather than give up his cattle for it; B may do likewise. Unlike trading,
which is a positive-sum game benefiting both participants in an exchange, steal-
ing is at best a zero-sum game. What A gains, B loses. If stealing, and guarding
against it, detract from A and B’s ability to produce corn and cattle, it becomes a
negative-sum game. Although with trading each seeks to improve his position and
both end up better off, with stealing the selfish pursuits of each leave them both
worse off.

The example can be illustrated with strategy Matrix 2.1. To simplify the discus-
sion, let us ignore the trading option and assume that each individual grows only
corn. Square 1 gives the allocation when A and B both refrain from stealing (A’s

9
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Matrix 2.1. Stealing as prisoners’ dilemma

B
Does not steal Steals

A

Does not 1 4
steal (10, 9) (7, 11)

2 3
Steals (12, 6) (8, 8)

allocation precedes B’s in each box). Both are better off when they both refrain from
stealing, but each is still better off if he alone steals (cells 2 and 4). In Matrix 2.1,
stealing is a dominant strategy for both players, so defined because it dominates
all other strategy options by promising a higher payoff for the chooser than any
other strategy, given any choice of strategy by the other player. In an anarchic en-
vironment, the independent choices of both individuals can be expected to lead
both to adopt the dominant stealing strategy with the outcome cell 3. The distri-
bution of corn in cell 3 represents a “natural distribution” of goods (so named by
Bush [1972]), namely, the distribution that would emerge in an Hobbesian state of
nature.

From this “natural” state, both individuals become better off by tacitly or formally
agreeing not to steal, provided that the enforcement of such an agreement costs less
than they jointly gain from it. The movement from cell 3 to cell 1 is a Pareto move
that lifts the individuals out of a Hobbesian state of nature (Bush, 1972; Bush and
Mayer, 1974; Buchanan, 1975a; Schotter, 1981). An agreement to make such a move
is a form of “constitutional contract” establishing the property rights and behav-
ioral constraints of each individual. The existence of these rights is undoubtedly a
necessary precondition for the creation of the “postconstitutional contracts,” which
make up a system of voluntary exchange (Buchanan, 1975a). Problems of collective
choice arise with the departure from Hobbesian anarchy, and are coterminous with
the existence of recognizable groups and communities.

A system of property rights and the procedures to enforce them are a Samuel-
sonian public good in that “each individual’s consumption leads to no subtraction
from any other individual’s consumption of that good.”1 Alternatively, a pure public
good can be defined as one that must be provided in equal quantities to all members
of the community. Familiar examples of pure public goods are national defense
and police and fire protection. National defense is the collective provision against
external threats; laws and their enforcement safeguard against internal threats; fire
departments against fires. Nearly all public goods whose provision requires an ex-
penditure of resources, time, or moral restraint can be depicted with a strategy box
analogous to Matrix 2.1. Replace stealing with paying for an army, or a police force,

1 Samuelson (1954, p. 386). The extent to which individuals can be excluded from the benefits of a public good
varies. One man’s house cannot be defended from foreign invasion without defending another’s, but a house may
be allowed to burn down without endangering another. Tullock (1971c) has suggested that voluntary payment
schemes for excludable public goods could introduce cases resembling the latter.
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or a fire department, and the same strategy choices emerge. Each individual is better
off if all contribute to the provision of the public good than if all do not, and each
is still better off if only he does not pay for the good.

A pure public good has two salient characteristics: jointness of supply and the
impossibility or inefficiency of excluding others from its consumption, once it has
been supplied to some members of the community (Musgrave, 1959, pp. 9–12, 86;
Head, 1962). Jointness of supply is a property of the production or cost function of
the public good. The extreme case of jointness of supply is a good whose production
costs are all fixed, and thus whose marginal production costs are zero (e.g., a public
monument). For such a good, the addition of more consumers (viewers) does not
detract from the benefits enjoyed by others. Even a good with falling average costs,
although positive marginal costs, has elements of jointness that raise collective
provision issues.

The joint supply characteristic creates the potential gain from a cooperative move
from cell 3 to 1. Given jointness of supply, a cooperative consumption decision is
necessary to provide the good efficiently. If it took twice as many resources to
protect A and B from one another as it does to protect only one of them, collective
action would be unnecessary in the absence of nonexclusion. Each could choose
independently whether or not to provide his own protection.

People can be excluded from the benefits from viewing a statue placed within
a private gallery if they do not pay to see it. But people cannot be prevented from
viewing a statue or monument placed in the central city square. For many public
goods, the exclusion of some members of the community from their consumption
is impossible or impractical. Failure of the exclusion principle to apply provides
an incentive for noncooperative, individualistic behavior, a gain from moving from
cell 1 to either cell 2 or cell 4. The impossibility of exclusion raises the likelihood
that purely voluntary schemes for providing a public good will break down. Thus,
together, the properties of public goods provide the raison d’être for collective
choice. Jointness of supply is the carrot, making cooperative-collective decisions
beneficial to all; absence of the exclusion principle is the apple tempting individuals
into independent, noncooperative behavior.

Although the purest of pure public goods is characterized by both jointness of
supply and the impossibility of exclusion, preference revelation problems arise even
if only the first of these two properties is present. That is, an alternative definition
of a public good is that it may be provided in equal quantities to all members of
the community at zero marginal cost. The substitution of “may” for “must” in the
definition implies that exclusion may be possible. A classic example of a public good
fitting this second definition is a bridge. In the absence of crowding, the services
of the bridge can be supplied to all members of the community, but they need not
be. Exclusion is possible. As long as the marginal cost of someone’s crossing the
bridge remains zero, however, excluding anyone who would experience a marginal
benefit from crossing violates the Pareto principle. Jointness of supply alone can
create the need for collective action to achieve Pareto optimality.

Matrix 2.1 depicts the familiar and extensively analyzed prisoners’ dilemma. The
salient feature of this game is that the row player ranks the four possible outcomes
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2 > 1 > 3 > 4, while the column player has the ranking 4 > 1 > 3 > 2.2 The non-
cooperative strategy is dominant for both players. It is the best strategy for each
player in a single play of the game regardless of the other player’s strategy choice.
The outcome, square 3, is a Cournot-Nash equilibrium.3 It has the unfortunate prop-
erty of being the only outcome of the prisoners’ dilemma game that is not Pareto
optimal. From each of the other three squares a move must make at least one player
worse off, but from 3 a move to 1 makes both better off.

Despite the obvious superiority of the cooperative nonstealing outcome to the
joint stealing outcome, the dominance of the stealing strategies ensures that the
nonstealing strategies do not constitute an equilibrium pair, at least for a single play
of the game. The cooperative solution may emerge, however, as the outcome of a
“supergame” of prisoners’ dilemma games repeated over and over by the same play-
ers. The cooperative solution can arise, even in the absence of direct communication
between the players, if each player chooses a supergame strategy that effectively
links his choice of the cooperative strategy in a single game to the other player’s
choice of this strategy. One such supergame strategy is for a player to play the same
strategy in the present game as the other player(s) played in the previous game. If
both (all) players adopt this strategy, and all begin by playing the cooperation strat-
egy, the cooperative outcome emerges in every play of the game. This “tit-for-tat”
strategy beat all others proposed by a panel of game theory experts in a computer
tournament conducted by Axelrod (1984).

An alternative strategy, which achieves the same outcome, is for each player
to play the cooperative strategy as long as the other player(s) does, and then to
punish the other player(s) for defecting by playing the noncooperative strategy for
a series of plays following any defection before returning to the cooperative strat-
egy. Again, if all players begin by playing cooperatively, this outcome continues
throughout the game (Taylor, 1987, ch. 3). In both of these cooperative strategies,
equilibrium solutions to the prisoners’ dilemma supergame, the equilibrium comes
about through the punishment (or threat thereof) of the noncooperative behavior
of any player, in this case by the noncooperation of the other player(s). This idea
that noncooperative (antisocial, immoral) behavior must be punished to bring about
conformity with group mores is to be found in most, if not all, moral philoso-
phies, and forms a direct linkage between this large literature and the modern
theory.4

When the number of players in a prisoners’ dilemma game is small, it is obviously
easier to learn their behavior and predict whether they will respond to cooperative
strategy choices in a like manner. It is also easier to detect noncooperative behavior
and, if this is possible, single it out for punishment, thereby further encouraging the

2 An additional assumption that row player’s payoff in box 2 and column’s in box 4 add up to less than their two
payoffs in box 1 is needed to ensure that they do not take turns jointly defecting and cooperating; that is, not
stealing from one another for two periods yields higher payoffs than taking turns stealing from one another.

3 A set of strategies S = (s1, s2, . . . , si , . . . , sn) constitutes a Nash equilibrium, if for any player i, si is his optimal
strategy, when all other players j �= i play their optimal strategies s j , s j ∈ S.

4 For classical discussions of moral behavior and punishment, which are most modern and in line with
the prisoners’ dilemma discussion, see Hobbes, Leviathan (1651, chs. 14, 15, 17, 18), and Hume (1751,
pp. 120–7).
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cooperative strategies. When numbers are large, it is easy for one or a few players to
adopt the noncooperative strategy and either not be detected, since the impact on the
rest is small, or not be punished, since they cannot be discovered or it is too costly to
the cooperating players to punish them. Thus, voluntary compliance with behavioral
sanctions or provision of public goods is more likely in small communities than in
large (Coase, 1960; Buchanan, 1965b). Reliance on voluntary compliance in large
communities or groups leads to free riding and the under- or nonprovision of the
public good (Olson, 1965).

In the large, mobile, heterogeneous community, a formal statement of what be-
havior is mutually beneficial (e.g., how much each must contribute for a public
good) may be needed even for individuals to know what behavior is consistent
with the public interest. Given the incentives to free ride, compliance may require
the implementation of individualized rewards or sanctions. Olson (1965, pp. 50–1,
132–67) found that individual participation in large, voluntary organizations like
labor unions, professional lobbies, and other special interest groups was dependent
not on the collective benefits these organizations provided for all of their members,
but on the individualized incentives they provided in the form of selective bene-
fits for participation and attendance, or penalties in the form of fines, and other
individualized sanctions.

Thus, democracy, with its formal voting procedures for making and enforcing
collective choices, is an institution that is needed by communities of only a certain
size and impersonality. The family makes an array of collective decisions without
ever voting; a tribe votes only occasionally. A metropolis or nation state may have
to make a great number of decisions by collective choice processes, although many
of them may not correspond to what we have defined here as a democratic process.5

Similarly, small, stable communities may be able to elicit voluntary compliance
with group mores and contributions for the provision of local public goods by the
use of informal communication channels and peer group pressure. Larger, more
impersonal communities must typically establish formal penalties against asocial
behavior (like stealing), levy taxes to provide for public goods, and employ a police
force to ensure compliance.

The size of the community, its reliance on formal sanctions and police enforce-
ment, and the breakdown of the prisoners’ dilemma may all be dynamically related.
Detection of violators of the prisoners’ dilemma takes time. An increase in the
number of violations can be expected to lead to a further increase in violations but
only with a time lag. If, because of an increase in community size or for some other
reason, the frequency of violations were to increase, the frequency of violations in
later periods could be expected to increase; the frequency of violations in still later
periods would increase even further, and with these the need for and reliance on
police enforcement of the laws. Buchanan (1975a, pp. 123–9) has described such a
process as the erosion of a community’s legal (that is, rule-abiding) capital.6 Today,
this form of capital is typically referred to as social capital. Putnam (2000) provides

5 One must also keep in mind that democracy is but one potential means for providing public goods. Autocracies
and oligarchies also provide public goods to “their” communities. Autocracies are discussed in Chapter 18.

6 See Buchanan (1965b).
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evidence of a dramatic decline in the stock of social capital in the United States
over the recent generation.

Taylor (1987, pp. 168–79) relates the breakdown of the cooperative solution to
the prisoners’ dilemma not to the size of the community, however, but to the level
of government intervention itself.7 Intervention of the state in the provision of a
community want or in the enforcement of social mores psychologically “frees” an
individual from responsibility for providing for community wants and preserving
its mores. State intervention leads to increased asocial behavior requiring more state
intervention, and so on. Frey (1997b) makes an analogous argument. State-initiated
bribes and sanctions designed to elicit cooperative behavior may “crowd it out” by
destroying the intrinsic motivation of individuals to behave morally and as good
citizens. These theories might constitute one explanation for the rising government
expenditures that have occurred in this century. The increasing mobility and urban-
ization that have occurred during the century induce less voluntary cooperation by
citizens and cause more state intervention. State intervention in turn reduces the
internally motivated propensity for citizens to cooperate, necessitating still more
state intervention.

This scenario of an unraveling of the social fabric mirrors to a remarkable degree
the description by Rawls (1971, pp. 496–504) of the evolution of a just society, in
which the moral (just, cooperative) behavior of one individual leads to increasingly
moral behavior by others, reinforcing the cooperative behavior of the first and en-
couraging still more. The dynamic process in these two scenarios is the same, only
the direction of change is reversed.

2.2 Coordination games

The prisoners’ dilemma is a dilemma because cheating on the cooperative solution
to the game is rewarded and, thus, individually rational. All situations in which
one person’s utility depends on the action of another do not reward “cheating,” and
thus do not give rise to the kind of collective action problem that characterizes the
prisoners’ dilemma. One such situation involves a coordination game.

Matrix 2.2 depicts one such game. If Row and Column both play strategy A they
both receive the positive payoff a. If they coordinate on strategy B, they both receive
a positive b, and if they fail to coordinate, they both receive a payoff of zero. Now
suppose that each player knows all of the payoffs in Matrix 2.2 and must choose a
strategy independently from the other player and in ignorance of the other player’s
strategy choice. Which strategy should a rational individual choose? Both players
know that the other would like to choose the same strategy but, without knowledge
of the other player’s choice, there is obviously no unequivocal choice that a player
can make.

7 Indeed, “the main point [Taylor] set out to establish” was that “Cooperation can arise in the Prisoners’ Dilemma
supergame, no matter how many players there are” (1987, p. 104). On the next page he concedes, however, that
“it is pretty clear that Cooperation amongst a relatively large number of players is ‘less likely’ to occur than
Cooperation amongst a small number” (p. 105).
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Matrix 2.2. A coordination game

D Strategy Strategy
A B

G

Strategy 1 4
A (a, a) (0, 0)

Strategy 2 3
B (0, 0) (b, b)

Suppose, however, that b > a. Clearly, both players now have a preference for
coordinating on strategy B. Strategy B becomes a form of Schelling point, and both
can be expected to choose this strategy (Schelling, 1960). But what if b = a? Now
it would appear that our two players have little choice other than resorting to a coin
flip – unless, of course, they were allowed to communicate with one another. With
b = a, the two players are indifferent between coordinating on strategy A or B. If
one of them were to propose that they coordinate on strategy B, the other would
have no reason to object, and he would have no reason to defect once the agreement
had been reached. Coordination games thus have an inherent stability to them that
is absent in many other social-dilemma games, like the prisoners’ dilemma.

Indeed, because of this inherent stability, Pareto-optimal sets of strategies can be
expected to emerge when coordination games are repeated, under far less demand-
ing behavioral assumptions than are needed to sustain Pareto-optimal outcomes in
prisoners’ dilemma supergames. Assume, for example, that all individuals are ig-
norant of the payoffs from the different combinations of strategies, the choices that
the other player has made in the past, and the current choice of the other player. The
only information a player has is what her own strategy choices were over a finite
number of past plays of the game, and the payoffs she received. Given this limited
knowledge she chooses to play the strategy that was most highly rewarded in the
recent past.

For example, suppose that she can only recall the outcomes of the last five plays
of the game, when she played A three times and B twice. Two of the three times that
she played A, she got a; one of the two times that she played B, she was rewarded
with b. She opts to increase the frequency with which she plays strategy A. If the
other player adopts the same rule of thumb, the two players coordinate over time
on strategy A and remain locked in on it so long as the payoff structure does not
change.

Recent contributions to evolutionary game theory have modeled individual ac-
tion as adaptive learning, wherein an individual’s strategy choice today depends on
the payoffs she, or those she can observe, have received in the recent past. These
models demonstrate how coordinated strategy choices can emerge in games like that
in Matrix 2.2.8 These results are of great significance because they are based on far
more realistic assumptions about the capacities of individuals to engage in rational

8 See, for example, Sugden (1986); Warneryd (1990); Kandori, Mailath, and Rob (1993); and Young (1993).
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Matrix 2.3. Fence building as a game of chicken

D Contributes to Does not
building fence contribute

G

Contributes to 1 4
building fence (3, 3) (2, 3.5)

Does not 2 3
contribute (3.5, 2) (1, 1)

action and about the ways in which learning takes place. They show how social con-
ventions might evolve to solve coordination problems without the need for the state.9

Examples of coordination games include various conventions about driving: drive
on the right, pass on the left, yield to cars approaching from the right, and so on. If
all problems caused by social interaction were as simple as deciding on which side
of the road everyone should drive, one might well imagine that it would be possible
to do away with the state. But, alas, this is not the case, as our discussion of the
prisoners’ dilemma has already shown and the game of chicken further illustrates.

2.3 Public goods and chickens

The prisoners’ dilemma is the most frequently used characterization of the situations
to which public goods give rise. But the technology of public goods provision can
be such as to generate other kinds of strategic interactions. Consider the following
example.

The properties of two individuals share a common boundary. G owns a goat that
occasionally wanders into D’s garden and eats the vegetables and flowers. D has a
dog that sometimes crosses into G’s property, chasing and frightening the goat so
that it does not give milk. A fence separating the two properties could stop both
from happening.

Matrix 2.3 depicts the situation. With no fence, both D and G experience utility
levels on one. The fence costs $1,000 and each would be willing to pay the full cost
if necessary to get the benefits of the fence. The utility levels of each (2) are higher
with the fence than without it, even when they must pay the full cost alone. This
assumption ensures that the utility levels of both individuals are still higher if each
must pay only half the cost of the fence (square 1). Last of all, each is, of course, best
off if the fence is built and he pays nothing (payoffs of 3.5 to G and D, respectively,
in squares 2 and 4). Matrix 2.3 depicts the game of “chicken.” It differs from the
prisoners’ dilemma in that the outcome in which no one contributes (cell 3), which
is Pareto inferior to the outcome that both contribute (cell 1), is not an equilibrium.
Since each individual is better off even if he must pay for the fence alone, each
would be willing to move to square 2 or 4, as the case may be, rather than see the
outcome remain at cell 3. Cells 2 and 4 are both equilibria in this game, and they

9 It is possible that a society would lock in on a strategy A equilibrium, even though b > a, so that a limited role
for the state in announcing which strategy citizens should coordinate on might still be desirable.
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are the only two. The ordering of payoffs in a game of chicken for the row player
is cell 2 > 1 > 4 > 3, whereas in a prisoners’ dilemma it is 2 > 1 > 3 > 4. The
interchange of the last two cells for both players causes the shift in the equilibrium.

In cells 4, 1, and 2, the fence is built. These cells differ only in who pays for
the fence and the resulting utility payoffs. In cell 4, G pays the full $1,000 cost of
the fence and experiences a utility level of 2. In cell 1, G pays $500 and receives
a utility level of 3, while in cell 2 G pays nothing for a utility level of 3.5. The
lower increment in utility in going from a $500 fall in income to no change in
income, compared with going from a $1,000 fall in income to a $500 fall, reflects
an assumption of the declining marginal utility of income. If both G and D have
declining marginal utilities of income, as assumed in the figures in Matrix 2.3, then
the solution that they share the cost of the fence is welfare maximizing as well as
equitable. Under alternative assumptions, a stronger, higher fence may be built when
the cost is shared, and the result may be an efficiency gain from the cost-sharing
solution in cell 1. But the outcome in cell 1 is not an equilibrium. Both D and G
will be better off if they can convince the other to pay the full cost of the fence. One
way to do this is to precommit oneself not to build the fence, or at least to convince
one’s neighbor that one has made such a commitment so that the neighbor, say, D,
believes that her choice is between cells 2 and 3, and thus naturally chooses cell 2.

The chicken game is often used to depict the interactions of nations (Schelling,
1966, ch. 2). Let D be a superpower, which favors having other countries install
democratic institutions, and C a country favoring communist institutions. A civil war
rages in small country S between one group seeking to install a communist regime
and another group wishing to install a democratic constitution. The situation could
easily take on the characteristics of a game of chicken. Each superpower wants to
support the group favoring its ideology in S, and wants the other superpower to
back down. But if the other superpower, say, C , is supporting its group in S, then
D is better off backing off than supporting its group in S and thereby being led into
a direct confrontation with the other superpower. Both powers are clearly better off
if they both back off than if the confrontation occurs.

Given this game-of-chicken configuration of payoffs, each superpower may try to
get the other to back off by precommiting itself to defending democracy (commu-
nism) wherever it is threatened around the world. Such a precommitment combined
with a reputation for “toughness” could force the other superpower to back down
each time a clash between communist and noncommunist forces occurs in a small
country.

The danger in this situation, however, is that both superpowers become so com-
mitted to their strategy of supporting groups of their ideology, and so committed
to preserving their reputations for toughness, that neither side backs down. The
confrontation of the superpowers is precipitated by the civil war in S.

As in prisoners’ dilemmas, the joint cooperation solution to the chicken game
can emerge from a chicken supergame, if each player recognizes the long-run ad-
vantages to cooperation and adopts the tit-for-tat supergame strategy or an analo-
gous one (Taylor and Ward, 1982; Ward, 1987). Alternatively, the two superpowers
(neighbors) may recognize the dangers inherent in the noncooperative, precommit-
ment strategy and directly approach one another and agree to follow the cooperative
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strategy. Thus, although the structure of the chicken game differs from that of the
prisoners’ dilemma, the optimal solutions of the game are similar, requiring some
sort of formal or tacit agreement to cooperate. As the number of players increases,
the likelihood that a formal agreement is required increases (Taylor and Ward, 1982;
Ward, 1987). Thus, for the chicken game, as for the prisoners’ dilemma, the need
for democratic institutions to achieve the efficient, cooperative solution to the game
increases as the number of players rises.

2.4* Voluntary provision of public goods with constant
returns to scale

In this section we explore more formally the problems that arise in the voluntary
provision of a public good. Consider as the pure public good a levy or dike built of
bags of sand. Each member of the community voluntarily supplies as many bags
of sand as she chooses. The total number of bags supplied is the summation of the
individual contributions of each member. The more bags supplied, the higher and
stronger the dike, and the better off are all members of the community. Letting Gi be
the contribution to the public good of individual i , then the total quantity of public
good supplied is

G = G1 + G2 + G3 + · · · Gn. (2.1)

Let each individual’s utility function be given as Ui (Xi , G), where Xi is the quantity
of private good i consumes.

Now consider the decision of i as to how much of the public good to supply, that
is, the optimal Gi , given her budget constraint Yi = Px Xi + PgGi , where Yi is her
income and Px and Pg are prices of the private and public goods, respectively. In
the absence of an institution for coordinating the quantities of public good supplied,
each individual must decide independently of the other individuals how much of
the public good to supply. In making this decision, it is reasonable to assume that
the individual takes the supply of the public good by the rest of the community as
fixed. Each i chooses the Gi that maximizes Ui , given the values of Gj chosen by
all other individuals j . Individual i’s objective function is thus

Oi = Ui (Xi , G) + λi (Yi − Px Xi − PgGi ). (2.2)

Maximizing (2.2) with respect to Gi and Xi yields

∂Ui

∂G
− λi Pg = 0 (2.3)

∂Ui

∂ Xi
− λi Px = 0 (2.4)

from which we obtain

∂Ui/∂G

∂Ui/∂ Xi
= Pg

Px
(2.5)
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as the condition for utility maximization. Each individual purchases the public
good as if it were a private good, taking the purchases of the other members of the
community as given. This equilibrium is often referred to as a Cournot or Nash
equilibrium, as it resembles the behavioral assumption Cournot made concerning
the supply of a homogeneous private good in an oligopolistic market.

Now let us contrast (2.5) with the condition for Pareto optimality. To obtain this,
we maximize the following welfare function:

W = γ1U1 + γ2U2 + · · · + γnUn, (2.6)

where all γi > 0. Given the positive weights on all individual utilities, any allocation
that is not Pareto optimal – that is, from which one person’s utility can be increased
without lowering anyone else’s – cannot be at a maximum for W . Thus, choosing
Xi and Gi to maximize W gives us a Pareto-optimal allocation.

Maximizing (2.6) subject to the aggregate budget constraint

n∑

i=1

Yi = Px

n∑

i=1

Xi + PgG, (2.7)

we obtain the first-order conditions

n∑

i=1

γi
∂Ui

∂G
− λPg = 0 (2.8)

and

γi
∂Ui

∂ Xi
− λPx = 0, i = 1, n, (2.9)

where λ is the Lagrangian multiplier on the budget constraint. Using the n equations
in (2.9) to eliminate the γi in (2.8), we obtain

∑

i

λPx

∂Ui/∂ Xi
· ∂Ui/∂G = λPg, (2.10)

from which we obtain

∑

i

∂Ui/∂G

∂Ui/∂ Xi
= Pg

Px
. (2.11)

Equation (2.11) is the familiar Samuelsonian (1954) condition for the Pareto-optimal
provision of a public good. Independent utility maximization decisions lead each
individual to equate her marginal rate of substitution of the public for the private good
to their price ratio, as if the public good were a private good (2.5). Pareto optimality,
however, requires that the summation of the marginal rates of substitution over all
members of the community be equated to this price ratio (2.11).
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That the quantity of public good provided under the Cournot-Nash equilibrium
(2.5) is less than the Pareto-optimal quantity can be seen by rewriting (2.11) as

∂Ui/∂G

∂Ui/∂ Xi
= Pg

Px
−

∑

j �=i

∂U j/∂G

∂U j/∂ X j
. (2.12)

If G and X are normal goods in each individual’s utility function, then

∑

j �=i

∂U j/∂G

∂U j/∂ X j
> 0

and the marginal rate of substitution of public for private good for individual i
defined by (2.12) is less than that defined by (2.5), which implies that a greater
quantity of G and a smaller quantity of Xi are being consumed when (2.12) is
satisfied than when (2.5) is.

To gain a feel for the quantitative significance of the differences, consider the
special case where Ui is a Cobb-Douglas utility function, that is, Ui = Xα

i Gβ, 0 <

α < 1, and 0 < β < 1. Under this assumption (2.5) becomes

β Xα
i Gβ−1

αXα−1
i Gβ

= Pg

Px
, (2.13)

from which it follows that

G = Px

Pg

β

α
Xi . (2.14)

Substituting from (2.1) and the budget constraint yields

∑

i

Gi = Px

Pg

β

α

(
Yi

Px
− Pg

Px
Gi

)
, (2.15)

from which we obtain
(

1 + β

α

)
Gi = −

∑

j �=i

G j + β

α

Yi

Pg
(2.16)

or

Gi = − α

α + β

∑

j �=i

G j + β

α + β

Yi

Pg
. (2.17)

Equation (2.17) implies that individual i voluntarily chooses to supply a smaller
amount of the public good, the larger she believes the amount of public good provided
by the other citizens to be. With only two individuals in the community, (2.17)
defines the familiar reaction curve from duopoly theory. In this situation, it is a
negativity-sloped straight line.

If all members of the community have identical incomes, Y , then all will choose
the same levels of Gi , and (2.17) can be used to find the contribution in equilibrium
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of a single individual:

Gi = − α

α + β
(n − 1)Gi + β

α + β

Y

Pg
, (2.18)

from which we obtain

Gi = β

αn + β

Y

Pg
. (2.19)

The amount of the public good provided by the community through independent
contributions then becomes

G = nGi = nβ

αn + β

Y

Pg
. (2.20)

These quantities can be compared to the Pareto-optimal quantities. With all indi-
vidual incomes equal, all individuals contribute the same Gi and have the same Xi

left over, so that (2.11) becomes

n
β Xα

i Gβ−1

αXα−1
i Gβ

= Pg

Px
. (2.21)

Using the budget constraint to eliminate the Xi and rearranging yields for the
Pareto-optimal contribution of a single individual,

Gi = β

α + β

Y

Pg
(2.22)

and

G = nGi = nβ

α + β

Y

Pg
. (2.23)

Let us call the Pareto-optimal quantity of public good defined by (2.23) GPO, and
the quantity under the Cournot-Nash equilibrium (2.20), GCN. Their ratio is then

GCN

GPO
=

nβ

αn + β

Y

Pg

nβ

α + β

Y

Pg

= α + β

αn + β
. (2.24)

This ratio is less than one, if n > 1, and tends toward zero as n becomes increas-
ingly large. Thus, for all communities greater than a solitary individual, voluntary,
independent supply of the public good leads to less than the Pareto-optimal quantity
being supplied, and the relative gap between the two quantities grows as community
size increases.

The extent of underprovision of the public good at a Cournot-Nash equilibrium
depends on the nature of the individual utility functions (Cornes and Sandler, 1986,
ch. 5). For the Cobb-Douglas utility function, the greater the ratio of β to α, the
smaller the extent of underprovision. With α = 0 – that is, when the marginal
utility of the private good is zero – GCN = GPO. This equality also holds with
right-angled indifference curves, where again the marginal utility of the private
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good, holding the quantity of the public good fixed, is zero (Cornes and Sandler,
1986, p. 81). But with the familiar, smooth, convex-to-the-origin indifference
curves, one can expect an underprovision of a voluntarily provided public good,
and an underprovision whose relative size grows with the size of the community.
To achieve the Pareto-optimal allocation, some institution for coordinating the
contributions of all individuals is needed.

2.5* Voluntary provision of public goods with varying
supply technologies

Many public goods might be depicted using the summation technology of the previ-
ous section. Public goods of a prisoners’ dilemma type – for example, community
order, environmental quality – are provided by each individual contributing to the
“production” of the public good by not stealing or not polluting. For the typical pub-
lic good of this kind, the quantity supplied is to some degree additive with respect to
each individual’s contribution. The more people there are who refrain from stealing,
the more secure is the community, and the greater is the welfare of its members.

There are other public goods, however, for which the participation of all members
is necessary to secure any benefits. The crew of a small sailboat, two-man rowboats,
and bobsleds are examples. For the rowboat to go in a straight line each rower must
pull the oar with equal force. Under- or overcontributions are penalized by the boat’s
moving in a circle. Only the equal contribution of both rowers is rewarded by the
boat’s moving forward. With such goods, cells 2, 4, and 3 of Matrix 2.1 collapse
into one and cooperative behavior is voluntarily forthcoming.

Goods such as these are produced by what Hirshleifer (1983, 1984) named
the “weakest-link” technology. The amount of public good provided is equal to
the smallest quantity provided by any member of the community. At the other
pole from weakest-link technology one can conceive of a best-shot technology
for which the amount of public good provided is equal to the largest quantity
provided by any one member of the community. As an example of the best-shot
technology, one can think of a community first having each member design a boat
(bridge) for crossing a given body of water, and then the best design selected and
constructed.

The weakest-link technology is like a fixed coefficient production function for
public goods. Individual i’s marginal contribution to public good supply, ∂G/∂Gi ,
is zero, if his contribution exceeds that of any other member of the community
(Gi > G j for some j). But ∂G/∂Gi equals the community supply function when
Gi < G j for all j . The summation technology assumes an additive and separable
production function, whereas the best-shot technology assumes a form of discon-
tinuously increasing returns. The latter seems the least plausible of the three, so we
consider only the cases falling in the range between the weakest-link and summation
production technologies.

Consider a community of two Australian farmers whose fields are adjacent to
another and border on a segment of the bush. Each night the kangaroos come out
of the bush and destroy the farmers’ crops. The farmers can protect their crops,
however, by erecting fences along the border between their property and the bush.
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Each farmer is responsible for buying fence for his own segment of the border. The
following technologies can be envisaged:

Weakest link: Kangaroos adapt quickly to changes in their environment and
discover the lowest point in the fence. The number of kangaroos entering
both farmers’ fields is determined by the height of the fence at its lowest
point.

Unweighted summation: Kangaroos are very dumb and probe the fence at
random. The number of kangaroos entering the two fields varies inversely
with the average height of the two fences.

Diminishing returns: If one farmer’s fence is lower than the other’s, some,
but not all, kangaroos learn to probe only the lower fence, and the higher
fence stops some kangaroos from going over.

Now consider the following general formulation of public good supply: Let G
be the number of units of public good provided, defined in this case as the number
of kangaroos prevented from entering the fields. Let the units of fence purchased at
price Pf be defined so that

G = F1 + w F2, 0 ≤ F1 ≤ F2, 0 ≤ w ≤ 1, (2.25)

where Fi is farmer i’s purchase of fence. If w = 0, we have the weakest-link case,
and G = F1, the smaller of the two contributions. The larger w is, the more 2’s
contribution beyond 1’s contributes to the supply of G, until with w = 1, we reach the
unweighted summation supply function examined above. To simplify the problem,
assume that both farmers have identical utility functions and both G and the private
good X are noninferior. Then the farmer with the lower income will always choose
to purchase the smaller quantity of fence, so that farmer 1 is the farmer with the
smaller income of the two. He maximizes his utility U1(X, G) by choosing a level of
private good consumption X1 and contribution to the public good F1 satisfying his
budget constraint, Y1 = Px X1 + Pf F1. The solution is again (2.5), with the price
of the public good now Pf .

The solution to the utility maximization problem for farmer 2 is, however,

∂U2/∂G

∂U2/∂ X
= Pf

w Px
(2.26)

as long as F2 > F1. In effect, farmer 2 faces a higher relative price for the public
good F , since his purchases do not contribute as much on the margin as 1’s, owing to
the technology defined by (2.25). The smaller w is, the less fence 2 buys (the smaller
his optimal contribution to the public good). With small enough w , the solution to
(2.26) would require F2 < F1. But then 2 would be the smaller contributor and his
optimal contribution would be defined by (2.5). Since 2 favors a greater contribution
than 1, he simply matches 1’s contribution if satisfying (2.26) violates F2 > F1.

To determine the condition for the Pareto-optimal level of G, we choose levels
of X1, X2, and G to maximize 1’s utility, holding 2’s utility constant, and satisfying
(2.25) and the individual budget constraints; that is, we maximize

L = U1(X1, G) + γ [Ū2 − U2(X2, G)] + λ[G − F1 − w F2], (2.27)
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from which it follows that

∂U1/∂G

∂U1/∂ X
+ w

∂U2/∂G

∂U2/∂ X
= Pf

Px
. (2.28)

Only in the extreme weakest-link case, where w = 0, is the condition for Pareto
optimality for the community (2.28) satisfied by the two individuals acting
independently, for then (2.28) collapses to (2.5), and both farmers purchase the
amounts of fence satisfying (2.5).10 With w = 1, on the other hand, we have the
unweighted summation supply of public good, and (2.28) becomes (2.11), the
Samuelsonian (1954) condition for Pareto optimality, and too little public good
is being supplied.

Moreover, the difference between the quantity of public good supplied voluntarily
when each farmer acts independently and the Pareto-optimal quantity increases
with w . To illustrate this, again let both individuals have identical incomes Y ,
and identical utility functions U = XαGβ . Both then purchase the same quantity
of fence F and private good X . From (2.5) and (2.25) we obtain the Cournot-
Nash equilibrium quantity of public good supplied through the independent utility-
maximizing decisions of the two farmers:

GCN = βY (1 + w)

Pf [α(1 + w) + β]
. (2.29)

In the same way, (2.28) can be used to obtain Pareto-optimal G:

GPO = β

α + β

Y

Pf
(1 + w). (2.30)

Dividing (2.29) by (2.30) we obtain the ratio of independently supplied to Pareto-
optimal quantities of public good:

GCN

GPO
= α + β

α(1 + w) + β
. (2.31)

With w = 0, the ratio is one, but it falls as w increases.
With n individuals, (2.28) generalizes to

∂U1/∂G

∂U1/∂ X
+ w2

∂U2/∂G

∂U2/∂ X
+ w3

∂U3/∂G

∂U3/∂ X
+ · · · + wn

∂Un/∂G

∂Un/∂ X
= Pf

Px
(2.32)

and (2.31) generalizes to

GCN

GPO
= α + β

α(1 + w2 + w3 + · · · + wn) + β
. (2.33)

The gap between the independently provided and Pareto-optimal quantities of public
good increases as the number of members of the community increases, and the
weights on the additional contributions increase.

10 This conclusion is contingent on the initial incomes of the two farmers and the implicit constraint that farmer 2
cannot transfer money to 1 or purchase fence for him. With w low enough or Y2/Y1 high enough, unconstrained
Pareto optimality may require that 2 subsidize 1’s purchase of fence. See Hirshleifer (1984).
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Experiments by Harrison and Hirshleifer (1986) with two players indicate that
individuals will voluntarily provide nearly the Pareto-optimal quantity of public
good in weakest-link (w = 0) situations, but underprovide in summation and best-
shot situations. Experimental results by van de Kragt, Orbell, and Dawes (1983)
with small groups also indicate that efficient public good provision is forthcoming
in situations resembling the weakest-link technology. Thus, voluntary provision of
public goods without coordination or coercion at Pareto-optimal levels is possible
when the technology of public good provision conforms to the weakest-link condi-
tion. Unfortunately, with large communities it is difficult to think of many public
goods for which voluntary provision is feasible, and all wi for contributions greater
than the minimum are zero or close to it. In large communities, therefore, some
institutional mechanism for coordinating and coercing individual contributions to
the supply of public goods seems likely to be needed.

2.6 Externalities

Public goods are a classic example of the kinds of market failures economists cite as
justification for government intervention. Externalities are the second primary cat-
egory of market failure. An externality occurs when the consumption or production
activity of one individual or firm has an unintended impact on the utility or pro-
duction function of another individual or firm. Individual A plants a tree to provide
herself shade, but inadvertently blocks her neighbors’ view of the valley. The pulp
mill discharges waste into the river and inadvertently raises the costs of production
for the brewery downstream. These activities may be contrasted with normal market
transactions in which A’s action, say, buying the tree, has an impact on B, the seller
of the tree, but the impact is fully accounted for through the operation of the price
system. There is no market for the view of the valley or the quality of water in the
river, and thus no price mechanism for coordinating individual actions. Given the
existence of externalities, a non-Pareto-optimal allocation of resources often results.

To see the problem more clearly, let us consider a situation in which two individ-
uals each consume private good X , and A consumes externality creating good E .
Individual A then purchases X and E so as to maximize her utility subject to the
budget constraint, YA = X A Px + E A Pe; that is, A maximizes

L = UA(X A, E A) + λ(YA − X A Px − E A Pe). (2.34)

Maximization of (2.34) with respect to X and E yields the familiar first-order
condition for individual utility maximization when there are two private goods:

∂UA/∂ E

∂UA/∂ X
= Pe

Px
. (2.35)

But E is an activity that produces an externality and thus enters B’s utility func-
tion also, even though B does not buy or sell E . We can solve for the Pareto-optimal
allocation of X and E by maximizing one individual’s utility, subject to the con-
straints that the other individual’s utility is held constant, and the combined budget
of the two individuals is not exceeded.
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LPO = UA(X A, E A) + λ(ŪB − UB(X B, E A))

+ γ (YA + YB − Px X A − Px X B − Pe E A). (2.36)

The presence of A’s consumption of E, E A, in B’s utility function represents the
externality nature of the E activity. Maximizing (2.36) with respect to X A, X B, and
E A yields

∂LPO

∂ X A
= ∂UA

∂ X
− γ Px = 0, (2.37)

∂LPO

∂ X B
= λ

(
−∂UB

∂ X

)
− γ Px = 0, (2.38)

∂LPO

∂ E A
= ∂UA

∂ E
− λ

∂UB

∂ E
− γ Pe = 0. (2.39)

Using (2.37) and (2.38) to eliminate λ and γ from (2.39), we obtain as the
condition for Pareto optimality

∂UA/∂ E

∂UA/∂ X
+ ∂UB/∂ E

∂UB/∂ X
= Pe

Px
(2.40)

or

∂UA/∂ E

∂UA/∂ X
= Pe

Px
− ∂UB/∂ E

∂UB/∂ X
. (2.41)

Equation (2.41) gives the condition for Pareto optimality; (2.35), the condition
for individual A’s optimal allocation of her budget. Equation (2.35) governs the
determination of the level of E , since only A decides how much E is purchased. If
activity E creates a positive externality,

∂UB/∂ E

∂UB/∂ X
> 0,

then

∂UA/∂ E

∂UA/∂ X

is larger than is required for Pareto optimality. A purchases too little E (and too much
X ) when E produces a positive external economy. Conversely, when E generates a
negative externality,

∂UB/∂ E

∂UB/∂ X
< 0,

and A buys too much of E .
Although seemingly a separate category of market failure, the Pareto-optimality

condition for an externality is identical to that for a pure public good, as a comparison
of (2.40) and (2.11) reveals (Buchanan and Stubblebine, 1962). The difference
between a pure public good and an externality is that in the case of a public good all
members of the community consume the same good, whereas for an externality the
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good (bad) consumed by the second parties may differ from that consumed by the
direct purchaser. When A contributes to the purchase of flowers for the town square,
she helps finance a public good. When A plants flowers in her backyard, she creates
a positive externality for those neighbors who can see and enjoy them. If some of
A’s neighbors are allergic to pollen from the flowers in her backyard, A’s plantings
create a negative externality. What is crucial to the issue of Pareto optimality is not
that A and B consume precisely the same good, but that A’s consumption alters B’s
utility in a manner not accounted for through the price system. B is not excluded
from the side effects of A’s consumption, and it is this nonexcludability condition
that joins public goods and externalities by one and the same Pareto-optimality
condition. It is this nonexcludability condition that necessitates some coordination
of A and B’s activities to achieve Pareto optimality.

One way to adjust A’s consumption of E to bring about Pareto optimality is for
the government to levy a tax or offer a subsidy to the E activity. If, for example, E
generates a negative externality, a tax on E equal to

−∂UB/∂ E

∂UB/∂ X

raises the price of E relative to X by precisely the amount necessary to achieve
Pareto optimality. Alternatively, a subsidy to A for each unit of E she consumes,
less than the amount implied by (2.35), achieves the same effect. The existence of
a government to correct for externalities by levying taxes and offering subsidies
is a traditional explanation for government intervention most frequently associated
with the name of Pigou (1920).

In most discussions of Pigouvian taxes, the government is assumed to “know” the
marginal rates of substitution of the different parties generating and affected by the
externalities. Often the government is referred to as an individual, the policymaker,
who possesses all of the information relevant to determine the Pareto-optimal allo-
cation of resources and who then announces the optimal taxes and subsidies. But
where does the policymaker obtain this information? In some situations – for ex-
ample, when one factory’s activities affect the costs of another – one might think of
the government policymaker as gathering engineering data and using these to make
a decision. But when individual utilities are affected, the engineer’s information-
gathering problem is greatly complicated. Much of this book is concerned with
describing how democratic institutions reveal information concerning individual
preferences on externality-type decisions. The next section discusses a more direct
approach to the question.

2.7 The Coase theorem

Ronald Coase, in a classic article published in 1960, challenged the conventional
wisdom in economics regarding externalities, taxes, and subsidies. Coase argued that
the existence of an external effect associated with a given activity did not inevitably
require government intervention in the form of taxes and subsidies. Pareto-optimal
resolutions of externality situations could be and often were worked out between
the affected parties without the help of the government. Moreover, the nature of the
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outcome was independent of the assignment of property rights, that is, in the case
of a negative externality associated with E whether the law granted the purchaser
of E the right to purchase E in unlimited quantities, or the law granted B the right
to be protected from any adverse effects from A’s consumption of E .

Although Coase develops his argument by example, and neither states nor proves
any theorems, the main results of the paper are commonly referred to as the Coase
theorem. The theorem can be expressed as follows:

The Coase theorem: In the absence of transaction and bargaining costs, affected
parties to an externality will agree on an allocation of resources that is both
Pareto optimal and independent of any prior assignment of property rights.

Pigou was wrong; government intervention is not needed to resolve externality
issues.

Consider first a discrete case of the theorem. Let A be a factory producing widgets
with a by-product of smoke. Let C be a laundry whose costs are raised by A’s
emissions of smoke. Given that A is in business, C’s profits are $24,000, but if A
were to cease production altogether, C’s profits would rise to $31,000. A’s profits are
$3,000. Assuming A’s factors of production can be costlessly redeployed, society is
better off if A ceases production. C then earns a net surplus over costs of $31,000,
while the combined surplus when both A and C operate is only $27,000.

But suppose that there are no laws prohibiting smoke emissions. A is then free to
produce, and the socially inferior outcome would appear to ensue. It would, however,
pay C to bribe the owners of A to cease production by promising to pay them $3,000
per annum. Alternatively, C could acquire A and close it down. If i is the cost of
capital, and the market expects A to earn $3,000 profits per year in perpetuity, then
the market value of A is $3,000/ i . The present discounted value to C of shutting
down A is $7,000/ i , however. The owners of C realize an increase in wealth of
$4,000/ i by acquiring and closing A.

To see that the socially efficient outcome arises regardless of the assignment of
property rights, assume that A’s annual profit is $10,000 and the figures for C are
as before. Now the efficient solution requires that A continue to operate. Suppose,
however, that the property rights lie with C . Strict air pollution laws exist and C
can file a complaint against A and force it to cease production. However, the profits
of A are now such that A can offer C a bribe of $7,000 + α, 0 ≤ α ≤ $3,000, not
to file a complaint. The owners of both firms are as well or better off under this
alternative than they are if A closes, and the socially efficient outcome can again be
expected to occur.

Note that under the conditions of the first example, where A’s profits were only
$3,000, it would not pay A to bribe C to allow it to continue to produce, and the
socially efficient outcome would again occur.

When the externality-producing activity has a variable effect on the second party
as the level of the activity changes, the Coase theorem still holds. If A’s marginal
rate of substitution of E for X (MRSA

E X ) falls as E increases, then MRSA
E X − Pe/Px

is negative sloped, as in Figure 2.1. The point where MRSA
E X − Pe/Px crosses the



2.7 The Coase theorem 29

Figure 2.1. Pareto-optimal quantity of a good with external effects.

horizontal axis, E1, is the level of E that A chooses when she acts independently of
B. It is the level of E satisfying (2.35).

If E creates a negative externality on B, then −MRSB
E X is positive. In Figure 2.1,

−MRSB
E X is drawn under the reasonable assumption that B is willing to give up an

increasing amount of X to prevent A from consuming another unit of E , the higher
E is. EPO is the Pareto-optimal level of E , the level satisfying (2.41).

The area EPOFGE1 measures the utility loss to B from A’s consumption of E1

instead of EPO. EPOFE1 measures A’s utility gain from these extra units of E . Both
B and A are made better off if A accepts a bribe of Z from B to consume EPO

rather than E1, where EPOFE1 < Z < EPOFGE1. In particular, if B were to offer A
a bribe of EPO F for each unit of E she refrained from consuming, A would choose
to consume exactly EPO units of E , and A would be better off by the area W and B
by the area V as against the independent action outcome at E1.

With the property rights reversed, B could forbid A from consuming E and force
the outcome at 0. But then A would be foregoing OHFEPO benefits, while B gains
only OFEPO, as opposed to the Pareto-optimal allocation EPO. Self-interest would
lead A to propose and B to accept a bribe Z ′, to allow A to consume EPO, where
OFEPO < Z ′ < OHFEPO.11

Coase demonstrated his theorem with four examples drawn from actual cases.
Several experiments have been run in which student subjects are given payoff tables
that resemble those one would observe in an externality situation. Pareto-optimal

11 For the quantity of E bought to be the same, whether A receives or pays the bribe, no income effects must be
present. When they exist, precise solutions require the use of compensated demand functions (Buchanan and
Stubblebine, 1962).

I also abstract from the difficulty of people moving close to a negative externality to receive a bribe, as
discussed by Baumol (1972).
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outcomes are observed in well over 90 percent of the experiments.12 The Coase
theorem offers a logical and empirically relevant alternative to government action
in externality situations. But does it hold up as the number of parties involved in
the externality increases? We now address this question.

2.8 Coase and the core

The examples presented by Coase and those discussed above involve but two parties.
Does the theorem hold when more than two parties are involved? Hoffman and
Spitzer (1986) present experimental results in which Pareto-optimal allocations are
achieved in Coasian bargains among as many as 38 parties. But Aivazian and Callen
(1981) present an example in which the theorem breaks down with only 3 parties.
Let us consider their example.

They deal with a factory, A, producing smoke and a laundry, C , as in our previous
example. Representing company profits using the characteristic function notation of
game theory, we can restate the previous example as having the following attributes:
V (A) = $3,000, V (C) = $24,000, and V (A, C) = $31,000, where V (A, C) is a
coalition between A and C , that is, a merger of A and C that results in A’s ceasing
production.

Now assume the existence of a second factory, B, producing smoke. Let the
characteristic functions for this problem be defined as follows:

V (A) = $3,000 V (B) = $8,000 V (C) = $24,000
V (A, B) = $15,000 V (A, C) = $31,000 V (B, C) = $36,000

V (A, B, C) = $40,000

The Pareto-optimal outcome is the grand coalition V (A, B, C); that is, A and B
cease production. If the property right lies with C , the Pareto outcome occurs, C
forbids A and B to produce, and neither a coalition between A and B (V [A, B] =
$15,000) nor the two firms independently ($3,000 + $8,000) can offer C a large-
enough bribe to offset its $16,000 gain from going from V (C) to V (A, B, C).

Suppose, however, that A and B have the right to emit smoke. C offers A
and B $3,000 and $8,000, respectively, to cease production. Such a proposal
can be blocked by A offering to form a coalition with B and share V (A, B) =
$15,000 with allocations, say, of X A = $6,500, X B = $8,500. But C in turn can
block a coalition between A and B by proposing a coalition between itself and
B, with, say, X B = $9,000 and XC = $27,000. But this allocation can also be
blocked.

To prove generally that the grand coalition is unstable, we show that it is not within
the core. Basically, a grand coalition is within the core if no subset of the coalition
can form, including an individual acting independently, and provide its members
higher payoffs than they can obtain in the grand coalition. If (X A, X B, XC ) is an

12 See Hoffman and Spitzer (1982, 1986); Harrison and McKee (1985); and Coursey, Hoffman, and Spitzer
(1987).
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allocation in the core, then it must satisfy conditions (2.42), (2.43), and (2.44):

X A + X B + XC = V (A, B, C) (2.42)

X A ≥ V (A), X B ≥ V (B), XC ≥ V (C) (2.43)

X A + X B ≥ V (A, B), X A + XC ≥ V (A, C), X B + XC ≥ V (B, C). (2.44)

Condition (2.44) implies that

X A + X B + XC ≥ 1

2
[V (A, B) + V (A, C) + V (B, C)], (2.45)

which from (2.42) implies that

V (A, B, C) ≥ 1

2
[V (A, B) + V (A, C) + V (B, C)]. (2.46)

But the numbers of the example contradict (2.46):

$40,000 <
1

2
($15,000 + $31,000 + $36,000) = $41,000.

The grand coalition is not in the core.
The primary issue in the present example is the externality of smoke caused

by factories A and B imposed upon the laundry C . That there are gains from
internalizing this externality is represented by the assumptions that

V (A, C) > V (A) + V (C) (2.47)

V (B, C) > V (B) + V (C) (2.48)

V (A, B, C) > V (A) + V (B, C) (2.49)

V (A, B, C) > V (B) + V (A, C). (2.50)

In their example, Aivazian and Callen also make the assumption that an externality
exists between the two smoking factories; that is, there are gains to their forming a
coalition independent of the laundry C :

V (A, B) > V (A) + V (B). (2.51)

Now this is clearly a separate externality from that involving C and either or both of
the two factories. Aivazian and Callen (p. 177) assume the existence of an economy
of scale between A and B. But the existence of this second externality is crucial to
the proof that no core exists. Combining (2.49) and (2.50) we obtain

V (A, B, C) >
1

2
[V (A) + V (B) + V (B, C) + V (A, C)]. (2.52)

If now V (A, B) ≤ V (A) + V (B) – that is, there are no economies to forming the
A, B coalition – then

V (A, B, C) >
1

2
[V (A, B) + V (B, C) + V (A, C)] (2.53)
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and condition (2.46) is satisfied. The grand coalition is now in the core. Aivazian
and Callen’s demonstration that no core exists when property rights are assigned to
the factories comes about not simply because a third player has been added to the
game, but because a second externality has also been added, namely, the gain from
combining A and B. Moreover, the absence of the core hinges on the requirement
that both externalities be eliminated simultaneously with the help of but one liability
rule.

To what extent does this example weaken Coase’s theorem? As long as we are
concerned with eliminating the inefficiency caused by a single externality, I do
not think that the example has much relevance. Suppose, for example, that the
property rights are with A and B, but that the law allows C to close them if it
pays just compensation. C offers the owners of A and B $3,000 and $8,000 per
annum in perpetuity if they cease to operate. They refuse, demanding $15,000. If
the matter were to go to court, should the court consider an argument for awarding
$15,000 on the grounds that A and B could earn that much if they continued to
operate and if they decided to merge? I doubt that any court would entertain such an
argument. Nevertheless, by including the value of the coalition between A and B in
the examination of the existence of the core, we have given legitimacy to a threat by
A and B to merge and eliminate one externality as a hindrance to the formation of a
coalition among C, A, and B to eliminate another. Conceptually, it seems preferable
to assume that either A and B definitely will merge, absent agreement with C , or
they will not. If they will, negotiation is between C and the coalition A, B and the
Coase theorem holds, since V (A, B, C) > V (C) + V (A, B). If A and B will not
merge, (2.52) is the relevant condition for determining the existence of the core,
and the theorem again holds.13

2.9 A generalization of the Coase theorem

The Coase theorem breaks down in Aivazian and Callen’s example, because no stable
coalition can form among the three actors. If firm C approaches A and proposes that
they form a coalition that would increase both firms’ profits, B steps forward and
makes A a better offer. But this coalition is also vulnerable to a counteroffer from C .
This form of cycling from one possible outcome to another will pop up throughout
the book. It arises because each actor can unilaterally break any “agreement” and
accept a better offer.

Bernholz (1997a, 1998) has proposed to rescue the Coase theorem, therefore,
by restricting an individual’s freedom to break a contract once made. Specifically,
Bernholz requires that all external contracts and all internal contracts be binding,
meaning that a contract, once made, can only be broken if all parties agree to break
it. An example of an external contract would be an agreement between firms A and

13 The combined market values of A and B must lie between $11,000/ i , the value the market places on the firms
if it assigns a zero probability to their merging ($3,000/ i + $8,000/ i), and $15,000/ i , the value of a merged
firm. Thus, the option of C buying A and B and forming the grand coalition through merger must exist if
ownership claims to A and B are for sale. Thus, in the spirit of the Coase theorem, individual actions and the
market for firms can optimally eliminate the externality without government intervention.
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Figure 2.2. Alternative paths to the grand coalition.

C to merge and form a new firm. Once this contract has been signed, the requirement
that all internal contracts be binding implies that A could accept an offer to merge
with B only if C agreed. Since C is worse off playing the game alone, C would only
agree to let A break and join with B if A and B offered C a compensating bribe.
But the gain to A and B from forming a coalition is not sufficient to compensate
C for its loss if C breaks with A, and thus C will never agree to allow A to merge
with B. Once A and C have agreed to merge, the only new agreement possible is
one to form the grand coalition, and it will be forthcoming, since it can lead to an
improvement in the positions of all parties. Thus, when all internal and external
contracts are binding, one of the four sequences of moves depicted in Figure 2.2
must take place. Either the three firms form the grand coalition immediately, or a
pair of them merge, and then this pair goes on to merge with the remaining third
company.

Given the presence of well-defined property rights and the absence of transaction
costs, Bernholz (1997a, 1998) proves that the existence of binding internal and
external contracts suffices to ensure that the Pareto frontier is reached. Starting
from a state of anarchy, rational self-interested individuals could and would join
a series of contracts that would carry them out to the Pareto frontier. No cycling
problems of the type posed by Aivazian and Callen would arise, nor of the types
discussed later in this book.14 In a world of zero transaction costs, the state’s only
role would be to define the initial set of property rights and enforce all contracts
to ensure that they are, indeed, binding. Coase’s initial insight – that two rational
individuals would, in the absence of transaction costs, contract to resolve a conflict
over an externality in a way that achieves Pareto optimality – can be generalized
to all individuals contracting to resolve all collective action problems optimally.
(Bernholz’s theorem does not, of course, overturn the demonstration that no core
exists in the example of three factories, as well as in a much broader set of examples.

14 Bernholz makes some additional assumptions, but the key assumptions for the proof are those of zero transaction
costs and binding contracts.
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Figure 2.3. Utility possibilities in presence of an externality.

Thus, the possibility cannot be ruled out that a Pareto-optimal set of contracts is
never achieved. Just as Buridan’s ass stood paralyzed unable to choose between
two equidistant stacks of hay, individuals faced with several contractual options,
each of which would improve their welfare, may be unable to choose any one,
and thus fail to join any. Although a logical possibility, for individuals who are
more rational than Buridan’s ass, one expects that they would eventually join one
advantageous contract and then move on to others as they march toward the Pareto
frontier.)

2.10 Does the Coase theorem hold without predefined
property rights?

In our statement of the Coase theorem, the Pareto-optimal allocation is reached
independent of any initial assignment of property rights. What happens, however, if
there is no initial assignment of property rights? Does the Coase theorem still hold?

To see what is involved, consider Figure 2.3. A undertakes activity E which creates
an externality that harms B, as discussed in the example involving Figure 2.1.
The initial assignment of property rights favors A. SP represents the levels of
utility that A and B experience when A purchases E without regard for B (EI in
Figure 2.1). The minimum bribe that A will accept to achieve the Pareto-optimal
outcome equals the triangular area under her demand schedule between EI and EPO.
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If B pays only this minimum bribe his utility increases by the equivalent of W + V in
Figure 2.1, and the outcome shifts from SP to y. If, on the other hand, all of the gains
from reducing the level of E go to A, the outcome shifts from SP to z. The curve
connecting points y and z represents all of the combinations of utility that A and B
can attain by reducing A’s consumption of E to its Pareto-optimal level. The Coase
theorem states that in the absence of transaction costs some point between y and z is
attained.

What happens, however, if there are no assigned property rights? Presumably
A will want to consume EI . B will want to prevent A from consuming any E .
To do so, B might buy a gun or hire a thug to intimidate A. Violence might ensue.
Without assigned property rights A and B are thrust back into anarchy and additional
resources might be wasted in the struggle to determine how much E , if any, A will
be able to consume. The status quo under anarchy shifts back from SP to SA.

But if there are zero transaction costs, A and B will not stay at SA; they will agree
to move costlessly to some point on y − z. If by zero transaction costs we mean
zero bargaining costs, then rational self-interested individuals will never expend
resources to resolve conflicts, since these conflicts can always be resolved at no cost
to both parties’ advantage. A and B move instantaneously from SA to y − z.

Such an interpretation of the zero transaction costs assumption both trivializes
it and converts the Coase theorem into a tautology, which merely states that ratio-
nal people will never pass up opportunities to make themselves better off at zero
cost.15

At the same time, however, the argument helps illustrate just how important are
the assumptions that we make about transaction costs, and it gives additional insight
as to why property rights are valuable. The range of utility combinations that make
both A and B better off is much greater when they are bargaining from point SA

than from point SP . Thus, the stakes involved in the bargaining are much greater at
SA than at SP . In the real world, where bargains are not costlessly consummated, it
might be easier for A and B to strike a bargain if they start from point SP , since the
stakes are much smaller there. This in turn explains why individuals might choose
from a state of anarchy like that represented by SA to define property rights. Such
rights may reduce future transaction and bargaining costs.16

2.11 Externalities with large numbers of individuals

The Coase theorem implies that when transaction costs are zero, all collective
choices that promise a Pareto improvement are made. No public good with benefits
greater than costs goes unprovided; no Pareto-relevant external effect is left unal-
tered; no firm that would make a profit fails to get started, no matter how large the
number of participants needed to bring about the optimal collective choice.

In the next section, we shall indicate why the zero transaction costs assumption
becomes increasingly implausible as the number of participants in a collective
action increases. Now, however, we consider an argument that the Coase theorem is

15 See Mueller (1991) and Usher (1998).
16 See, again, Mueller (1991). We return to the issue of why rights might be defined in Chapters 26 and 27.
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“undermined” by increasing numbers of participants, even when transaction costs
remain zero.17

We have already demonstrated this proposition in Sections 2.4 and 2.5 for the
case of voluntary individual contributions to a public good taking the contributions
of all other individuals as given. Except in the case of the most extreme weakest-
link technology, the quantity of the public good provided as a percentage of the
Pareto-optimal amount becomes vanishingly small as the number of contributors
increases.

Consider now a slightly different example involving a discrete public good that
would seem to make the attainment of Pareto optimality through voluntary action
more likely.18 A dike that will forever protect a community from flooding can be
built at a cost of C . Each of the N members of the community has identical tastes and
income and would experience a utility gain of V if the dike were built. Obviously, the
dike should be built if N V > C . But a collective decision must be made to provide
this public good. A meeting is called to which all N members of the community are
invited. Each person is free to attend or not. Those attending can decide whether to
provide the public good and share its costs amongst themselves, or not. Absent an
institution like the state that can compel contributions, however, those who do not
attend the meeting cannot be forced to contribute to the public good’s costs.

Given the zero transaction (bargaining) costs assumption, we can assume that
the n individuals who show up at the meeting choose to build the dike, if nV > C ,
and, let us say, they decide to share its costs equally. Knowing this, each individual
must decide whether to attend the meeting. With all individuals identical, it is
reasonable to confine our attention to symmetric strategy choices. There are only
two pure strategy choices – to participate or to abstain – and thus only two possible,
symmetric Nash equilibria in pure strategies – one where all participate and one
where all abstain. Let M be the minimum number of participants that suffices for the
dike to be built, (M − 1)V < C < MV . Then participation is a symmetric, Nash
equilibrium if and only if M = N . With M < N and all other persons participating,
an individual is better off abstaining and free-riding on the provision of the public
good by the rest of the community. The case M = N corresponds to the extreme
form of weakest-link technology described in Section 2.4, and again produces the
Pareto-optimal quantity of the public good with voluntary participation.

Abstention is a symmetric Nash equilibrium for any M above one. If two or more
individuals must participate for the dike to be built, and all other (N − 1) individuals

17 We follow the development of the argument by Dixit and Olson (2000). See also, however, Palfrey and Rosenthal
(1984).

18 Voluntary contributions should be more likely with discrete public goods, because no public good is provided
at all unless the total amount contributed exceeds the lump sum cost of the public good – referred to in the
experimental literature as the “provision point.” Although the existence of a provision point by itself does
not seem to mitigate free-rider behavior in public goods experiments (Isaac, Schmidtz, and Walker, 1989;
Asch, Gigliotti, and Polito, 1993), Isaac, Schmidtz, and Walker (1989) and Bagnoli and McKee (1991) do find
significantly higher voluntary contributions in experiments that include both provision points and a give-back
option. In these experiments an individual only “loses his contribution” if the provision point is reached and
the public good is provided. This combination of a provision point and a give-back option characterizes the
following example, and thus we would expect from these experiments that the participants at the meetings
would decide whether the public good is provided would contribute the required amount.
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are abstaining, there is no reason for the N th individual not to abstain also. With
even modestly large Ns, the number of situations in which M ≥ 2 is likely to be far
greater than the number satisfying M = N . Thus, if pure strategy equilibria were to
emerge, they would most likely involve all members of the community abstaining.

Recognizing this, our sophisticated resident might choose to adopt a mixed strat-
egy, that is, to participate with probability P, 0 < P < 1, and to abstain with proba-
bility (1 − P). This way, if all persons choose the same P , there is at least a positive
probability that the public good is provided. Of course, there must then also be a
positive probability that the public good is not provided, and this alone undermines
the Coase theorem to a degree.

Consider now the decision of Tip, a typical member of the community. If Tip
participates, and the public good is provided, his net benefits are (V − C/n) with
n participants. His expected benefits if he participates are then the probability that
the public good is provided, that is, the probability that n ≥ M × (V − C/n).

N∑

n=M

(N − 1)!

(n − 1)!((N − 1) − (n − 1))!
Pn−1(1 − P)(N−1)−(n−1)

[
V − C

n

]
. (2.54)

The expected benefit from abstention is V times the probability that the public good
is provided even when he abstains:

N−1∑

n=M

(N − 1)!

n!(N − 1 − n)!
Pn(1 − P)N−1−n V . (2.55)

Whenever n > M , the public good would have been provided without Tip’s par-
ticipation, and he loses C/n. He experiences a net gain by participating only when
his participation raises n to equality with M , an invent whose probability falls as
N increases, holding M/N constant. Dixit and Olson (2000) calculate P , and the
cumulative probability that enough people participate so that the public good is
provided, π , for various values of C, M , and N , holding V fixed at 1.0. A few of
their calculations are reproduced in Table 2.1.

When one person’s participation is decisive, C/M < V < C/(M + 1). The size
of the gain from this person’s participation (V − C/M) is then the crucial number
to induce participation. Thus, seemingly small changes in C can have big effects on
P and π . With M = 10 and N = 20, the probability of an individual’s participating
falls from 0.091 to 0.011 as C goes from 9.1 to 9.9. But even in the case where
P = 0.091, the probability that 10 or more people choose to participate is a mere
0.0000032. Even this probability looks large compared to the other entries in the
table. Only for very small communities are the probabilities of participation, and
that the public good is provided, reasonably high. (If V = 1.0, C = 1.5, M = 2,

and N = 6, then P = 0.176 and π = 0.285.)
What would happen if someone called a meeting to provide a pure public good

and no one came? Obviously, the public good would not be provided. But equally as
obvious – if there are zero transaction costs – it would pay to call another meeting.
Surely, if the public good failed to be provided at the first meeting, individuals would
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Table 2.1. Optimal participation probabilities, P, and public good provision probabilities,
π , when participation is voluntary

V = 1.0

C = 9.1 C = 9.5 C = 9.9

N P π P π P π

M = 10
20 .091 .32 × 10−5 .053 .18 × 10−7 .011 .40 × 10−14

30 .048 .76 × 10−6 .027 .37 × 10−8 .005 .66 × 10−15

40 .032 .43 × 10−6 .018 .20 × 10−8 .004 .33 × 10−15

80 .014 .20 × 10−6 .008 .87 × 10−9 .002 .14 × 10−15

160 .007 .15 × 10−6 .004 .61 × 10−9 .001 .94 × 10−16

M = 50
60 .084 .60 × 10−43 .049 .97 × 10−55 .010 .11 × 10−88

100 .018 .27 × 10−58 .010 .10 × 10−70 .002 .26 × 10−105

150 .009 .74 × 10−62 .005 .23 × 10−74 .001a .48 × 10−109

200 .006 .30 × 10−63 .003a .88 × 10−76 .001a .17 × 10−110

250 .005 .56 × 10−64 .003a .16 × 10−76 .001a .29 × 10−111

a These numbers differ from the identical numbers in this column when written to four decimal places.

Source: Dixit and Olson (2000, Tables 1 and 3).

reevaluate their decisions to abstain, and show up at the second meeting, or the third,
or the fourth. Alas, quite to the contrary. If more meetings were held, a rational,
self-interested individual would be encouraged to lower his P and take a chance
that enough people to provide the good show up at a meeting before he does.19

To ensure that the public good is provided in a reasonable amount of time, it is
necessary to both call a meeting and announce that the public good will be provided
only in the event that all N members of the community participate. The “threat”
of not providing the public good if M ≤ n < N is credible, so long as there are no
costs to calling another meeting, since in a meeting where n < N , all participants
gain by adjourning and waiting until n = N . Knowing that the public good will
only be provided when everyone attends the meeting, each person might as well
attend the first meeting called. The Coase theorem is reconfirmed under the proviso
that some agent (the state?) both calls a meeting of all community members and
announces that the community will only reach a positive decision if all members
participate.

We are thus forced to qualify the implications of the generalized Coase theorem
discussed in Section 2.9. The requirement of binding external and internal contracts
may not suffice to ensure that all Pareto-preferred contracts actually are written.
When a nonexcludable public good is involved, it may be necessary to require that

19 Of course, π > 0 if P > 0. Thus, as long as P does not go to zero, the possibility remains that the public good
is provided, even if π becomes infinitesimal. If the zero transaction costs assumption is interpreted as implying
that an infinitely large number of meetings could be called in an infinitely short period of time, then the Coase
theorem is reconfirmed.
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all members of the community participate in the writing of the binding contract to
provide it.20

2.12 Externalities with large numbers of individuals –
a second time

Several years ago residents of the community of Shangrila unanimously voted to
tax themselves to pay for a dike that would protect them from floods. At that time
they formed the Preservation of Shangrila from Floods Club (PSFC). The PSFC
meets once a year to decide on the taxes needed to maintain the dike.

As Shangrila has grown and prospered, a second problem has arisen. The number
of autos has grown so large that the air of Shangrila has become polluted. Jane,
a jogger who owns a bike but no car, surmises that there are many like herself
who would be willing to tax themselves to offer all automobile drivers a bribe to
reduce the pollution from their cars. She decides to form a club – the Preservation
of Shangrila from Pollution Club (PSPC). Consider now the task confronting Jane.
She must first approach all of those who, like herself, desire cleaner air, and ask
them to attend a meeting to form the PSPC. If they have read the previous section,
some may choose not to attend this meeting in the hope that the meeting will agree
to offer motorists the bribe and succeed in reducing pollution without their having
to contribute anything. But even if all potential contributors attend, the meeting
faces the task of deciding how much to collect from each participant and how
much to offer as bribes. Should the PSPC form and overcome this obstacle, it still
faces the formidable task of contacting all motorists and getting them to agree to
undertake the measures necessary to improve air quality in exchange for the bribes.
The zero transaction costs assumption is clearly untenable. The transaction costs of
organizing these two groups of individuals are mind-boggling.

In desolation Jane is about to abandon her idea, when she remembers that she
is already a member of a club that includes all of the relevant parties – the PSFC.
She can make a tax/bribe proposal at the next meeting of the PSFC. If a Pareto-
optimal reduction in pollution is possible, there must exist a combination of taxes
and subsidies that will win the unanimous support of all citizens of Shangrila.
Having resolved this issue, the meeting might go on to consider other issues, like
protecting the community from fires and theft, lighting the streets, and so on.

We have discovered another possible reason for the state’s existence: to econo-
mize on the transaction costs of making collective decisions. Although a separate,
voluntary, contractual agreement might be relied upon to correct every market fail-
ure in a world of zero transaction costs, in the real world the costs of forming
each separate club and writing each contract would be enormous. Once a club that
includes all members of the community has been formed to resolve one market

20 Dixit and Olson show, however, that this result is not robust to the introduction of a modest transaction cost
in the form of a cost of attending the meeting. Given such a cost, each individual has an incentive to abstain
to avoid it. Should enough persons attend a meeting to provide the public good (n ≥ M), they now have the
incentive to do so, even if n < N , so as to avoid incurring the cost of attending the meeting another time.
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failure, considerable savings can be made in the costs of bringing together the dif-
ferent groups involved, if this same club is used to resolve other market failures.
Thus, the state can be defined as a kind of involuntary membership club that exists
to economize on transaction costs when resolving the many market failures that a
community faces.21

2.13 Experimental results in the voluntary provision
of public goods

The assumption of rational, self-interested behavior leads to the following two
predictions:

1. In a two-person prisoners’ dilemma game that is played only once, both
players select the noncooperative strategy.

2. If a two-person prisoners’ dilemma game is repeated indefinitely, both play-
ers may at some point begin to select the cooperative strategy at each new
play of the game.

Neither of these predictions has been well supported in laboratory experiments
in which subjects, typically university students, play prisoners’ dilemma games or,
what amounts to the same thing, decide how much to contribute voluntarily to the
provision of a public good. Roughly half the participants in one-shot, two-person
prisoners’ dilemma games cooperate; voluntary contributions to pure public goods
average roughly half of the cooperative strategy contribution in one-shot games and
in the first round of repeated games. Contributions fall if the game is repeated with
the same players, reaching the level consistent with the optimal noncooperative
strategy after a half dozen or so plays of the game. Both sets of findings contradict
the assumption that the subjects in these experiments would behave as rational
egoists.22

Somewhat more reassuring for the prisoners’ dilemma supergame predictions
are results from oligopoly experiments, which show first a decline in cooperation
as in prisoners’ dilemma experiments, and then a continual increase in cooperation
until the perfect-collusion/cooperative outcome is reestablished. This cooperative
solution does not reemerge, however, until the oligopoly game has been replicated
some 35 or more times (Alger, 1987; Benson and Faminow, 1988).

A behavioral assumption that is consistent with the results in these various ex-
periments is that the subjects are adaptive egoists. Their current behaviors reflect
their past conditioning. Most people since their childhoods have been rewarded
for cooperating in prisoners’ dilemma situations (being honest, helpful, generous)

21 When one uses the government to correct for more than one externality and to determine public goods levels
simultaneously, one confronts head on the problem raised by Aivazian and Callen (1981). One might then
anticipate that the absence of a core – that is, the absence of an equilibrium – will be a problem with respect to
government decisions on public goods and externalities. This anticipation is correct. See, also, Aivazian and
Callen (2000).

22 The number of experiments of this type is immense. The findings have been surveyed by Davis and Holt (1993,
ch. 6), Roth (1995, pp. 26–35), Ledyard (1995), Ostrom and Walker (1997), and Hoffman (1997).
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and punished for not cooperating. When they first view the payoffs in a typical
voluntary-contribution-public-good experiment, they recognize this as a situation
in which cooperation is expected and in the past has been rewarded. Their con-
ditioned reaction is to cooperate, at least to a degree. Such cooperative behavior
can quickly be extinguished, however, by the noncooperative or half-cooperative
behavior of the other player(s). Indeed, the tit-for-tat strategy, which has fared so
well in computer-simulated prisoners’ dilemma games, is nothing more than a strat-
egy for conditioning cooperation through the play of the game by rewarding past
cooperation and punishing noncooperation.23

Evidence of the importance of prior conditioning for determining an individ-
ual’s behavior in game situations has recently been provided by Glaeser, Laibson,
Scheinkman, and Soutter (GLSS, 2000). Their experiments involved individuals’
propensity to trust other individuals rather than to contribute to a public good; but
if background variables are important in one context they are likely to be important
in the other. GLSS found that people who disagreed with the statement “you can’t
trust strangers anymore” were more trusting in the experiments in which they later
participated. Both whites and nonwhites tended to be more trusting of members
of their own race than of members of a different race. This behavior seems likely
to have been conditioned by the individuals’ past experiences with strangers and
members of other social groups.24

There are two reasons to expect the amount of cooperation in a prisoners’ dilemma
game, or contributions in a voluntary-contribution-public-good game to fall as the
number of players increases: (1) the marginal gain from contributing falls as the
number of players increases, and (2) it becomes more difficult to identify and punish
defectors. The first explanation is the basis for the increasing inefficiency outcome
of the voluntary contribution examples discussed in Sections 2.4, 2.5, and 2.11.
This prediction has been well supported in the experimental literature. Although
individuals do not free-ride to the degree predicted by the rational actor model,
they do respond to marginal incentives and contribute more when there are greater
marginal gains from doing so.25

In a two-person prisoners’ dilemma game, defection by the other player can be
easily detected and punished. With three or more players, it may be difficult to deter-
mine which other player defects, and it is certainly impossible to punish a player who
has defected without also punishing all others. This important difference between

23 Ahn, Ostrom, Schmidt, Shupp, and Walker (2001) and Clark and Sefton (2001) provide experimental evidence
of this sort of conditioning of players in repeated game situations.

24 We shall discuss the potential explanatory power of the adaptive egoism postulate at greater length in Chapter 14,
when we attempt to explain another paradox for the rational actor model – why people vote.

25 See Ledyard (1995, pp. 149–51). An exception to this finding is reported by Isaac, Walker, and Williams (1994),
who find that increasing the marginal reward from a contribution while holding the number of players constant
has either no effect, or perversely reduces the level of contributions, when the number of players is held constant.
They do find, however, that when the marginal reward is reduced and the number of players is simultaneously
increased, contributions fall. Fisher, Isaac, Schatzenberg, and Walker (1995) find that differences in marginal
rewards from contributions within a group are associated with significant differences in contributions with
higher marginal incentives associated with higher contributions. See also the discussion in Ostrom and Walker
(1997, pp. 49–69).
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two-person and n-person (n > 2) prisoners’ dilemmas may explain why coopera-
tion, in the form of perfect collusion, is often observed in duopoly games, where
Cournot and other noncooperative equilibria dominate in all oligopoly games with
three or more players (Holt, 1995, pp. 406–9). Although this conclusion is not with-
out controversy, the results from voluntary-contribution-public-good experiments
seem to imply that a player’s contribution either remains constant or increases as
the number of players increases, when the marginal gain from an individual con-
tribution is held constant (Ledyard, 1995, pp. 151–8; Ostrom and Walker, 1997,
pp. 49–69).

None of these experimental findings offers unqualified support for the predictions
of the rational actor models regarding human behavior in prisoners’ dilemma-type
situations. These findings should not be viewed as undermining the explanation for
the existence of the state that rests on prisoners’ dilemma/market failure/free-rider
behavior, however. In an experimental setting, cooperators and defectors can only be
rewarded and punished through the play of the game, or perhaps if communication
is allowed, through the verbal rewards and reprimands of the other players. In the
real world, a much richer set of rewards and punishments is available, from the slap
on the hand or a pat on the head given to a child, to chopping off a hand or a head, in
the case of an adult. In real-world settings, individuals do not need to discover what
their behavior should be and what the other “players” are likely to do, as often is
the case in experiments; they are usually told directly. In many real-world settings,
communication among the players is possible, and, in this regard, the consistent
finding in experiments that cooperation increases when communication is allowed
is reassuring.26

Thus, if anything, the results from the many prisoners’ dilemma and voluntary-
contribution-public-good experiments underline the need for an institution like the
state that announces what behavior is expected of all individuals in these situations,
and helps ensure that this behavior is forthcoming.
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CHAPTER 3

The reason for collective
choice – redistribution

Political organization is to be understood as that part of social organization which
constantly carries on directive restraining functions for public ends. . . .

That the cooperation into which men have gradually risen secures to them ben-
efits which could not be secured while, in their primitive state, they acted singly,
and that, as an indispensable means to this cooperation political organization has
been, and is, advantageous, we shall see on contrasting the states of men who are
not politically organized with the states of men who are politically organized in
less or greater degrees.

Herbert Spencer

As the state arose from the need to keep class antagonisms in check, but also
arose in the thick of the fight between the classes, it is normally the state of the
most powerful, economically dominant, class which by its means becomes also
the politically dominant class and so acquires new means of holding down and
exploiting the oppressed class. The ancient state was, above all, the state of the
slave owners for holding down the slaves.

Friedrich Engels

When there is no middle class, and the poor greatly exceed in number, troubles
arise, and the state soon becomes to an end.

Aristotle

A decent provision for the poor is the true test of civilization.

Samuel Johnson

It is easy to envisage government arising out of pristine anarchy to fulfill a collective
need of the community (say, protection from a predator) or to coordinate hunting
or other food-gathering activity. But it is just as easy to envisage a distributional
motivation behind the origin of the state. The best hunter or warrior becomes the
chief of the tribe and eventually acquires sufficient authority to extract tribute from
his fellow tribesmen. War and police activity begin as the primary activities of
“government” but gains from these activities are claimed by the authoritarian
leader(s) of the tribe.

Thus, the state can be envisaged as coming into existence either to satisfy the
collective needs of all members of the community, or to help gratify the wants of

44
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only a part of it. The first explanation corresponds to the achievement of allocative
efficiency; the second to redistribution.1

The distinction between allocative efficiency and redistribution is fundamental in
economics and public choice. In the allocation of private goods, market exchange can
guide society “as if by an invisible hand” from points inside the Pareto-possibility
frontier to a point upon it. However, this point is chosen blindly. How the gains from
trade are distributed is determined arbitrarily, but since this distributional issue is
resolved as a by-product of a process benefiting all parties, it need not become a
bone of contention.

To obtain Pareto efficiency in the allocation of public goods, a collective choice
process that is less anarchic than the market is required. A conscious choice of
the quantities of each public good to be produced must be made and along with it
the choice of means for paying for them. The issue of the distribution of the gains
from collective action is more clearly visible in the allocation of public goods by a
political process than it is in the allocation of private goods by a market exchange
process. And the possibility arises that this and other distributional issues become
dominant in the political process.

In this chapter we examine several hypotheses as to why redistribution occurs,
after which we shall examine some statistics regarding the actual distribution ac-
tivities of governments. We begin with four hypotheses of voluntary redistribution,
hypotheses that predict that collective decisions to redistribute income – like col-
lective decisions to improve allocative efficiency – could in principle be made
unanimously.

3.1 Redistribution as insurance

At the time individuals emerge from the state of anarchy and form civil society,
considerable uncertainty over the consequences of this step is likely. Some people
may take great advantage of the secure property rights established in the new con-
stitution and become rich. Others may be less successful. Buchanan and Tullock
(1962, ch. 8) argue that this sort of uncertainty at the constitutional stage can lead
individuals to include provisions for redistribution into the constitution.

To see what is involved, assume that there will be two income classes in the post-
constitutional society, with every member of a given class having the same income,
Yi and Y2 > Y1. Let r be the number of rich in class 2 and p the number of poor
in class 1. An individual uncertain of her future position chooses a tax of T on the
rich and a benefit subsidy B to the poor so as to maximize the following objective
function:

O = π2U2(Y2 − T ) + π1U1(Y1 + B), (3.1)

where π2 and π1 are the probabilities that she will be in classes 2 and 1, respectively

1 For discussions of how exploitative dictatorship might emerge out of anarchy, see Skaperdas (1992), Usher
(1992, ch. 4), Olson (1993), and Chapter 18. It is interesting to note that political anthropologists have engaged
in the same debate regarding the origins of the state as modern public choice scholars have regarding its current
activities. For an excellent review of the debate in political anthropology, see Haas (1982).
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(π2 = r/(r + p), π1 = p/(r + p)). Assuming zero transaction costs in transferring
income,

rT = pB. (3.2)

Substituting for π1, π2, and T into (3.1) and maximizing with respect to B, we
obtain

d O

d B
= r

r + p

dU2

dY

(
− p

r

)
+ p

r + p

dU1

dY
= 0, (3.3)

from which it follows that

dU2

dY
= dU1

dY
. (3.4)

An individual who maximizes her expected utility given that she is uncertain
over whether she will be rich or poor will support redistributive taxes that equate
the marginal utilities of representative members of each group. If all individuals
have the same utility functions, she chooses taxes and subsidies to equate incomes
across all individuals.2

In creating institutions to redistribute from the rich to the poor, the uncertain
individual insures herself against the possibility that she will be one of the poor.
Uncertainty over future position could lead to unanimous agreement to include in-
stitutions for redistribution in the constitution. In this case the constitution becomes
a kind of insurance contract.

The potential benefits from joining insurance contracts are obvious, indeed so ob-
vious that people routinely enter into private contractual relationships to pool risks.
To justify state provision of insurance against risks over private contracting, we need
some sort of transaction cost or market failure reason to expect that market provision
of insurance will be inferior to state provision. Two main reasons have been given.

The amount of risk borne by any single member of an insurance pool declines as
the membership of the pool grows. When the risks associated with new members are
the same as those attached to existing members, the optimal size of the membership
in the pool is infinity. Insurance becomes a sort of “natural monopoly” with the
optimal size of the “insurance club” being all members of society (Arrow and Lind,
1970).

The risks of being poor are not the same across all individuals, however. Those
who are of below average intelligence or ambition have higher probabilities of being
poor than the average person; higher intelligence, more ambitious people have lower
probabilities. If it is possible for an individual to determine his own probability of
being poor, but it is not possible for a private insurance company to make this
determination, the sale of insurance by a private company could lead to an adverse
selection problem.

To see what is involved consider the decision to purchase disability insurance.
Assume now that all healthy individuals have identical incomes and utility functions.

2 Lerner (1944, pp. 23–40) was the first to demonstrate that an equal distribution of income maximizes the
expected utility of an individual uncertain of future position. See also Sen (1973) and Olson (1987).
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Let YH be the income of a healthy person, and YD the income of a disabled person;
YD < YH . Everyone is healthy in period 1 and can buy insurance against being
disabled in period 2. For the entire population the probability of being disabled is
πD . Ignoring administrative and other transaction costs, a private insurance company
would have to charge a premium (tax) of T to offer a benefit to the disabled of B
such that B = T/πD . Now consider the decision of individual i who is considering
buying insurance against becoming disabled, and who has a subjective probability
of being disabled of πi . He wishes to maximize his expected utility over the two
periods. Ignoring discounting this implies that he maximizes

E(U ) = U (YH − T ) + πiU (YL + B) + (1 − πi )U (YH ). (3.5)

Substituting for B and maximizing with respect to T we get

d E(U )

dT
= −dU (YH − T )

dY
+ πi

πD

dU (YL + B)

dY
= 0 (3.6)

or

dU (YH − T )

dY
= πi

πD

dU (YL + B)

dY
. (3.7)

When i’s subjective probability of becoming disabled equals the population’s
probability, πi = πD , we obtain the same outcome as with (3.4). Individual i pur-
chases an amount of insurance T , such that his marginal utility in the first period
when his income is high equals his marginal utility in period 2 if he is disabled. An
individual who knows or thinks he has a smaller chance of becoming disabled than
the average person buys an amount such that

dU (YH − T )

dY
<

dU (YL + B)

dY
, (3.8)

which implies a smaller purchase of insurance. Individuals with πi > πD buy larger
than average amounts. This in turn implies that the average πi for the insurance
pool is greater than πD . If individuals on average can accurately judge their own
πi , the private insurance company goes bankrupt. The existence of accurate private
information about risks induces adverse selection in insurance markets, thereby
leading to the disappearance of these markets.3 Forcing everyone in society to join
an insurance program can be a Pareto improvement over this situation.4

3.2 Redistribution as a public good

Under the second hypothesis,5 the rich are seen as transferring income to the poor,
not because they are uncertain about whether they might become poor, but out of
empathy or similar altruistic motivation. This behavior can be analyzed using a

3 It may be possible to separate high and low risk individuals and offer separate insurance contracts to each. Such
separating equilibria may not exist, however, and when they do, they may promise lower expected utilities than
one where all individuals are compelled to buy insurance at the same premium. See Arrow (1963), Akerlof
(1970), Pauly (1974), and Rothschild and Stiglitz (1976).

4 For further discussion see Overbye (1995b).
5 This hypothesis was first developed by Hochman and Rodgers (1969).
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similar framework to that just employed. Each member of the highest income group
is envisaged as gaining some satisfaction from the utility gains of members of the
lower classes. The highest income group acts as a sort of club that unanimously
agrees to transfer income from itself to members of the lower group(s). Assuming
three groups, with Y3 > Y2 > Y1, then each member of group 3, when voting, can
be seen as maximizing an objective function consisting of a weighted sum of the
utilities of its own members and those of members of lower-income groups:

O = n3U3(Y3 − T ) + α2n2U2(Y2 + B2) + α1n1U1(Y1 + B1), (3.9)

where n3, n2, and n1 are the numbers of individuals in groups 3, 2, and 1, respective-
ly; T is the tax imposed on the richest group, and B1 and B2 are the per capita sub-
sidies to the other two groups. Each member of the richest group places full weight
on the utility of each member of its own group, and partial weights (α1 ≤ 1, α2 ≤ 1)
on the utilities of members of other groups. Substituting from the budget constraint

n3T = n2 B2 + n1 B1 (3.10)

and maximizing with respect to B1 and B2 yields

d O

d B1
= n3U ′

3

(
n1

n3

)
+ α1n1U ′

1 = 0 (3.11)

n3U ′
3

(
n2

n3

)
+ α2n2U ′

2 = 0, (3.12)

from which it follows that

U ′
3 = α2U ′

2 = α1U ′
1. (3.13)

If a member of the richest class places the same weight on the utilities of members
of classes 1 and 2 (α1 = α2) and assumes that each derives the same utility from
income, then (3.13) implies subsidies to members of classes 1 and 2 so as to equate
their marginal utilities of income. Since Y1 < Y2, if the marginal utility of income
falls with increasing income, then the incomes of the lowest class must be raised
to equality with those of class 2 before any transfers are made to class 2 (von
Furstenberg and Mueller, 1971).

A saintly altruist who placed equal weight on her own utility as on that of others
(α1 = α2 = 1) would vote to equate everyone’s income. Everyday altruists who
place more weight on their own utility than on the utilities of others (0 < α < 1)
will not favor transfers so large as to bring their own incomes into equality with
those to whom they make transfers.

Equation (3.13) could be used to predict the voting behavior of a member of
the highest-income group on redistribution or the charitable contributions of such
a person. Since charity is a purely voluntary act, whereas government redistribu-
tion programs are not, one wonders why, if all the members of group 3 do favor
redistribution, reliance is not made on private charities (clubs) for redistribution.

An argument for government intervention relies again on the free-rider problem.
If a member of group 3 wishes to see the welfare of all individuals in group 1 raised,
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and not just a few whom she knows personally, she cannot achieve her goal alone. If
all members of group 3 feel likewise, they can achieve their goal by joint-collective
action. But if a voluntary association is employed, free-riding may ensue, and less
than the Pareto-optimal amount of redistribution may occur. The Pareto-optimal
approach to redistribution sees redistribution through the government occurring as
if only the rich voted, and when they did they used the unanimity rule.

3.3 Redistribution to satisfy fairness norms

Under the first two hypotheses to explain redistribution, it is the utility gain to
the giver that drives her decision to give. When 2 buys insurance because she is
uncertain whether she will become sick at some future date, she effectively agrees
to give money to 1, conditional upon 1 becoming sick and she, 2, remaining healthy.
Her motive is to avoid her own utility loss should she become sick without having
insurance. The fact that 2 is better off, because of the insurance as a result of 1
redistributing some of her income to 2, is incidental to 1’s decision to purchase
insurance.

Similarly, under Pareto-optimal redistribution it is the utility gain to the giver that
accounts for the decision to redistribute. This motivation is most apparent when
someone gives money to a beggar out of fear that if she does not, the beggar may
harm her.

A third form of voluntary redistribution does not seem to fit either of these
first two explanations. This third type has been perhaps most vividly revealed in
experiments like the dictator game. In one set of these experiments, Eichenberger
and Oberholzer-Gee (1997) selected students to be dictators on the basis of their
having scored well on a short test. Dictators were each given seven Swiss francs and
instructed that they had been paired with another student who had not been chosen
as a dictator. Neither student knew who the other one was, nor would their identities
be revealed after the experiment. Dictators were told that they could voluntarily
decide to give some or all of their seven francs to the anonymous other student.
The choice most consistent with advancing narrow self-interest would be to give
nothing, yet on average dictators gave about one third of the seven francs to the
unknown students.6

These experimental findings cannot be explained as a form of insurance, since
the dictator knows she has and can keep the seven francs. There is no risk of her
becoming the other student. Since she does not know who the other student is, it
is also not clear why she would get utility out of making the other student better
off. Note that the explanation put forward originally by Hochman and Rodgers is
inapplicable to this situation. There is no reason for the dictator to believe that the
anonymous other student is worse off than the dictator – other than by the seven
francs.

6 Similarly, in “gangster” experiments in which students without money were allowed to take up to seven francs
from anonymous students who had been awarded this money for their performance on a test, the gangster
students took away “only” about three-fourths of the seven francs. Similar outcomes have been reported in other
studies (Kahneman, Knetsch, and Thaler, 1986; Davis and Holt, 1993, pp. 263–68).
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Eichenberger and Oberholzer-Gee (1997) postulate that the student-givers in the
dictator games are following a fairness norm when they choose to give some of
“their” seven francs to the paired student. They recognize that there was an element
of chance in who was chosen dictator and who was not, and thus feel that fairness
dictates that they share the seven francs.

Eichenberger and Oberholzer-Gee also hypothesize that dictators will be more
generous when it “costs them less,” and thus that they will vote to give away a
larger fraction of seven francs when the action is a collective decision, than when
they decide the amount unilaterally. When the redistribution choice is made col-
lectively, it is cheaper to express a willingness to give, since one’s vote has only a
probabilistic impact on the outcome.7 Eichenberger and Oberholzer-Gee predict the
most generosity on the part of dictators when it costs them nothing – for example,
when they merely respond to a survey question asking what amount dictators ought
to give. Some of Eichenberger and Oberholzer-Gee’s experiments support these
predictions.

Notions of fairness seem to figure prominently in many sorts of experiments. One
class of experiments that comes very close to the dictator game is the ultimatum
game. A single play analogue to the experiment just described would have the first
student propose a distribution of the seven francs with the second student having the
option to reject the proposal. If he does, neither student gets anything. If player 1
proposes 7 − e for herself and e for player 2, selfish behavior on the part of 2
would have her accept the proposal so long as e > 0. Selfish behavior on the part
of player 1 would have her choose a very small e. But ultimatum game experiments
typically involve the first players proposing es of 30 percent or so of the sum to be
distributed, and player 2s rejecting es > 0, when they fall substantially below this
sort of division. The explanation most frequently given for this seemingly irrational
behavior is again the idea of a fairness norm. The offers of many player 1s are
constrained by his norm, and when an e is chosen which is so low as to violate a
2’s fairness norm, he punishes this player 1 by rejecting her proposal.8 Given these
and other experimental results that document the importance of notions of fairness,
these notions cannot be ruled out as an explanation for voluntary redistribution.

Discussion

On the surface, our first three explanations for redistribution seem rather different.
Each would seem to be a potential explanation for the state to engage in redistribution
once it existed, or perhaps to come into existence in the first place. When one
pushes beneath the surface, however, the differences between the three forms of
redistribution begin to blur.

Although the existence of true uncertainty over future positions might lead purely
self-interested individuals to join insurance contracts that redistribute income once

7 This argument is a special case of the expressive voting hypothesis discussed in Chapter 14.
8 See Güth, Schmittberger, and Schwarze (1982); Kahneman, Knetsch, and Thaler (1986); and Güth and Tietz

(1988, 1990).
Kirchsteiger (1994) demonstrates, however, that envy may also play a role in ultimatum games.
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the true states of the world have been revealed, both Harsanyi (1955) and Rawls
(1971) develop normative theories in which individuals assume for ethical reasons
that they are uncertain over future positions. Rawls even names his theory justice as
fairness, and one can think of his depiction of the social contract as a kind insurance
contract as just one way of articulating a fairness norm. We shall take up Harsanyi’s
theory in Chapter 23 and Rawls’s theory in Chapter 25.

Perhaps sight of the beggar triggers not fear, but compassion, and one whispers to
oneself “there but for the grace of God go I” as one drops the coins into the beggar’s
palm. This altruistic act of giving now begins to resemble Rawls’s normative theory
of justice, which in turn is rooted in our intuitive notions of fairness. Although a
Swiss university student may not be moved to thank God for being selected the
dictator in the dictator game, some recognition of the chance nature of her selection
may help explain her generosity.

Short of psychoanalyzing each giver, it may be difficult to determine which of
these three explanations for voluntary redistribution is really at work. Indeed, if we
wish to go beyond merely accounting for the existence of voluntary redistribution,
but wish to try and predict which persons are likely to give and how generous they
will be, we shall probably want to introduce the kind of psychological-behavioral
theories that we discussed in the previous chapter, which can help us to explain
cooperation in prisoners’ dilemma games, for the two sorts of “irrational behavior”
have much in common.9

3.4 Redistribution to improve allocative efficiency

The first three theories of redistribution rest on particular assumptions about people’s
preferences: they are risk averse, altruistic, or conform to certain norms of fairness.
The fourth theory makes no special assumption about individual preferences, but
instead assumes that there are differences in the productivities of individuals. Under
this assumption redistributions of incomes and productive resources can lead to
improvements in allocative efficiency that make all members of society better off.
The argument is again easiest to see if we start from a state of anarchy.10

P and U live in a community that contains a fixed amount of land that can be
used to grow corn. P is a productive farmer and if she works all of the land she can
grow 100 units of corn. U is a relatively unproductive farmer and if he works all of
the land he can grow only 50 units. Figure 3.1 depicts the community’s production
possibility frontier.

The distribution of land in anarchy is such that P and U could obtain the allocation
A if both devoted all of their energy to growing corn. But each can unilaterally
obtain still more corn by stealing from the other, and can be expected to devote
some time to stealing. Both engage in the unproductive activity of stealing and
they wind up at point A′ instead of A. As discussed in the previous chapter, one

9 Wilson (1993) argues, however, that a “moral sense,” of which a sense of fairness is a part, is at least in part
inherited. Assuming Wilson is correct, then we would expect all people to give voluntarily to a degree, but we
would still need other factors to predict which people give more or less.

10 The following discussion is based on Bös and Kolmar (forthcoming).
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Figure 3.1. Possible production and allocation outcomes for P and U .

rationale for the existence of the state is that this institution can prevent P and U
from engaging in predatory activities and allow them to reach point A.

Because of P’s greater productivity, the total product of the community would
be increased if land were transferred from U to P . U would never agree to such
a transfer, however, if predatory actions are prohibited, because any movement
to the left along the production-possibilities curve makes U worse off. Such a
transfer might be brought about, however, if P agreed to share her corn with U .
The maximum total production of corn occurs at B. An agreement between P and
U that initially transferred land to P and subsequently transferred corn from P to
U could allow the community to obtain a point like B, where both parties are better
off than they were with the original distribution of land.

If the state already existed and it enforced property rights and contracts while
prohibiting theft, the move from A to C could, of course, be achieved through
private contracting. P merely buys the land from U . Such transfers of resources
from less productive to more productive owners is an everyday occurrence in a
market economy. If, however, we assume that the state does not exist, then such an
exchange is impossible. U would never voluntarily transfer land to P , even if P
promised to share her corn with him, for in the absence of an institution to enforce
this promise, it is not credible. Once P was in possession of the land, she would have
no incentive to share its fruits with U . The Pareto-improving exchange of land for
corn might be brought about by a constitutional agreement between P and U that
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both made the more productive P rich in land, and guaranteed that she subsequently
shares the product of her labor with the poorer U .

Land is not as important a factor of production today as it once was, and so this
example may not seem very relevant as an explanation for redistribution policies
today. It can be modified, however, to rationalize other sorts of transfers. For exam-
ple, Us might be uneducated children of the poor who would, if educated, become
highly productive members of the community. State programs that taxed the wealthy
and provided free education for the poor could then sufficiently increase the total
income of the community so that all of its members are better off.

3.5 Redistribution as taking

All four of the motives for redistribution described so far could in principle lead to
government redistribution programs even under the unanimity rule.

Almost no democratic system makes its collective decisions using the unanimity
rule.11 Once government action can be taken despite the opposition of some citizens,
redistribution can take on the form of pure involuntary transfers from the losers to
the winners under the political process.

Before we can fully understand why and how redistribution takes place, we need
to understand how government works. Most of this book is concerned with this
question and we shall be discussing redistribution as taking at several places. For now
we shall be content with a simple model that largely abstracts from the mechanics
of the political process.

Let us assume again two groups, whose members obtain utility from income,
and that own political resources that they can spend to obtain additional income in
the form of government subsidies. Of course, only one group can obtain positive
subsidies, so that the other group must use its political resources to reduce its taxes.
Let Yi be the income of a member of the i th group, Ui her utility, and Ri her political
resources, i = 1, 2. All members of group 1 have the same utility functions U1 =
U1(Y1 + B, R1), where (∂U1/∂Y1) > 0, (∂2U1/∂Y 2

1 ) < 0, and (∂U1/∂ R1) < 0, and
(∂2U1/∂ R2

1) < 0. Having to utilize political resources to obtain benefits B lowers a
group 1 member’s utility. For group 2 we have U2 = U2(Y2 − T, R2), (∂U2/∂Y2) >

0, (∂2U2/∂Y 2
2 ) < 0, (∂U2/∂ R2) < 0, and (∂2U2/∂ R2

2) < 0, where T is the per
capita tax needed to provide B.

To understand the problem fully we need to know more about the nature of its
institutions, the goals of those who are a part of government, and the constraints
on their pursuit of these goals. Abstracting from these we can simply define po-
litical resources in such a way that B = B(R1, R2), (∂ B/∂ R1) > 0, (∂2 B/∂ R2

1) <

0, (∂ B/∂ R2) < 0, and (∂2 B/∂ R2
2) < 0.

A member of group 1 chooses R1 so as to maximize

O1 = U1(Y1 + B1, R1) = U1(Y1 + B(R1, R2), R1), (3.14)

11 The “almost” could be dropped were it not for various associations of nations, like the European Union, that
employ the unanimity rule for some or all of their collective decisions.
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Figure 3.2. The optimal expenditure of political resources.

which yields

∂O1

∂ R1
= ∂U1

∂Y

∂ B

∂ R1
+ ∂U1

∂ R1
= 0 (3.15)

or
∂U1

∂Y

∂ B

∂ R1
= −∂U1

∂ R1
. (3.16)

This condition is illustrated in Figure 3.2. A member of group 1 expends her
political resources until the marginal disutility from their loss [−(∂U1/∂ R1)]
just equals the marginal utility from the extra subsidy this expenditure yields
[(∂U1/∂Y )(∂ B/∂ R1)]. An analogous relationship holds for a member of group 2,
with the only difference being that his marginal gain comes from reduced tax
payments.

Since B is a function of both R1 and R2, one’s optimal R∗
1 depends on R2, and

the two groups are only in full equilibrium when each has chosen its optimal R∗
conditional upon the other group j being at its optimal R∗

j .
12

Political resources can take many forms. In a democracy there might be effort
exerted by a group for one party (handing out leaflets, stuffing envelops, telephoning)
to bring about its victory. Here one might expect groups with low opportunity costs
of time (unemployed, retired) to do well at winning subsidies.

12 This is a Nash equilibrium. If we specified functional forms for U1 and B, then (3.16) could be used to solve for
optimal R∗

1 as a function of R2 and the parameters in the U1 and B functions. This equation would constitute a
reaction function for a member of group 1. Substituting the reaction function of a member of group 2 into this
equation would allow us to solve for R∗

2 and R∗
1 at the Nash equilibrium.
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An aristocratic class may be able to win favors from the government by inviting
certain members of the government to become part of the aristocracy. The aristoc-
racy’s political resource in this situation is its right to define its membership. The
cost of adding members of government to the aristocracy is that it loses some of its
exclusivity, and the value of being a member declines.

During the Middle Ages, the Church was able to obtain wealth from the state by
using its special relationship to God, and selling places in Heaven and other favors
to royalty (Ekelund et al., 1996).

The simplest form of political resource is, of course, money itself. It can be used
to win favors by bribing those in government, lobbying them, contributing to their
campaigns, and so on. When R1 is money, then U1 becomes U1(Y1 + B − R1), and
(3.16) becomes

∂ B

∂ R1
= 1. (3.17)

The optimal expenditure of the political resource money occurs when the last dollar
spent to obtain a government benefit yields one dollar in benefit.

Involuntary redistribution must make someone worse off, and can make everyone
worse off. We usually think of involuntary redistribution as money flowing from
one group to the government and out again to a second group, with the first group
being made worse off and the second better off. Such a situation would definitely
occur through a pure tax/subsidy scheme if only one group expended resources to
win the subsidy. The fact that it was willing to spend its resources would imply that
its gross benefits exceed the resources spent.

If both groups expend resources to win subsidies, the end result may be that
they are both worse off than they would have been had they each not attempted to
obtain a subsidy. To see this assume that both groups spend money lobbying for
a subsidy and that their efforts perfectly offset one another. Neither group obtains
any benefits from their lobbying, and both are worse off by the amount of resources
spent on lobbying. The production-possibility frontier shifts inward by the amount
of resources spent on lobbying, and the new equilibrium is at a point interior to
that obtainable if the groups did not engage in efforts to bring about involuntary
redistribution. (Of course, the lobbyist receives income from the two groups. If
we assume that lobbying is a perfectly competitive industry, however, each lob-
byist’s income just equals her opportunity costs – the income she could earn in
another occupation. If we assume that these alternative occupations are, unlike lob-
bying, socially productive, then society’s loss from the efforts by the two groups
to get subsidies is the marginal product of the lobbyists in these socially valuable
activities.)

The situation becomes worse when we recognize that the taxes and subsidies
cannot be levied costlessly. The benefits to group 1 are the total taxes levied on
group 2 less the transaction costs, c, of bringing the transfer about:

n1 B = n2T − c 13. (3.18)

13 n1 and n2 are the numbers of members in groups 1 and 2.
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Included in c are the costs of printing tax and subsidy forms and mailing them
out, monitoring to see that all members of group 2 pay their taxes and only bonified
group 1 members get subsidies, prosecuting cheaters, and so on. To the social loss
from diverting people into unproductive lobbying must be added the social loss from
creating a bureaucracy whose only function is to arrange involuntary transfers. Also,
to be added to c are the deadweight losses that arise because of the adverse incentive
effects of the taxes and subsidies. For example, if I is raised by taxing the income of
members of group 2, they may work and save less thereby contracting the production
possibility frontier still further. Subsidies to group 1 may reduce their work effort.
Browning (1987, 1989) calculated that the sum of all of these transaction costs of
transferring income can come to nine times the value of the income transferred.

To whom do these transfers go? The poor, the rich, the middle class; capitalists,
big business, organized labor, the landed aristocracy, the “power elite,” “special
interests” of all sorts – the number of beneficiaries of government redistribution
proposed at one time or another is almost countless. We shall not examine every
“theory” about redistribution that has ever been proposed, but we shall take up in
later chapters several that have been put forward within the public choice literature.
For now, we satisfy ourselves with a look at the patterns of redistribution that exist
and how they line up against the hypotheses discussed so far, and at a few tests of
specific hypotheses.

3.6 Income transfers in the United States

Our first explanation for redistribution considers it as a form of insurance. The
citizen is uncertain about whether he will become unemployed, become ill, grow
old, and so on and votes for social insurance to protect against these uncertainties.
It is interesting in this regard to recall that the major social insurance programs
in the United States were created during the Great Depression, a time when both
the actualities and the probabilities of being unemployed or in poverty soared.
Although the economic uncertainties of the Great Depression would lead many to
favor government-provided insurance programs, they might also have impressed
upon individuals the nature and magnitude of the general uncertainties we all face.

The same thing may have happened during World War II. Dryzek and Goodin
(1986) remark upon the common risks all Britons experienced during the bombings
of Britain in World War II. They argue that these common risks made the British
more aware of their ties with their fellow countrymen. The mental experiment of
putting oneself in the position of one’s neighbor became easier. “Partiality and
impartiality [were] fused” and the British voted for expansions in social insurance
programs covering not only damages from the war, but also all of the common
risks that a society faces. Dryzek and Goodin (1986) present evidence linking the
expansion of social insurance programs in Britain to World War II events. They also
present cross-national evidence that the social insurance programs in other countries
expanded in proportion to the war-related uncertainties a country endured.

Whatever the underlying motivations, social insurance programs constitute the
largest fraction of direct transfers in the United States. In 1995 90.4 percent of all
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Table 3.1. Federal, state, and local transfer payments in the United States, 1995 (millions
of dollars)

A. Federal government

As a percent As a percent
Expenditures of all transfers of total budget

1. Insurance-like programs, total 630,316 90.4 38.7
a. Retirement 357,286 51.2
b. Disability 49,430 7.9
c. Unemployment 21,576 3.1
d. Medicare 180,214 25.8
e. Veterans insurance 21,810 3.1

programs
2. Noninsurance transfers 67,271 9.6 4.1

a. Welfare and social services 47,120 6.8
b. Other 17,981 2.6
c. Veterans 1,412
d. Housing 87 <0.1
e. Agriculture 90 <0.1
f. Labor training 581 0.1

3. Total transfers net of 697,587 100.0 42.8
interest payments

4. Total federal budget 1,628,419 100.0

B. State and Local

As a percent As a percent
Expenditures of all transfers of total budget

1. Insurance-like programs, total 7,369 3.7
a. Workers’ compensation and 7,369 3.7

temporary disability insurance
2. Noninsurance-like programs, total 191,586 96.3

a. Medicaid 155,017 77.9
b. Welfare and social services 37,785 19.0
c. Other 6,153 3.1

3. Total transfers net of 198,955 100.0 20.1
interest payments

4. Total state and local budget 991,271 100.0

Source: Survey of Current Business, October 1998, Tables 3.16 and 3.17.

direct transfers at the federal level were in insurance-like programs that were not
means-tested (see Table 3.1A). Most of the redistribution at the state and local level
is, on the other hand, means-tested (Table 3.1B). This form of redistribution might
be broadly consistent with the insurance motive for redistribution if its support were
due to uncertainty on the part of the rich that they would some day become poor.
The spread of insurance during the Great Depression and following World War II
would be consistent with this interpretation. But means-tested redistribution to the
poor might also be an example of Pareto-optimal redistribution. As noted above the
different types of motives behind redistribution are difficult to disentangle.
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One area that seems particularly well suited to explanation by the Pareto-optimal
approach to redistribution is in-kind transfers like housing, food, and medical care.
Since recipients value in-kind transfers at less than their nominal value, a redistri-
bution program that was based only on the giver’s utility from seeing recipients have
higher utility levels would consist of cash transfers (Aaron and von Furstenberg,
1971; Giertz, 1982). That some individuals are willing to contribute to the poor in
the form of specific consumption items implies that it is the poor’s level of housing,
food consumption, and medical care that is of interest to the taxpayers. But more
direct evidence supporting the Pareto-optimal approach over competing hypotheses
is lacking.

3.7 Redistribution and the distribution of income

When most people think of “redistribution” they think of taking money from the rich
and transferring it to the poor. But social insurance programs and other governmental
redistribution do not necessarily take that form. When Bill Gates retires, he will be
entitled to add a monthly social security check from the government to the millions
in income he will continue to earn as the founder and former CEO of Microsoft.
How much governmental redistribution does go to the poor, and what is its impact
on the distribution of income?

Unfortunately these simple and basic questions are very difficult to answer. A
full answer would need to consider the incidence of both taxes and transfers, and
also the incidence of other government expenditures and regulations. The distri-
butional impact of taxes is easier to gauge than the impact of expenditures, but
even here substantial disagreement often exists regarding the incidence of some
taxes.14 For expenditures, things are much worse. Are the benefits that the rich
receive from police protection and national defense proportional to their tax pay-
ments? Should expenditures on police and defense be thought of as providing any
final-consumption social benefits at all, or are they intermediate goods to be netted
out when determining the final distribution of benefits and costs from government
action (Meerman, 1980)? The distributional effects of governmental regulations
are even more difficult to gauge, and to my knowledge have never been estimated.
How much income do the shareholders and employees in liquor companies lose as
a result of a ban on advertising their products on television? How much money does
the taxi driver lose from having to charge a regulated fare set on a meter (or perhaps
the taxi’s passenger loses)?

The simplest calculations of redistribution take into account only taxes and cash
or near-cash transfers. In the United States, these result in a slight rich-to-poor redis-
tribution.15 Table 3.2 presents estimates for the United States for 1984. Comparing
the first and last lines of the table, we see that government policies reduce the share
of income received by the highest-income quintile by roughly 15 percent, and raise

14 See, for example, the survey by Mieszkowski (1969).
15 A similar conclusion has been reached in several studies that have tried to take into account the benefits from

government expenditures. See Gillespie (1965, 1976), Dodge (1975), Reynolds and Smolensky (1977), and
Musgrave and Musgrave (1980, p. 276).
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Table 3.2. Corrected family income distribution, 1984 (percent)

Share of income received by each quintile of families

1st (poorest) 2nd 3rd 4th 5th (richest)

Current population survey definition
(pretax, cash only)

4.7 11.0 17.0 24.4 42.9

Current population survey definition
less taxes

5.8 12.3 17.8 24.1 40.0

Current population survey definition
less taxes plus Medicare, Medicaid,
and food stamps

7.2 12.2 17.7 24.3 38.7

Current population survey definition
less taxes plus Medicare, Medicaid,
food stamps, and employer fringe
benefits

6.7 12.3 17.6 24.3 39.1

Line above adjusted for differences in
family sizes across quintiles

7.3 13.4 18.1 24.4 36.8

Note: When 1984 census income statistics are corrected for taxes, in-kind government and private benefits, and
family size, the family income distribution becomes moderately more equal.

Source: Levy (1987, p. 195).

the share of the lowest quintile by roughly 50 percent. Nevertheless, families in the
highest-income quintile receive five times the average income of those in the lowest
quintile, even after adjustments for the impact of government.

Table 3.3 compares the primary income distribution for all households in 14
OECD countries to the disposable incomes per adult, where disposable income is
obtained from primary income by adding transfers and subtracting taxes. Levy’s fig-
ure of 4.7 percent of pretax income for the lowest quintile in the United States in 1984
can be compared with the OECD’s figure of 4.0 percent in 1986. Levy’s net of trans-
fer figure of 7.3 percent can be compared with the OECD’s 5.7 percent. (No figures
on the primary distribution of income were given for Norway and New Zealand.)

Several things stand out in this table. First, disparities in primary income across
countries are dramatic. In Ireland, for example, the bottom 10 percent of the income
distribution has virtually no income, and thus the ratio of the income of the top
decile to the bottom decile (D90/D10) is a whopping 138 in Ireland when one looks
at primary incomes. The distribution of primary income will be largely a function
of the earning structure in a country, its level of unemployment, its age distribution,
and of course government policies that may affect these variables – like minimum
wage laws that affect both the structure of earnings and the level of unemployment.

Tax and transfer policies do flatten the distribution of income and, as in the United
States, they do so mainly by raising the incomes of the bottom two deciles. Indeed,
in some countries like Belgium and Italy, the top decile’s share of disposable income
is identical or nearly so to its share of primary income.

Using the ratio of the top to bottom deciles of disposable income shares as an
index of distribution, Austria (4.6), Belgium (4.7), and Finland (4.0) come out to
be the most egalitarian countries; Switzerland (9.8), Ireland (10.0), and the United
States (12.5), the least egalitarian.
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3.8 Redistribution to special interests

The pattern of income transfers in the United States at the federal level consists
mostly of insurance-like redistributions, transfers at state and local levels go mostly
to the poor. The net effect of taxes and transfers in major industrialized countries
raises the incomes of the lowest deciles of the income distribution relative to the
highest. These patterns are broadly consistent with those predicted by the voluntary
redistribution hypotheses and it is tempting to conclude that one or more of them
must explain these patterns. Such an inference is difficult to confirm, however, and
some parts of the pattern directly contradict it.

If government-run pension schemes were true insurance programs, all participants
would pay certain fractions of their income during their working lives into a fund.
Those who survived to retirement would be paid out of this fund. Redistribution
would partly take the form of an intrapersonal, intergenerational transfer of income
from Ms.X , the worker at time t , to Ms.X , the retiree at the t + n, and in part an
interpersonal transfer from Ms.Y at time t to Ms.X at t + n, resulting from Y ’s
departure prior to t + n.

This is not how government-run pension schemes in the major developed coun-
tries are run, however. Ms.X ’s pension checks at time t + n are covered directly out
of taxes paid by all of the Y s working at t + n. The transfers are from the present
generation of workers to past generations of workers. This feature of government-
pension systems implies that the levels of taxes and transfers that they involve may
reflect involuntary redistribution. Under a true insurance-pension program, Ms.X
and Ms.Y would decide the level of transfers to be made at time t + n and thus
the taxes they would pay at t , uncertain of whether they would survive to t + n.
Under the pay-as-you-go pension systems that actually operate Ms.X knows when
she votes for higher pension payments at t + n that she will directly benefit from
them and that someone else will pay for them. Her motivation for voting for higher
pension transfers is fully consistent with the rational egoism postulate, and a theory
of redistribution as taking.

The same can be said of other forms of redistribution. When farmer X votes for a
candidate who promises higher price supports for farm products and higher transfers
to farmers, X knows that he will be a direct beneficiary of these policies. The urban
bank clerk must consider the probability of her becoming a farmer as negligible,
and if she supports such programs because she has the farmer’s welfare in her utility
function, she is probably voting for redistribution to someone with a higher income
than hers. In 1985 two thirds of the $7.7 billion in cash subsidies went to farms
with over $100,000 in annual sales – a mere 13.8 percent of all farms. Roughly,
one-third of all subsidies went to farms with more than $1 billion in net worth.16

Agricultural protection policies in Japan helped raise farm household incomes from
a rough equality with those of urban workers in 1955 to 32 percent higher than urban
worker incomes in 1984.17

16 Gardner (1990, pp. 27–29); Schultze (1972) reports similar figures for the late 1960s.
17 Adjusting for differences in household size one observes a rise from 77 percent below urban incomes in 1955

to 14 percent above in 1984. See Hayami (1990, p. 206).
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Table 3.4. Costs and benefits of the EU’s common agricultural policy in
comparison with a free market outcome, 1980 (millions of U.S. dollars)

Country Producers Consumers Government Net

EC-9 −30,686 34,580 11,494 15,388
West Germany −9,045 12,555 3,769 7,279
France −7,237 7,482 2,836 3,081
Italy −3,539 5,379 1,253 3,093
Netherlands −3,081 1,597 697 −787
Belgium/Luxembourg −1,624 1,440 544 320
United Kingdom −3,461 5,174 1,995 3,708
Ireland −965 320 99 −546
Denmark −1,736 635 302 −799

Note: Negative numbers indicate costs; positive numbers indicate benefits.

Source: Buckwell, A., David R. Harvey, Kenneth J. Thomson, and Kenn A. Parton (1982, pp. 90–134), as
presented in Koester and Tangermann (1990, p. 97).

Many of the benefits to farmers from governmental agriculture policies do not
come in the form of direct cash subsidies, but rather through price floors and other
policies that raise agricultural prices. This means that the costs to the citizen/
consumer from this form of redistribution are greater than the budget transfer
figures. Table 3.4 presents estimates of the benefits to consumers and taxpayers
(positive numbers in nine European Union countries) from abandoning the EU’s
Common Agricultural Policy (CAP) in favor of a free market in agricultural prod-
ucts. The aggregate costs to farmers from shifting to free markets and dropping all
subsidies ($30,686 million) are roughly two thirds of the benefits that consumers
($34,580 million) and taxpayers ($11,494 million) would receive. Each euro added
to a European farmer’s pocket by the CAP takes 1.50 out of a consumer/taxpayer’s
pocket.

There are many forms of redistribution in the industrial democracies that benefit
middle and upper income groups, and are difficult to reconcile with the various
voluntary-redistribution hypotheses discussed at the beginning of this chapter, so
many in fact that some scholars regard all government activity as selfishly and
redistributively motivated (Meltzer and Richard, 1978, 1981, 1983; Peltzman, 1980;
Aranson and Ordeshook, 1981). Table 3.5 presents the distribution of governmental
transfers across 15 OECD countries. The pattern of transfers for Australia is perhaps
what one might expect if redistribution were driven by altruistic-insurance motives.
In 1984 40.1 percent of all government transfers went to those in the bottom quintile
of the income distribution, while only 8 percent went to the highest quintile. But these
figures imply that over 50 percent of all transfers in Australia go to the three middle
quintiles, and this holds true for every other country in the table except Switzerland
and Norway in 1986. Individuals at all levels of the income distribution receive
substantial transfers, with those in the highest quintile receiving a larger fraction
of transfers in France, Italy, Luxembourg, and Sweden than those in the lowest
quintile. In France and Italy the highest quintile of the population actually received
a greater share of governmental transfers than any other quintile. These patterns of
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Table 3.5. Distribution of transfers by quintile and average transfers as a percent of
median equivalent income

Average transfers as
a percent of median

Bottom 2 3 4 Top Total equivalent income

Australia 1981 42.8 22.2 13.3 12.5 9.2 100.0 10.8
1985 40.1 24.6 14.4 12.9 8.0 100.0 11.3

Belgium 1985 22.9 22.5 21.9 16.6 16.1 100.0 33.3
1988 21.5 23.6 20.1 16.1 18.7 100.0 34.9

Switzerland 1982 38.5 19.2 15.6 13.3 13.3 100.0 7.3
Canada 1981 33.0 22.9 17.9 14.1 12.1 100.0 10.1

1987 29.5 24.2 19.2 15.0 12.1 100.0 12.4
France 1979 19.7 21.2 18.8 17.7 22.6 100.0 22.2

1984 17.5 21.8 18.4 17.7 24.7 100.0 25.0
Germany 1984 21.8 22.2 16.7 21.0 18.3 100.0 19.8
Ireland 1987 32.0 21.9 21.3 15.2 9.6 100.0 20.5
Italy 1986 15.6 16.4 19.7 20.7 27.6 100.0 21.4
Luxembourg 1985 17.3 18.3 19.5 22.5 22.4 100.0 23.7
Netherlands 1983 21.8 21.8 18.4 20.4 17.6 100.0 28.5

1987 24.9 21.3 16.9 17.7 19.2 100.0 28.3
Norway 1979 34.0 20.9 16.4 13.6 15.1 100.0 13.5

1986 21.5 16.6 14.2 12.2 11.0 100.0 15.1
Sweden 1981 18.0 23.9 19.8 19.5 18.7 100.0 35.0

1987 15.2 25.8 21.7 19.9 17.4 100.0 35.5
United Kingdom 1979 30.6 20.0 17.4 17.0 15.0 100.0 18.5

1986 26.7 25.9 19.4 16.1 11.9 100.0 24.3
United States 1979 29.7 21.1 17.4 14.7 17.1 100.0 8.9

1986 29.2 21.2 17.1 17.5 15.1 100.0 9.4
Finland 1987 25.9 22.6 18.2 15.8 17.6 100.0 27.7

Source: Atkinson, Rainwater, and Smeeding (1995), Table 7.5, p. 107.

redistribution can only be explained by assuming that at least some redistribution is
involuntary. Throughout this book, we shall consider several theories that explain
how this redistribution can come about.

Bibliographical notes

This chapter benefitted from the surveys of Rodgers (1974) and Oppenheimer
(1979).

Levy (1987) has written an interesting account of the changes in income distri-
butional patterns that have occurred in the United States since World War II without
focusing on the public choice process, however.

Rae (1981) and associates have pulled together an interesting assortment of the
different definitions of equality that underlie discussions of redistribution.

Goodin (1988) analyzes and defends redistribution policies from a normative
perspective.



PART II

Public choice in a direct democracy



CHAPTER 4

The choice of voting rule

Decision by majorities is as much an expedient as lighting by gas.

William Gladstone

There are two general rules. First, the more grave and important the questions
discussed, the nearer should the opinion that is to prevail approach to unanimity.
Second, the more the matter in hand calls for speed, the smaller the prescribed
difference in the number of votes may be allowed to become: when an immediate
decision has to be reached, a majority of one should suffice.

Jean-Jacques Rousseau

This and the next four chapters explore the properties of various voting rules.
These rules can be thought of as governing the polity itself, as when decisions
are made in a town meeting or by referendum, or an assembly, or a committee
of representatives of the citizenry. Following Black (1958), we shall often refer to
“committee decisions” as being the outcomes of the voting process. It should be
kept in mind, however, that the word “committee” is employed in this wider sense,
and can imply a committee of the entire polity voting, as in a referendum. When
a committee of representatives is implied, the results can be strictly related only to
the preferences of the representatives themselves. The relationship between citizen
and representative preferences is taken up later.

4.1 The unanimity rule

Since all can benefit from the provision of a public good, the obvious voting rule
for providing it would seem to be unanimous consent. Wicksell (1896) was the first
to link the potential for all to benefit from collective action to the unanimity rule.
The unanimity rule, coupled with the proposal that each public good be financed by
a separate tax, constituted Wicksell’s “new principle” of taxation. To see how the
procedure might work, consider a world with two persons and one public good. Each
person has a given initial income, YA and YB , and a utility function defined over the
public and private goods, UA(X A, G) and UB(X B, G), where X is the private good
and G the public good. The public good is to be financed by a tax of t on individual
A, and (1 − t) on individual B. Figure 4.1 depicts individual A’s indifference curves
between the private and public good. Let the prices of the private and public good
be such that if A had to pay for all of the public good (t = 1), A’s budget constraint

67
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Figure 4.1. Optimal quantities for a voter at different tax prices.

line would be YAt1. If A must pay only half of the cost of the public good, his
budget constraint line would be YAt.5, and so on. With a tax share of 0.5 A’s optimal
choice for a quantity of public good would be G0. Note, however, that the tax–public
good combinations (t.33, G1) and (t.33, G2) are on the same indifference curve as
(t.5, G0), and that one could calculate an infinite number of tax–public good quantity
combinations from Figure 4.1 that lie upon indifference curve A. It is thus possible
to map indifference curve A into a public good–tax space (Johansen, 1963).

Figure 4.2 depicts such a mapping. Points 0, 1, and 2 in Figure 4.2 correspond
to points 0, 1, and 2 in Figure 4.1. Indifference curve A in Figure 4.2 is a mapping
from the corresponding curve of Figure 4.1.

Figure 4.2. Mapping of voter preferences into tax–public good space.
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Figure 4.3. Contract curve in public good–tax space.

To map all points from Figure 4.1 into public good–tax space, we redefine each
individual’s utility function in terms of G and t alone. From the budget constraint,
we obtain

X A = YA − tG

X B = YB − (1 − t)G.
(4.1)

Substituting from (4.1) into each individual’s utility function, we obtain the desired
utility functions for A and B defined over G and t :

UA = UA(YA − tG, G)

UB = UB(YB − (1 − t)G, G).
(4.2)

Figure 4.3 depicts a mapping of selected indifference curves for A and B from
public good–private good space into public good–tax space. A’s share of the cost of
the public good runs from 0, at the bottom of the vertical scale, to 1.0 at the top. B’s
tax share runs in the opposite direction. Thus, each point in Figure 4.3 represents a
set of tax shares sufficient to cover the full cost of the quantity of public good at that
point. Each point is on an indifference curve for A, and one for B. Embedded in each
point is a quantity of private goods that each individual consumes as implied by his
budget constraint (4.1), the quantity of the public good, and his tax share. A1 and B1

are the levels of utility, respectively, if each individual acted alone in purchasing the
public good, and thus bore 100 percent of its cost.1 Lower curves for A (higher for B)
represent higher utilities. The set of tangency points between A’s and B’s indifference

1 To simplify the discussion, we ignore spillovers from one individual’s unilateral provision of the public good
on the other’s utility. One might think of the public good as a bridge across a stream. A1 and B1 represent the
utilities that each individual can obtain if each builds his own bridge. Within A1 and B1 are points of higher
utility for both that can be obtained by cooperating and building but one bridge.
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curves, CC ′, represents a contract curve mapping the Pareto-possibility frontier into
the public good–tax share space.

To see that each point on CC ′ is a Pareto-efficient allocation, take the total
differentials of each individual’s utility function with respect to t and G, holding
the initial incomes (YA, YB) constant:

�UA = ∂UA

∂ X
(−t)dG + ∂UA

∂G
dG + ∂UA

∂ X
(−G)dt

(4.3)

�UB = ∂UB

∂ X
(−1 + t)dG + ∂UB

∂G
dG + ∂UB

∂ X
(G)dt.

Setting the total change in utility for each individual equal to zero, we can solve
for the slope of each individual’s indifference curve:

(
dt

dG

)A

= ∂UA/∂G − t∂UA/∂ X

G(∂UA/∂ X ) (4.4)
(

dt

dG

)B

= −∂UB/∂G − (1 − t)∂UB/∂ X

G(∂UB/∂ X )
.

Equating the slopes of the two indifference curves, we obtain the Samuelsonian
condition for Pareto efficiency (1954):

∂UA/∂G

∂UA/∂ X
+ ∂UB/∂G

∂UB/∂ X
= 1. (4.5)

Now consider the following public choice process. An impartial observer pro-
poses both a pair of tax shares, tF and (1 − tF ), and a quantity of the public good,
G F . If the combination falls within the eye formed by A1 and B1, both individuals
prefer this proposal to share the cost of the public good to having to provide all
of the public good themselves. Both will vote for it, if they vote sincerely. F now
becomes the status quo decision and new tax share–quantity pairs are proposed.2

When a combination falling within the eye formed by A2 and B2 is hit upon, it is
unanimously preferred to F . It now becomes the status quo and the process is con-
tinued until a point on CC ′, like E , is obtained. Once this occurs, no new proposal
will be unanimously preferred, that is, can make both individuals better off, and the
social choice has been, unanimously, made.

Note that for the tax shares inherent in the allocation E , each individual’s optimal
quantity of public good differs from the quantity of the public good selected. A
prefers less of the public good, B prefers more. Given the tax shares tE and (1 − tE ),
therefore, each is being “coerced” into consuming a quantity of the public good that
differs from his most preferred quantity (Breton, 1974, pp. 56–66). This form of
coercion can be avoided under a slightly different variant of the voting procedure

2 Of course, the rule for selecting a new tax share or a new public good–tax share combination in the procedure
described above must be carefully specified to ensure convergence to the Pareto frontier. For specifics on the
characteristics of these rules, the reader is referred to the literature on Walrasian-type processes for revealing
preferences on public goods as reviewed by Tulkens (1978).



4.1 The unanimity rule 71

(Escarraz, 1967; Slutsky, 1979). Suppose, for an initially chosen set of tax shares
t and (1 − t), that voters must compare all pairs of public good quantities, and a
given quantity is chosen only if it is unanimously preferred to all others. This will
occur only if the two individuals’ indifference curves are tangent to the tax line
from t at the same point. If no such quantity of public good is found for this initially
chosen t , a new t is chosen and the process repeated. This continues until a t is
found at which all individuals vote for the same quantity of public good against all
others. In Figure 4.3, this occurs at L for tax shares tL and (1 − tL ). L is the Lindahl
equilibrium.

The outcomes of the two voting procedures just described (E and L) differ in
several respects.3 At L , the marginal rate of substitution of public for private goods
for each individual is equal to his tax price:

∂UA/∂G

∂UA/∂ X
= t

∂UB/∂G

∂UB/∂ X
= (1 − t). (4.6)

L is an equilibrium then, in that all individuals prefer this quantity of public good to
any other, given each individual’s assigned tax price. E (or any other point reached
via the first procedure) is an equilibrium in that at least one individual is worse
off by a movement in any direction from this point. Thus, L is preserved as the
collective decision through the unanimous agreement of all committee members on
the quantity of public good to be consumed, at the given tax prices; E is preserved via
the veto power of each individual under the unanimity rule. How compelling these
differences are depends on the merits of constraining one’s search for the optimum
public good quantity to a given set of tax shares (search along a given horizontal line
in Figure 4.3). The distribution of utilities at L arrived at under the second process
depends only on the initial endowments and individual preferences, and has the
(possible) advantage of being independent of the sequence of tax shares proposed,
assuming L is unique. The outcome under the first procedure is dependent on the
initial endowments, individual utility functions, and the specific set and sequence
of proposed tax–public good combinations. Although this “path dependence” of
the first procedure might be thought undesirable, it has the (possible) advantage of
leaving the entire contract curve CC ′ open to selection. As demonstrated above,
all points along CC ′ are Pareto efficient, and thus cannot be compared without
additional criteria. It should be noted in this regard that if a point on CC ′, say, E ,
could be selected as most preferred under some set of normative criteria, it could
always be reached via the second voting procedure by first redistributing the initial
endowments in such a way that L was obtained at the utility levels implied by E
(McGuire and Aaron, 1969). However, the informational requirements for such a
task are obviously considerable.

We have sketched here only two possible voting procedures for reaching the
Pareto frontier. Several papers have described Walrasian/tâtonnement procedures
for reaching it when public goods are present. These all have a “central planner”
or “auctioneer” who gathers information of a certain type from the citizen-voter,

3 For a detailed discussion of these differences, see Slutsky (1979).
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processes the information by a given rule, and then passes a message back to the
voters to begin a new round of voting. These procedures can be broadly grouped into
those in which the planner calls out tax prices (the ts in the preceeding example), and
the citizens respond with quantity information – the process originally described by
Erik Lindahl (1919) (see also Malinvaud, 1970–1, sec. 5); and those in which the
planner–auctioneer calls out quantities of public goods and the citizens respond with
price (marginal rate of substitution) information, as in Malinvaud (1970–1, secs.
3 and 4) and Drèze and de la Vallée Poussin (1971). A crucial part of all of these
procedures is the computational rule used to aggregate the messages provided by
voters and generate a new set of signals. It is this rule that determines if, and when,
and where on the Pareto frontier the process leads. Although there are obviously
distributional implications to these rules, they are in general not designed to achieve
any specific normative goal. The planner–auctioneer’s single end is to achieve a
Pareto-efficient allocation of resources. These procedures are all subject to the
same important distinction as to whether they allow the entire Pareto frontier to be
reached or always lead to an outcome with a given set of conditions, like the Lindahl
equilibrium. As such, they also share the other general properties of the unanimity
rule.

4.2 Criticisms of the unanimity rule

The unanimity rule is the only voting rule certain to lead to Pareto-preferred public
good quantities and tax shares, a feature that led Wicksell (1896) and later Buchanan
and Tullock (1962) to endorse it. Two main criticisms have been made against it.
First, a groping search for a point on the contract curve might take considerable time,
particularly in a large community of heterogeneous tastes (Black, 1958, pp. 146–7;
Buchanan and Tullock, 1962, ch. 6). The loss in time by members of the community
in discovering a set of Pareto-optimal tax shares might outweigh the gains to those
who are saved from paying a tax exceeding their benefits from the public good.
An individual who was uncertain over whether he would be so “exploited” under a
less than unanimity rule might easily prefer such a rule rather than spend the time
required to attain full unanimity. The second objection against a unanimity rule is
that it encourages strategic behavior.4 If A knows the maximum share of taxes that
B will assume rather than go without the public good, A can force B to point C
on the contract curve, by voting against all tax shares greater than tC . All gains
from providing the public good then accrue to A. If B behaves the same, the final
outcome is dependent on the bargaining strengths of the two individuals. The same
is true of the other equilibria along the contract curve (Musgrave, 1959, pp. 78–80).
Bargaining can further delay the attainment of the agreement as each player has to
“test” the other’s willingness to make concessions.

The “bargaining problem” under the unanimity rule is the mirror image of the
“incentive problem” in the voluntary provision of a public good. The latter is a direct
consequence of the joint supply–nonexclusion properties of a public good. Given

4 See Black (1958, p. 147), Buchanan and Tullock (1962, ch. 8), Barry (1965, pp. 242–50), and Samuelson (1969).
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these properties, each individual has an incentive to understate his preferences and
free-ride, since the quantity of public good provided is largely independent of his
single message. The literature on voluntary preference revelation procedures has
by and large sidestepped this problem by assuming honest preference revelation
in spite of the incentives to be dishonest. The strongest analytic result to justify
this assumption has been that sincere message transmittal is a minimax strategy;
that is, sincere revelation of preferences maximizes the minimum payoff that an
individual can obtain (Drèze and de la Vallée Poussin, 1971). But a higher payoff
might be obtained through a misrepresentation of preferences, and some individuals
can be expected to pursue this more daring option. If to remove this incentive one
compels all citizens to vote in favor of a public good quantity–tax share proposal
before it is provided, the free-rider problem disappears. Each individual’s vote is
now essential to the public good’s provision. This reversal in the individual’s position
in the collective decision alters his strategic options. Where an individual might,
under a voluntary revelation scheme, gamble on the rest of the group providing an
acceptable quantity of the public good without his contributing, under the unanimity
rule he might gamble on the group’s reducing the size of his contribution rather
than risk his continual blocking of the collective outcome. Although the strategy
options differ, both solutions to the public good problem are potentially vulnerable
to strategic behavior.

Experimental results of Hoffman and Spitzer (1986) and Smith (1977, 1979a,b,
1980) indicate that strategic bargaining on the part of individuals in unanimity rule
situations may not be much of a problem. The Hoffman-Spitzer experiments were
designed to see whether the ability of individuals to achieve Pareto-optimal allo-
cations in Coase-type externality situations deteriorates as the number of affected
parties increases. Since all affected parties had to agree to a bargain before it could
be implemented, the experiments essentially tested whether strategic bargaining by
individuals would overturn Pareto-optimal allocation proposals under the unanim-
ity rule. Hoffman and Spitzer (1986, p. 151) found that “if anything, efficiency
improved with larger groups” (with groups as large as 20 on a side).

Even if strategic behavior does not thwart or indefinitely delay the achievement
of a unanimous decision, one might object to the unanimity rule on the grounds that
the outcome obtained depends on the bargaining abilities and risk preferences of
the individuals (Barry, 1965, p. 249; Samuelson, 1969). Such a criticism implicitly
contains the normative judgment that the proper distribution of the gains from
cooperation should not be distributed according to the willingness to bear risks.
One can easily counter that they should. An individual who votes against a given
tax share to secure a lower one risks, under a unanimity rule, not having the good
provided at all, or if so in a less than optimum quantity. Voting in this manner
expresses a low preference for the public good, in much the same way as voting
against the tax share does, because it is “truly” greater than the expected benefits.
Someone not willing to vote strategically might be said to value the public good
higher, and therefore perhaps ought to be charged a higher price for it.

We are clearly in the realm of normative economics here, as we were in comparing
points E and L , and need criteria as to how the gains from cooperation ought to be
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shared.5 Indeed, in a full evaluation of the unanimity rule its normative properties
must be considered. Wicksell’s advocacy of the unanimity rule was based on its
normative properties. The unanimity rule would protect individuals from being
coerced by other members of the community, he argued. Wicksell used “coerced” not
in the sense employed by Breton, who took it to mean having a different evaluation
of the public good at the margin from one’s tax price, but in the sense of being
coerced through a collective decision to pay more for a public good than its benefits
are in toto. This argument for the unanimity rule stems directly from Wicksell’s view
of the collective choice process as one of mutually beneficial voluntary exchange
among individuals, as is Buchanan and Tullock’s (1962) (see also Buchanan, 1975b).
This emphasis on the “voluntary exchange” nature of collective choice underlies the
classic essays by both Wicksell and Lindahl and forms an intellectual bond between
them, leading in Wicksell’s case to the unanimity principle, and in Lindahl’s to a
set of tax prices equal to each individual’s marginal evaluation of the public good.
It also explains the reference to “just” taxation in the titles of each of their essays.
We shall return to these issues in Chapter 6.

4.3 The optimal majority

When a less than unanimous majority is sufficient to pass an issue, the possibility
exists that some individuals will be made worse off via the committee’s decision;
Wicksell’s coercion of the minority can take place. If the issue is of the public
good–prisoners’ dilemma variety, and there exist reformulations of the issue that
could secure unanimous approval, the use of a less-than-unanimity rule can be said
to impose a cost on those made worse off by the issue’s passage, a cost that could be
avoided through the expenditure of the additional time and effort required to redefine
the issue so that its passage benefits all. This cost is the difference in utility levels
actually secured and those that would have been secured under a full unanimity
rule. Buchanan and Tullock were the first to discuss these costs and refer to them
as the “external costs” of the decision rule (1962, pp. 63–91; see also Breton, 1974,
pp. 145–8).

Were there no costs associated with the unanimity rule itself, it would obviously
be the optimal rule, since it minimizes these external decision costs. But the time
required to define an issue in such a way as to benefit all may be considerable. In
addition to attempting to find a formulation of the proposal benefiting all, time may
be required to explain the nature of the benefits of the proposal to some citizens
unfamiliar with its merits. On top of these costs must be added the time lost through
the strategic maneuvering that might take place as individuals jockey for more
favorable positions along the contract curve, as described earlier.

Most observers, including those most favorably disposed toward the unanimity
rule like Wicksell and Buchanan and Tullock, have considered these latter costs
sufficiently large to warrant abandoning this rule. If all need not agree to a committee
decision, what percentage should agree? The preceeding considerations suggest a
trade-off between the external costs of having an issue pass against which the

5 At least two normative proposals for sharing these gains are dependent on the bargaining or risk preferences of
the individuals (Nash, 1950; Braithwaite, 1955).
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Figure 4.4. Choosing the optimal majority.

individual is opposed, and the costs of time lost through decision making. At the
one pole stands unanimity, under which any individual can block any agreement until
he has one with which he is satisfied, or which he feels is the best he can obtain. The
external decision costs under this rule are zero, but the decision time costs may be
infinite. At the other extreme, each individual decides the issue alone. No delays may
occur, as with a pure private good decision, but the external costs of allowing each
individual to decide unilaterally for the community are again potentially infinitely
large.

These various possibilities are depicted in Figure 4.4, which is taken from
Buchanan and Tullock (1962, pp. 63–91). The costs of a particular collective de-
cision are presented along the vertical axis; the number of people 0 up to N , the
committee size, required to pass the issue are presented along the horizontal axis.
Curve C is the external cost function representing the expected loss of utility from
the victory of a decision to which an individual is opposed under the committee
decision rule. Curve D depicts the decision-time costs of achieving the required
majority to pass the issue as a function of the size of the required majority. The
optimal majority is the percentage of the committee at which these two sets of costs
are together minimized. This occurs at K , where the vertical addition of the two
curves reaches a minimum. The optimal majority to pass the issue, given these cost
curves, is K/N . At this percentage, the expected gain in utility from redefining a
bill to gain one more supporter just equals the expected loss in time from doing so.

Since these costs are likely to differ from issue to issue, one does not expect one
voting rule to be optimal for all issues. The external costs will vary depending on
both the nature of the issues to be decided and the characteristics of the community
deciding them. Ceteris paribus, when opinions differ widely or information is scarce,
lengthy periods of time may be required to reach a consensus, and if the likely costs
to opposing citizens are not too high, relatively small percentages of the community



76 The choice of voting rule

might be required to make a decision. Again, the extreme example here is the
pure private good. In contrast, issues for which large losses can occur are likely
to require higher majorities (for example, issues pertaining to the Bill of Rights).6

The larger the community, the greater the number of individuals with similar tastes
and, thus, the easier it is likely to be to achieve a consensus among a given absolute
number of individuals. Thus, an increase in N should shift the curve D rightward
and downward. But the fall in costs of achieving a consensus among a given number
is unlikely to be fully proportional to the rise in community size. Thus, for issues
of a similar type, the optimal percentage of the community required to pass an
issue K/N is likely to decrease as the community increases in size (Buchanan and
Tullock, 1962, pp. 111–16).

Individuals whose tastes differ widely from most others in the community can be
expected to favor more inclusive majority rules. Individuals with high opportunity
costs of time should favor less inclusive majority rules. Buchanan and Tullock
assume that the choice of the optimal majority for each category of issues is made
in a constitutional setting in which each individual is uncertain over his future
position, tastes, and so on. Therefore, each views the problem in the same way, and
a unanimous agreement is achieved as to which less-than-unanimity rule to use for
each set of issues. When such a consensus does not exist, the knotty question that
must be faced is what majority should be required to decide what majorities are
required on all other issues? Having now faced this question, we shall move on.

4.4 A simple majority as the optimal majority

The method of majority rule requires that at least the first whole integer above N/2
support an issue before it becomes the committee decision. Nothing we have said
so far indicates why K/N = N/2 should be the optimal majority for the bulk of a
committee’s decisions; and yet it is the voting rule of choice across the world from
parliamentary assemblies down to the local meeting of the Parent-Teacher Associ-
ation. As Buchanan and Tullock (1962, p. 81) note, for any one rule, such as the
majority rule, to be the optimal majority for a wide class of decisions, there must exist
some sort of a kink in one of the cost functions at the point N/2, causing the sum of
two curves to obtain a minimum in a substantial proportion of the cases at this point.

A possible explanation for a kink in the decision-making cost curve, D, at N/2 can
be obtained by considering further the internal dynamics of the committee decision
process. When less than half of a committee’s membership is sufficient to pass an
issue, the possibility exists for both the issue A and the issue’s converse (∼A) to pass.
Thus, a proposal to increase school expenditures by 10 percent might first achieve
a winning majority (of, say, 40 percent) and a counterproposal to cut expenditures
by 5 percent may also receive a winning majority. The committee could, when less
than half of the voters suffice to carry an issue, become deadlocked in an endless
series of offsetting proposals absorbing the time and patience of its members. The
method of simple majority rule has the smallest possible required majority to pass

6 In Chapter 26 a more formal and general analysis of the constitutional choice of a voting rule is presented.
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Figure 4.5. Conditions favoring a simple majority as the optimal majority.

an issue, which avoids the possibility of self-contradictory issues simultaneously
passing (Reimer, 1951).

In Figure 4.5, decision cost and external cost curves have been drawn such that
their minimum would lie to the left of N/2 were D to continue to decline as it moves
leftward from N/2. But the D curve is higher to the left of N/2 owing to the extra
decision costs of having conflicting issues pass. This portion of the D curve has
been drawn as a straight line, but it could conceivably be U - or inverted U -shaped to
the left of N/2. The discontinuity at N/2 makes this majority the optimal majority
for this committee.7

7 Tullock (1998, pp. 16–17, 93–94) has objected to my rationalization of the universal popularity of the simple
majority rule by positing a discontinuity in the decision-costs curve. He cites presidential elections in the United
States and parliamentary elections in the United Kingdom as examples of the application of less than majority
rules, because U.S. presidents are occasionally elected without receiving a majority of the popular vote, and the
party that wins a majority of seats in the British House of Commons almost never receives a majority of the
votes cast. But these are examples of electoral rules that can convert less than a majority of the popular vote into
the victory of a candidate or party. We are concerned here with the choice of a committee voting rule. Neither the
House of Commons nor either of the two houses of the U.S. Legislature employ a less than 50 percent majority
rule, nor am I aware of any committee that does so, nor does Tullock give an example of such a committee.
Indeed, if the British Parliament employed, say, a 40 percent majority to pass legislation, then a party that failed
to win a majority of the seats in an election would not necessarily “lose” the election. As long as it got more
than 40 percent of the seats, it, along with the “winning” party, could pass legislation.

More fundamentally, however, Tullock misses the whole point of the argument. If constitutional conventions
choose parliamentary voting rules by weighing the external and decision-making costs of each rule, as Buchanan
and Tullock first posited, then there is no way to explain the ubiquitous use of the simple majority rule without
the existence of a kink or discontinuity in one of the two curves at K/N = N/2. If the discontinuity is not in
D, then it must be in E .

An alternative way to explain the popularity of the simple majority rule would, of course, be to abandon the
kind of cost calculus that Buchanan and Tullock introduced. We shall examine other criteria for choosing the
simple majority rule in Chapter 6. In Chapter 26 we integrate the two approaches.
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Absent a discontinuity in D, a minimum for C + D only occurs to the left of N/2
when the D curve rises more rapidly as it moves to the right than C does moving to
the left; that is, decision costs vary much more over the range of committee sizes
than do the external costs of collective decision making. N/2 is the optimal majority
for the committee because of the discontinuity in the D curve. Thus, the choice of
N/2 as the optimal majority is driven by the shape of the D curve. The method of
simple majority rule will be selected as the committee decision rule by a committee
whose members place a relatively high value on the opportunity costs of time. Were
it not for the loss of time involved in having conflicting proposals like A and ∼A
pass, the minimal cost majority for the committee would be less than 0.50. The
simple majority is optimal because it is the smallest majority one can select and still
avoid having conflicting proposals both obtain winning majorities.

Speed is not the majority rule’s only property, however. So important is the simple
majority rule as a voting procedure that we shall devote most of the next two chapters
to discussing its other properties.

Bibliographical notes

Tulkens (1978) presents an excellent review of the literature on tâtonnement pro-
cedures for revealing preferences on public goods. Milleron (1972) reviews the
literature on public goods more generally.

The seminal discussions of the “voluntary exchange” approaches of Lindahl and
Wicksell are by Musgrave (1939) and Buchanan (1949). See also Head (1964).

The relationship between Wicksell’s voting theory and the Lindahl equilibrium
is taken up by Escarraz (1967), who first described a way in which the Lindahl
equilibrium could be reached under a unanimity voting rule. Escarraz argues that
the unanimity rule was a necessary assumption underlying Lindahl’s belief that the
equilibrium would be reached and might have been implied in Lindahl’s concept of
an “even distribution of political power.” Under this interpretation, Lindahl’s even
distribution of political power, Wicksell’s freedom from coercion, the unanimity
rule, and a set of tax prices equal to the marginal rates of utility for the public good
all become nicely integrated.



CHAPTER 5

Majority rule – positive properties

But as unanimity is impossible, and common consent means the vote of the ma-
jority, it is self-evident that the few are at the mercy of the many.

John Adams

5.1 Majority rule and redistribution

As Chapter 4 indicated, a committee concerned only with providing public goods
and correcting for externalities might nevertheless choose as its voting rule the
simple majority rule, if it placed enough weight on saving time. But speed is not
the only property that majority rule possesses. Indeed, once issues can pass with
less than unanimous agreement, the distinction between allocative efficiency and
redistribution becomes blurred. Some individuals are inevitably worse off under the
chosen outcome than they would be were some other outcome selected, and there is
in effect a redistribution from those who are worse off because the issue has passed
to those who are better off.

To see this point more clearly, consider Figure 5.1. The ordinal utilities of two
groups of voters, the rich and the poor, are depicted on the vertical and horizontal
axes. All of the members of both groups are assumed to have identical preference
functions. In the absence of the provision of any public good, representative individ-
uals from each group experience utility levels represented by S and T . The point of
initial endowment on the Pareto-possibility frontier with only private good produc-
tion is E . The provision of the public good can by assumption improve the utilities
of both individuals. Its provision thus expands the Pareto-possibility frontier out to
the curve XYZW. The segment YZ corresponds to the contract curve in Figure 4.3,
CC ′. Under the unanimity rule, both groups of individuals must be better off with
the provision of the public good for them to vote for it. So the outcome under the
unanimity rule must be a quantity of public good and tax share combination, leaving
both groups somewhere in the YZ segment along the Pareto-possibility frontier.

But there is no reason to expect the outcome to fall in this range under majority
rule. A coalition of the committee’s members can benefit by redefining the issue to
increase their benefits at the expense of the noncoalition members, say, by shifting
the tax shares to favor the coalition. If the rich were in the majority, they could
be expected to couple the public good proposal with a sufficiently regressive tax
package so that the outcome wound up in the XY segment. If the poor were in the
majority, the taxes would be sufficiently progressive to produce an outcome in ZW.

79
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Figure 5.1. Outcomes under the unanimity and the simple majority rule.

Given the opportunity to redefine the issue proposed through the alteration of either
the quantity of the public good provided, the tax shares, or both, one can expect
with certainty that the outcome of the collective choice process will fall outside
of the Pareto-preferred segment YZ (Davis, 1970). As long as the issue could be
continually redefined in such a way that a majority still benefited, it would pass, and
a stable majority coalition could, in principle, push a minority back as far along the
Pareto-possibility frontier as their consciences or the constitution allowed.

The process of transforming a proposal unanimously supported into one sup-
ported by only a simple majority resembles that described by Riker (1962), in
which “grand” coalitions are transformed into minimum winning coalitions. In de-
veloping his theory of coalitions, Riker makes two key assumptions: (1) decisions
are made by majority rule and (2) politics is a zero-sum game. He assumes that
the allocational efficiency decisions (quantities of public goods) are all optimally
resolved as a matter of course, and that the political process is left with the distri-
butional issue of choosing from among the Pareto-efficient set (pp. 58–61). Thus,
Riker (1962, pp. 29–31) takes the extreme position that politics involves only re-
distribution questions, and is a pure zero-sum game. Given that the game is to take
from the losers, the winners can obviously be better off by increasing the size of the
losing side, as long as it remains the losing side. Under majority rule, this implies
that the losing coalition will be increased until it is almost as large as the winning
coalition, until the proposal passes by a “bare” majority. In Riker’s description, the
committee is made up of several factions or parties of different sizes, rather than
two “natural” coalitions, as depicted earlier, and the process of forming a mini-
mum winning coalition consists of adding and deleting parties or factions until two
“grand” coalitions of almost equal size are formed. In regular committee voting,
the process would consist of adding and deleting riders to each proposal, increasing
the number of losers, and increasing the benefits to the remaining winners.
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Several writers have described ways in which majority rule can lead to redis-
tribution other than via the obvious route of direct cash transfers. The pioneering
effort in this area was by Tullock (1959). Tullock described a community of 100
farmers in which access to the main highway is via small trunk roads, each of which
serves only 4 or 5 farmers. The issue comes up as to whether the entire community
of 100 should finance the repair of all of the trunk roads out of a tax on the entire
community. Obviously one can envisage a level of repairs and set of taxes on the
individual farmers under which such a proposal would be unanimously adopted.
But under majority rule it is to the greater advantage of some to propose that only
one half of the roads are repaired out of a tax falling on the entire population. Thus,
one can envisage a coalition of 51 of the farmers forming and proposing that only
the roads serving them are repaired out of the community’s general tax revenue
(Tullock discusses other possible outcomes, which we take up shortly). Such a pro-
posal would pass under majority rule, and obviously involves a redistribution from
the 49 farmers who pay taxes and receive no road repairs to the 51 farmers whose
taxes cover only slightly more than one half of the cost of the road repair.

In the Tullock example, redistribution to the 51 farmers in the majority coalition
takes place through the inclusion in the entire community’s budget of a good that
benefits only a subset of the community. Each access road benefits only 4 or 5
farmers and is a public good with respect to only theses farmers. The optimal size
of jurisdiction for deciding each of these “local” public goods would seem to be
the 4 or 5 farmers on each access road. The inclusion of private goods in the public
budget as a means of bringing about redistribution was first discussed by Buchanan
(1970, 1971) and has been analyzed by several other writers. Building on Buchanan’s
papers, Spann demonstrated that the collective provision of a private good financed
via a set of Lindahl tax prices leads to a redistribution from the rich to the poor
(Spann, 1974). To see this, consider Figure 5.2. Let DP be the demand schedule for
the poor and DR for the rich. Let X be a pure private good with price = marginal
social cost = PX . If the good is supplied to the market privately, the poor purchase
X P at price PX ; the rich purchase X R . Assume next that the good is collectively
purchased and supplied to the community in equal quantities per person, as if it
were a public good. The optimal quantity of X is then given by the intersection of
the community demand schedule, obtained by vertically summing the individual
demand schedules. (We ignore here income effect considerations. The argument is
not substantively affected by this omission.)

The supply schedule under collective provision is obtained by multiplying the
market price of the good by the number of members of the community. If we assume
for simplicity an equal number of rich and poor, the community will purchase XC

units of the good for each individual. At this quantity, a poor individual places a
marginal evaluation on the good of XCH , and his Lindahl tax is tP . A member of
the rich group pays tR . In effect, the poor receive a subsidy of ACHtP , the difference
between the price they pay for the good and its social cost multiplied by the quantity
they consume. But their consumer surplus gain from the collective provision of
the private good is only ABHtP . Thus, there is a deadweight loss of BCH through
the collective provision of X . In addition to the direct transfer of income from R
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Figure 5.2. Redistribution with the public provision of a private good.

to P (tPHCA) via the subsidization of P’s purchase of X, R is worse off by being
forced to consume a less than optimal amount of X. R loses the consumer surplus
triangle FCE.

This loss in efficiency comes about through the constraint placed on each indi-
vidual’s behavior, when all are forced to consume the same quantity of the private
good. Given the costs of producing the private good, all could be made better off
by being allowed to maximize their individual utilities at the set of market prices
for this and the other goods. The additional constraint that all consume the same
quantity lowers the set of attainable utilities. But the poor are better off receiving
the redistribution in this form than not at all, and if it is not feasible for them to
obtain direct cash subsidies via lump-sum transfers, and it is possible to obtain them
through the collectivization of private good supply, then the latter is worth pursuing.

The inefficiency brought about by constraining the rich to consume less than
their most preferred quantity of X can be removed by allowing them to purchase
additional units in the market. Most governments that publicly provide housing,
medical care, education, and similar goods that could be provided by the market do
allow individuals to supplement what they receive from the state, or to opt out of
the system entirely. When upper income groups pay to send their children to private
schools as they do in the United States and the United Kingdom, or obtain health
care from private physicians rather than from the free National Health Service in the
United Kingdom, an additional form of redistribution from rich to poor occurs as
the well-to-do pay part of the costs of the publicly provided good, but consume none
of it. Although allowing the rich to purchase the private good on the market reduces
the efficiency loss from providing this private good publicly, it does not eliminate
it entirely, as those remaining in the program continue to be forced to purchase the
private good under the artificially imposed constraint of an equal quantity and/or
uniform quality (Besley and Coate, 1991).
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The inefficiency also remains when the upper income groups continue to use
the publicly provided service, but supplement their purchases on the market. If the
quantity (quality) of the public service is chosen using the simple majority rule, the
chosen quantity or quality may be greater than that which both the rich and the poor
prefer. The poor oppose the collective choice because they are forced to consume
more of the publicly provided good than they wish, given their tax price; and the
rich too would prefer to pay less in taxes, consume less of the publicly provided
service, and purchase more in the market.1

Where publicly provided education at the elementary school level redistributes
income from the highest to the lowest income groups, publicly provided higher
education redistributes from the lowest to the middle income groups, and where
professional education in law, medicine, and business is freely provided by the
state – as it is throughout most of Europe – redistribution is from the average
taxpayer to those who will soon join the highest income groups in society.2

As the pattern of governmental transfers depicted in Table 3.5 of Chapter 3 reveals,
all redistribution is not from rich to poor, nor even predicated on differences in
incomes. Occupation, sex, race, geographic location, recreational preferences, and
political affiliation can all be used to delineate the targets of redistribution. What
is required for redistribution to take place under majority rule is that the members
of the winning coalition be clearly identifiable, so that the winning proposal can
discriminate in their favor, either on the basis of the distribution of the benefits it
provides (for example, Tullock’s unequal distribution of roads at equal taxes) or
the taxes it charges (for example, Buchanan and Spann’s equal quantities of private
good X at unequal taxes).

Regardless of what form it takes, and regardless of whether political choice under
majority rule is a pure zero-sum game, as Riker assumes, or involves allocational
efficiency changes plus redistribution, the fact remains that the redistributional char-
acteristics of any proposal will figure in its passage, and that majority rule creates
the incentive to form coalitions and redefine issues to achieve these redistributional
gains. Indeed, from the mere knowledge that an issue passed with some individuals
in favor and others opposed, one cannot discern whether it really was a public good
shifting the Pareto-possibility frontier out to XYZW in Figure 5.1 coupled to a tax
unfavorable to the poor, say, resulting in an outcome at A; a pure redistribution
along the private-good Pareto-efficiency frontier resulting in B; or an inefficient
redistribution from the poor to the rich via the collective provision of a private good
resulting in, say, C . All one can say with much confidence is that the rich appear
to believe that they will be better off, and the poor that they will be worse off from
passage of the proposal; that is, the move is into the region SEYX.

Thus, even if the emergence of states is better explained as cooperative efforts
undertaken to benefit all members of the community rather than as a power move
by one group in society to exploit the rest, it is now clear that the use of the majority
rule to make collective decisions must transform the state at least in part into a

1 Gouveia (1997). This result relies on the median voter theorem introduced in Section 5.3∗ of this chapter.
2 The allocational (in)efficiency and redistribution properties of education are discussed by Barzel (1973) and

Barzel and Deacon (1975).
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redistributive state. Since all modern democracies use the majority rule to a con-
siderable degree to make collective decisions – indeed the use of the majority rule
is often regarded as the mark of a democratic form of government – all modern
democratic states must be redistributive states in part, if not in toto.

5.2 Cycling

Given that majority rule must induce some element of redistribution into the col-
lective decision process, we take up next an attribute of majority rule when a pure
redistribution decision is to be made. Consider a three-person committee that must
decide how to divide a gift of $100 among them using majority rule. This is a pure
distributional issue, a simple zero-sum game. Suppose that V2 and V3 first vote to
divide the $100 between themselves, 60/40. V1 now has much to gain from forming
a winning coalition. He might propose to V3 that they split the $100, 50/50. This
is more attractive to V3, and we can expect this coalition to form. But now V2 has
much to gain from trying to form a winning coalition. He might now offer V1 a
55/45 split forming a new coalition, and so on. When the issues proposed involve
redistribution of income and wealth, members of a losing coalition always have a
large incentive to attempt to become members of the winning coalition, even at the
cost of a less-than-equal share.

The outcome of a 50/50 split of the $100 between a pair of voters is a von
Neumann-Morgenstern solution to this particular game (Luce and Raiffa, 1957,
pp. 199–209). This game has three such solutions, however, and there is no way to
predict which of these three, if any, would occur. Thus, the potential for cycles, when
issues involve redistribution, seems quite large. It is always possible to redefine an
issue to benefit one or more members and harm some others. New winning coalitions
containing some members of the previously losing coalition and excluding members
of the previously winning coalition are always feasible. But, as we have seen from
the discussion of majority rule, when issues can be amended in the committee,
any pure allocative efficiency decision can be converted into a combination of a
redistribution and an allocative efficiency change via amendment. Thus it would
seem that when committees are free to amend the issues proposed, cycles must be
an ever-present danger.

The possibility that majority rule can lead to cycles across issues was recognized
over two hundred years ago by the Marquis de Condorcet (1785). Dodgson (1876)
analyzed the problem anew one hundred years later, and it has been a major concern
of the modern public choice literature beginning with Black (1948b) and Arrow
(1951, rev. ed. 1963).3 Consider the following three voters with preferences over
three issues, as in Table 5.1 (> implies preferred). X can defeat Y, Y can defeat Z ,
and Z can defeat X . Pairwise voting can lead to an endless cycle. The majority rule
can select no winner nonarbitrarily.4

If we define Z as a payoff to voters V2 and V3 of 60/40, Y as the payoff (50, 0,
50), and X as (55, 45, 0), the ordinal rankings of issues in Figure 5.3 correspond

3 For a discussion of these and other early contributions, see Black (1958), Riker (1961), and Young (1997).
4 See A.K. Sen’s discussion (1970a, pp. 68–77).
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Table 5.1. Voter preferences that induce a cycle

Issues

Voters X Y Z X

1 > > <

2 > < >

3 < > >

Community > > >

to the zero-sum pure distribution game. But it is also possible to get orderings as
in Table 5.1 and Figure 5.3 for issues involving allocational efficiency. If X, Y , and
Z are sequentially higher expenditures on a public good, then the preferences of
Voters 1 and 3 can be said to be single-peaked in the public good–utility space
(see Figure 5.3). Voter 2’s preferences are double-peaked, however, and herein are
a cause of the cycle. Change 2’s preferences so that they are single-peaked, and the
cycle disappears.

One of the early important theorems in public choice was Black’s (1948a) proof
that majority rule produces an equilibrium outcome when voter preferences are
single-peaked. If voter preferences can be depicted along a single dimension, as
with an expenditure issue, this equilibrium lies at the peak preference for the median
voter. Figure 5.4 depicts the single-peaked preferences for five voters. Voters 3, 4,
and 5 favor m over any proposal to supply less. Voters 3, 2, and 1 favor it over
proposals to supply more. The preference of the median voter decides.

5.3* The median voter theorem – one-dimensional issues

The proof follows Enelow and Hinich (1984, ch. 2). The two key assumptions for
the median voter theorem are (1) that issues are defined along a single dimensional

Figure 5.3. Voter preferences that induce a cycle.
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Figure 5.4. The median voter decides.

vector x and (2) that each voter’s preferences are single-peaked in that one dimen-
sion. Let voter i’s preferences be represented by a utility function Ui ( ) defined over
x, Ui (x). Let x∗

i be voter i’s most preferred point along the x vector. Call x∗
i i’s ideal

point.

Definition: x∗
i is i ’s ideal point if and only if (iff) Ui (x∗

i ) > Ui (x) for all x �= x∗
i .

Definition: Let y and z be two points along the x dimension, such that either y, z
≥ x∗

i or y, z ≤ x∗
i . Then voter i’s preferences are single-peaked iff [Ui (y) >

Ui (z)] ↔ [|y − x∗
i | < |z − x∗

i |].
In other words, the definition of single-peaked preferences says that if y and z are
two points on the same side of x∗

i , then i prefers y to z if and only if y is closer to x∗
i

than z is. If all preferences are single-peaked, then preferences like those of Voter 2
in Figure 5.3 cannot occur (note z is 2’s ideal point in this figure).

Definition: Let {x∗
1 , x2∗, . . . , x∗

n } be the n ideal points for a committee of n individ-
uals. Let NR be the number of x∗

i ≥ xm, and NL be the number of x∗
i ≤ xm.

Then xm is a median position iff NR ≥ n/2 and NL ≥ n/2.

Theorem: If x is a single-dimensional issue, and all voters have single-peaked pre-
ferences defined over x, then xm, the median position, cannot lose under
majority rule.

Proof: Consider any z �= xm , say, z < xm . Let Rm be the number of ideal points to
the right of xm . By definition of single-peaked preferences, all Rm voters
with ideal points to the right of xm prefer xm to z. By definition of median
position, Rm ≥ n/2. Thus, the number of voters preferring xm to z is at
least Rm ≥ n/2. xm cannot lose to z under majority rule. Similarity, one
can show that xm cannot lose to any z > xm . �
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5.4 Majority rule and multidimensional issues

Single-peakedness is a form of homogeneity property of preference orderings
(Riker, 1961, p. 908). People who have single-peaked preferences on an issue agree
that the issue is one for which there is an optimum amount of the public good, and
that the farther one is away from the optimum, the worse off one is. If quantities
of defense expenditures were measured along the horizontal axis, then a preference
ordering like the ordering in Figure 5.4 would obviously imply that Voter 1 is some-
what of a dove and Voter 5 a hawk, but a consensus of values would still exist with
respect to the way in which the quantities of defense expenditures were ordered. The
median voter theorem states that a consensus of this type (on a single-dimensional
issue) is sufficient to ensure the existence of a majority rule equilibrium. During
the Vietnam War, it was often said that some people favored either an immediate
pullout or a massive expansion of effort to achieve total victory. Preferences of this
type resemble Voter 2’s preferences in Figure 5.3. Preference orderings such as these
can lead to cycles. Note that the problem here may not be a lack of consensus on
the way of viewing a single dimension of an issue, but on the dimensionality of the
issue itself. The Vietnam War, for example, raised issues regarding both the U.S.
military posture abroad and humanitarian concern for the death and destruction it
wrought. One might have favored high expenditures to achieve the first, and a com-
plete pullout to stop the second. These considerations raise, in turn, the question of
the extent to which any issue can be viewed in a single dimension.

If all issues were unidimensional, multipeaked preferences of the type depicted
in Figure 5.3 might be sufficiently unlikely so that cycling would not be much of
a problem. In a multidimensional world, however, preferences of the type depicted
in Table 5.1 seem quite plausible. Issues X, Y , and Z might, for example, be votes
on whether to use a piece of land for a swimming pool, tennis courts, or a baseball
diamond. Each voter could have single-peaked preferences on the amount to be
spent on each activity, and a cycle would still appear over the issue of how the land
should be used. The introduction of distributional considerations into a set of issues
can, as already illustrated, also produce cycles.

A great deal of effort has been devoted to defining conditions under which ma-
jority rule does yield an equilibrium. Returning to Figure 5.4 we can see, somewhat
trivially, that m emerges as an equilibrium because the other four voters are evenly
“paired off” against one another regarding any move from m. This condition has
been generalized by Plott (1967), who proved that a majority rule equilibrium exists
if it is a maximum for one (and only one) individual, and the remaining even number
of individuals can be divided into pairs whose interests are diametrically opposed;
that is, whenever a proposal is altered so as to benefit a given individual A, a given
individual B must be made worse off.

To see the intuition behind Plott’s important result, consider first Figure 5.5. Let x1

and x2 be two issues, or two dimensions of a single issue. Let individual preferences
be defined over x1 and x2, with point A the ideal point, the most preferred point in the
x1x2 quadrant for individual A. If one envisages a third dimension, perpendicular
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Figure 5.5. Outcome for a committee of one.

to the x1x2 plane, with utility measured in this third dimension, then point A is a
projection of the peak of individual A’s utility “mountain” onto the x1x2 plane. Pass
a second plane through the mountain between its peak and floor and it will intersect
the mountain in curves representing equal levels of utility. One such curve, drawn
as a circle, is presented in Figure 5.5.

If we thought of individual A as a committee of one making choices using majority
rule, then rather obviously and trivially she would choose point A. For her it is the
dominant point in the x1x2 quadrant; that is, it is a point that cannot lose to any
other point. What we seek to determine are the conditions for the existence of a
dominant point under majority rule for committees larger than one.

Let B join A to form a committee of two. Under majority rule, any point that
is off the contract curve, like D in Figure 5.6, can be defeated by a point on the
contract curve, like E , using majority rule. Thus, no point off the contract curve
can be a dominant point. At the same time, points like E on the contract curve
cannot lose to other points on the contract curve like A and B. In a choice between
A and E , voter A chooses A, B chooses E , and the result is a draw under majority
rule. For a committee of two, the set of dominant points under majority rule is the
contract curve. With circular indifference curves, the contract curve is the straight
line segment joining A and B.

It should be clear from this example that dominance and Pareto optimality are
closely related. Indeed, for E to be a dominant point, it must be in the Pareto set of
every majority coalition one can construct, for were it not, there would exist some
other point Z in the Pareto set for a majority coalition, which is Pareto preferred to
E . This coalition will form and vote for Z over E .

Now consider a committee of three. Let C’s ideal point be at C in Figure 5.7. The
Pareto sets for each majority coalition are again the straight line segments joining
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Figure 5.6. Outcomes for a committee of two.

each pair of ideal points, AC, BC, and AB. There is no point common to all three
line segments, and thus no point is contained in all three Pareto sets. By the logic of
the previous paragraph, there is no dominant point under majority rule. A point like
D in A − C’s Pareto set lies outside of A−B’s Pareto set. There thus exist points on
AB, like Z , that can defeat D.

Figure 5.7. Cycling outcomes for a committee of three.
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Figure 5.8. Equilibrium outcome for a committee of three.

The triangle ABC inclusive of its borders constitutes the Pareto set for the com-
mittee of three. Were the unanimity rule employed, the committee would be led to
some point within ABC or on its boundary. Once there, the committee would be
stuck, unable to move unanimously to another point. All points in and on ABC are
potential equilibria. Under the majority rule, however, only the Pareto sets for the
majority coalitions are relevant. There are three of them, but with no common point
among them, no equilibrium exists.

The situation would be different if the third committee member’s ideal point
fell on the segment AB or its extension, say, at E (Figure 5.8). The three majority
coalition Pareto sets are again the segments joining the three ideal points, AB, AE,
and EB. However, now they have a point in common, E , and it is the dominant point
under majority rule.

When the third committee member’s ideal point falls on the ray connecting the
other two members’ ideal points, what was a multidimensional choice problem
collapses into a single-dimensional choice problem. The committee must select a
combination of x1 and x2 from along the ray through A and B. The conditions for
the median voter theorem are applicable, and the committee choice is at the ideal
point for the median voter, point E . Note also that the interests of the remaining
committee members, A and B, are both diametrically opposed and “balanced”
against one another as Plott’s theorem requires for an equilibrium.

Now consider adding two more members to the committee. Obviously, if their
ideal points were to fall along the ray through AB, an equilibrium would still exist.
If one point were above and to the left of E and the other below and to the right, then
E would remain the single dominant point under majority rule. But if both points
fell outside of AB but were still on its extension, say, above and to the left of A, an
equilibrium would still exist. In this case, it would be at A.
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Figure 5.9. Outcome for a committee of five.

But the ideal points of the new members do not have to fall along AB extended
for a dominant point to continue to exist. Suppose the two new committee members
had ideal points falling on a line segment passing through E , but not coinciding
with AB, say, like F and G in Figure 5.9. With a committee of five, three are
needed to form a majority coalition. The Pareto sets for the majority coalitions
are the triangles AEF, AEG, GEB, and BEF, and the line segments AEB and GEF
(see Figure 5.9). These six Pareto sets have but one point in common, E , and
it is the dominant point under majority rule. E remains the equilibrium because
the two new members’ interests are symmetrically positioned on opposite sides
of E , and thus one’s interests are balanced against the other’s. As long as new
committee members would continue to be added in pairs with ideal points on line
segments passing through E , and on opposite sides of it, this balance would not
be upset and E would remain the committee’s equilibrium choice under majority
rule.

The dominance of E in Figure 5.9 does not follow as it did in Figure 5.8 from a
direct application of the median voter theorem. The issue space cannot be collapsed
to a single-dimensional representation in Figure 5.9. But E is a median point in a
more general sense. Pass any line through E , like WW in Figure 5.10, and there are
three points on or to the left of (above) this line, as well as three points on or to the
right of (below) it. A movement from E to the left will be opposed by a majority
of the committee (EBF) as will a movement to the right (EAG). Since this is true
for all possible lines that one can draw through E , all possible moves from E are
blocked – hence its equilibrium nature. E satisfies the definition of a median point
presented in Section 5.3∗, with respect to the areas left and right of the line WW
through E . The number of ideal points at or to the left of E is greater than n/2, as
is the number at or to the right, where n, the committee size, in this case is 5. Since
this property holds for every WW one can draw through E, E is a median point in
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Figure 5.10.

all directions. The theorem – that the necessary and sufficient condition for E to
be a dominant point under majority rule is that it be a median in all directions – is
proved in the next section.

5.5* Proof of the median voter theorem – multidimensional case

This theorem was first proved by Davis, DeGroot, and Hinich (1972); we again
follow Enelow and Hinich (1984, ch. 3).

We begin by generalizing the definitions of NR and NL . NR is the number of
ideal points to the right of (below) any line passing through E ; NL is the number of
ideal points to the left of (above) this line. Continue to assume circular indifference
curves.

Theorem: E is a dominant point under majority rule iff NR ≥ n/2 and NL ≥ n/2
for all possible lines passing through E.

Proof:
Sufficiency: Pick any point Z �= E (see Figure 5.11), and inquire whether Z might

nevertheless defeat E under the simple majority rule. Draw ZE. Draw WW
perpendicular to ZE. Given that all indifference curves are circles, E is
closer to any ideal point to the right of (below) WW than is Z . NR voters
prefer E to Z . By assumption, NR ≥ n/2. E cannot lose to Z .

Necessity: We must show that if Z is a point not satisfying the NR ≥ n/2 and
NL ≥ n/2 condition for some WW line drawn through it, then it cannot be a
dominant point. Let Z and WW in Figure 5.12 be such that NR < n/2. Then
NL > n/2. Now move WW parallel to its original position until it reaches
some point Z ′ on the perpendicular to WW such that N ′

L just satisfies the
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Figure 5.11.

condition N ′
L ≤ n/2 for the line W ′W ′ through Z ′. Clearly, some point

Z ′ satisfying this condition must eventually be reached. Now choose Z ′′
between Z and Z ′ on the line segment ZZ′. N ′′

L defined with respect to the
line through Z ′′ parallel to WW must satisfy N ′′

L > n/2. But the N ′′
L voters

with ideal points to the left of W ′′W ′′ must all prefer Z ′′ to Z . Thus Z
cannot be a dominant point. �

Figure 5.12.
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5.6 Majority rule equilibria when preferences are not defined
in spatial terms

So far, the results of this chapter regarding an equilibrium under majority rule have
been derived in the context of a spatial model of choice. This is perhaps a natural
way to approach choice questions for economists since they often analyze individual
choices assuming utility functions defined over continuous variables and illustrate
their results using geometry. But whether one views the results so far in a positive
light (an equilibrium does exist under majority rule) or in a negative one (but only
under very stringent assumptions), one might wonder how sensitive the results are
to the formulation of the questions in spatial terms. Might better or worse results
ensue if one abandoned the spatial context for examining majority rule? After all,
voters do not typically think in spatial terms. These questions echo an attack on
the public choice approach to politics levied by Stokes (1963), when public choice
spatial models first began to intrude into the political science literature.

All of the major results concerning consumer behavior can be derived without
the help of geometry or calculus, if one assumes that individual preferences satisfy
certain basic rationality axioms (Newman, 1965). Since the theorems regarding
consumer behavior derived from these axioms closely resemble those derived using
calculus, one might suspect that the same will be true regarding collective decision
functions like majority rule. And this suspicion is borne out.

The concept of an ideal point for an individual carries over directly into the ax-
iomatic approach, if we assume that individual preferences satisfy the three axioms
of reflexivity, completeness, and transitivity. Using R to denote the relationship
“at least as good as,” that is, either strict preference P or indifference I , then the
axioms are

Reflexivity: For every element x in the set S, x Rx .
Completeness: For every pair of elements x and y in the set S, x �= y, either

x Ry, or y Rx , or both.
Transitivity: For every triple x, y, and z in S, (x Ry and y Rz) → (x Rz).

If individual preferences satisfy these three axioms, then they define an ordering
over the set of alternatives, S. The individual is assumed to be capable of ranking
all of the alternatives in S, and the ideal point is then the alternative ranked highest,
that is, the alternative preferred to all others.

Given that individual preferences are assumed to define an ordering, a natural
way to approach the issue of whether an equilibrium exists under majority rule is to
ask whether majority rule defines an ordering, in particular, to ask whether majority
rule satisfies transitivity. If it does, then an alternative that beats (or at least ties) all
others must exist in any set, and this is our dominant (equilibrium) outcome.

Majority rule does define an ordering over the set of alternatives S if individual
preferences, in addition to satisfying the three axioms that define an ordering, also
satisfy the extremal restriction axiom.5

5 Sen and Pattanaik (1969). Other variants on this axiom (all equally restrictive) and on the basic theorem are
discussed by Sen (1966, 1970a, chs. 10, 10∗).
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Extremal restriction: If for any ordered triple (x, y, z) there exists an indi-
vidual i with preference ordering x Pi y and y Pi z, then every individual
j who prefers z to x (z Pj x) must have preferences z Pj y and y Pj x .

There are several things to observe about this axiom. First, although it does not
require a spatial positioning of alternatives, it does require that individuals view
alternatives in a particular way. Individuals must order issues x, y, z or z, y, z; they
cannot order them y, x, z, for example.

Second, the condition does not require that all individuals have either the x Pi y Pi z
ordering or the z Pj y Pj x ordering. The second part of the condition is only triggered
if some individual prefers z to x . But no one may prefer z to x . All may either prefer
x to z or be indifferent between them. If they are, then the theorem states that no
cycle can occur.

Third, if one wants to think of the issues as ordered in a left-to-right way (x, y, z),
then the condition resembles single-peakedness but is not equivalent to it. In particu-
lar, the condition allows for the preferences x I j z Pj y when the preferences x Pi y Pi z
are present. If y is the middle issue, then the preference ordering x I j z Pj y implies
twin peaks at x and z. The condition does mandate, however, that the two peaks at
x and z must be of equal altitude.

Although the extremal restriction avoids defining the issues in spatial terms, it is in
other respects a severe constraint on the types of preference ordering people can have
if majority rule is to satisfy transitivity. If a committee must decide whether a vacant
lot is to be used to build a football field (x), tennis court (y), or a swimming pool (z),
then some individuals may reasonably prefer football to tennis to swimming. But
equally reasonably, others may prefer tennis to swimming to football. If both types
of individuals are on the committee, however, the extremal restriction is violated
and a voting cycle under majority rule may ensue. This theorem is proved in the
next section.

5.7* Proof of extremal restriction – majority rule theorem

Theorem: Majority rule defines an ordering over any triple (x, y, z) iff all possible
sets of individual preferences satisfy extremal restriction.

The proof follows Sen (1970a, pp. 179–81).

Sufficiency: The most interesting cases involve those in which at least one voter has
preferences:

1. x Pi y Pi z.

In addition to voters of type 1, the extremal restriction allows there to be voters
with the following four sets of preference orderings:6

2. z Pj y Pj x
3. y Pj z I j x

6 In fact, it allows for more than these four, but the others are eliminated once there is one voter for whom z Px .
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4. z I j x Pj y
5. z I j x I j y.

Voters of type 5 can be assumed to abstain, and shall be ignored hereafter. Now
assume that the theorem does not hold; that is, assume the existence of a forward
cycle

x Ry, y Rz, and z Rx,

where the unsubscripted R implies the social ordering under majority rule. Call
N (z Pi x) the number of individuals who prefer z to x :

(z Rx) → [N (z Pi x) ≥ N (x Pi z)]. (5.1)

By assumption, at least one individual has the ordering x Pi y Pi z. Thus,

N (x Pi z) ≥ 1 (5.2)

and from (5.1)

N (z Pi x) ≥ 1.7 (5.3)

Call N1 the number of individuals with preferences as given in (1) above, N2 as in
(2), and so on.

(x Ry) → (N1 + N4 ≥ N2 + N3) → [N4 ≥ (N2 − N1) + N3] (5.4)

(y Rz) → (N1 + N3 ≥ N2 + N4) → [N3 ≥ (N2 − N1) + N4] (5.5)

(z Rx) → (N2 ≥ N1). (5.6)

For both (5.4) and (5.5) to hold,

N2 = N1 (5.7)

and thus

N3 = N4. (5.8)

But then

(N2 + N3 ≥ N1 + N4) → (y Rx) (5.9)

(N2 + N4 ≥ N1 + N3) → (z Ry) (5.10)

(N1 ≥ N2) → (x Rz). (5.11)

However, (5.9) through (5.11) imply a backward cycle. Thus, if extremal restriction
is satisfied, a forward cycle can exist only in the special case when a backward cycle
does. A cycle ensues because society is indifferent among all three issues. The
number of voters preferring x to y equals the number preferring y to x , the number
preferring y to z equals the number preferring z to y, and the number preferring x
to z equals the number preferring z to x .

7 Conditions (5.2) and (5.3) ensure that the only preference orderings in the committee that can satisfy the extremal
restriction axiom are among the five types given above.
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If one assumes the theorem is violated by a backward cycle, an analogous argu-
ment demonstrates that extremal restriction also implies a forward cycle.

Necessity: We must show that violation of the extremal restriction axiom can lead
to intransitive social preferences under the majority rule.

Assume one i with

x Pi y Pi z. (5.12)

Extremal restriction is violated if one j has the ordering

z Pj x and z Pj y and x R j y (5.13)

or the ordering

z Pj x and y Pj x and y R j z. (5.14)

Assume (5.12) and (5.13) hold. Then under majority rule

x Py I z I x,

which violates transitivity.
Next assume (5.12) and (5.14) hold. Then under majority rule

x I y Pz I x,

which is again in violation of the transitivity axiom. When the extremal condition
is not satisfied, majority rule may be incapable of producing a complete ordering
over all alternatives.

5.8 Restrictions on preferences, on the nature and number
of issues, and on the choice of voting rule that can
induce equilibria

5.8.1 Preference homogeneity

For the reader who is unfamiliar with the public choice literature, the results on
majority rule equilibrium must seem both surprising and disconcerting. Can the
most frequently employed voting rule really produce the kind of inconsistency
implied by its violation of the transitivity property? Are the types of preferences
needed to bring about an equilibrium under majority rule really as unlikely to arise
naturally as the preceeding theorems suggest?

Unfortunately, the answers to these questions appear to be “yes.” This is nicely
illustrated in Kramer’s (1973) generalization of the single-peakedness condition to
more than one dimension. Kramer’s theorem is particularly revealing to economists
because he explores voter choices in the familiar environment of budget constraint
lines and convex indifference curves.

In Figure 5.13, let x1 and x2 represent the quantities of two public goods, or
two attributes of a single public good. BB is the budget constraint line for the
committee. All points on or within BB are feasible alternatives. Let U A

1 and U A
2 be

two indifference curves for individual A. A’s preferences over the triple (x, y, z)
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Figure 5.13. Possible cycles with normal indifference curves.

are x PA y PAz. Let C have the dotted indifference curve U C . C’s preferences over
(x, y, z) are y PC z PC x . The extremal restriction defined in Section 5.6 is violated.
With individuals like A and C on the committee, majority rule may produce a cycle
over triples like (x, y, z) selected from the feasible set. But there is nothing unusual
about A and C’s indifference curves other than that they intersect. When can we
be certain that we avoid all preference orderings that violate extremal restriction
over the feasible set? Only when all individuals have identical indifference maps, or
as Kramer (1973, p. 295) puts it, when there is “complete unanimity of individual
preference orderings.”8

And so we return to a unanimity condition. If what we seek is a voting rule to reveal
individual preferences on public goods, the options would appear to be as follows. A
unanimity rule might be selected that possibly requires an infinite number of redef-
initions of the issue until one that benefited all citizens was reached. Although each
redefinition might, in turn, be defeated until a point on the Pareto-possibility frontier
had been reached, once attained, no other proposal could command a unanimous
vote against it, and the process would come to a halt. The number of times an issue
must be redefined before a passing majority is reached can be reduced by reducing
the size of the majority required to pass an issue. Although this “speeds up” the pro-
cess of obtaining the first passing majority, it slows down, perhaps indefinitely, the
process of reaching the last passing majority, that is, the one that beats all others. For
under a less-than-unanimity rule, some voters are made worse off. This is equivalent
to a redistribution from the opponents of a measure to its proponents. As with any
redistribution measure, it is generally possible to redefine an issue transferring the
benefits among a few individuals and to obtain a new winning coalition. The Plott
“perfect balance” condition ensures an equilibrium under majority rule by imposing

8 Were we to allow pairwise comparisons among all points along BB and exclude all points within BB from
consideration, then convex utility functions would imply single-peaked preferences along the one dimension
BB defines, and the median voter theorem would apply. Allow points interior to BB to be chosen under majority
rule, or add a third dimension to the issue set and this escape hatch is closed, however.
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a form of severe symmetry assumption on the distribution of preferences that en-
sures that any redefinition of an issue always involves symmetric and offsetting
redistributions of the benefits. The same counterbalancing of interests is contained
in the median-in-all-directions condition, while extremal restriction also tends to
limit the contest to those with strictly opposing interests (for example, x Pi y Pi z
types against z Pj y Pj x types). The Kramer “identical utility functions” condition
removes all conflict, and thereby eliminates all questions of redistribution.

The redistributive characteristics of less-than-unanimity rules explain the simi-
larities between the proofs and conditions for a majority rule equilibrium, and those
establishing a social welfare function (or the impossibilities thereof). Both flounder
on their inability to choose among Pareto-preferred points, that is, to handle the
question of redistribution (see Sen, 1970a, chs. 5 and 5∗).

These theorems all establish the possibility of a cycle when their restrictive con-
ditions are not met. They do not establish the inevitability of a cycle. As Kramer
(1973) notes, the existence of a majority with identical preferences is sufficient to
ensure a majority rule equilibrium regardless of the preferences of all other voters
(see also Buchanan, 1954a). More generally, we might wish to inquire as to how
often in practice a set of preferences arises that leads to a cycle.

A large number of studies have computed the probabilities of cycles using simu-
lation techniques. When no special restrictions are placed on the types of preference
orderings individuals may have, the probability of a cycle is high, and approaches
one as the number of alternatives increases.9 We have noted that a cycle cannot
occur if a majority of voters have identical preferences. Thus, we might expect that
as various homogeneity assumptions are made about voter preferences, the proba-
bility of a cycle decreases. And this is so. Niemi (1969) and Tullock and Campbell
(1970) found that the probability of a cycle declines as the number of single-peaked
preferences increases. Williamson and Sargent (1967), and Gehrlein and Fishburn
(1976a) found that the probability of cycles declines with the proportion of the
population having the same preferences,10 and similarly Kuga and Nagatani (1974)
have discovered that it increases with the number of pairs of voters whose interests
are in conflict. These results suggest that the probability of a cycle under majority
rule would be low if the collective choice process were restricted to movements from
off the contract curve to points on it – that is, the kinds of decisions the unanimity
rule might be able to handle – where voter interests tend to coincide.

5.8.2 Homogeneous preferences and qualified majority rules

The results reviewed in Section 5.8.1 indicate that the probability of cycles under
the simple majority rule falls as voter preferences become more homogeneous. The
probability of a cycle can also be reduced by increasing the majority required to
defeat the status quo.

To see this, consider Figure 5.14a. A community must decide the quantities of
two public goods, x1 and x2, as before. The citizens’ ideal points are uniformly

9 Garman and Kamien (1968), Niemi and Weisberg (1968), DeMeyer and Plott (1970), Gehrlein and Fishburn
(1976b). This literature is reviewed in Niemi (1969), Riker and Ordeshook (1973, pp. 94–7), and Plott (1976).

10 See also Abrams (1976) and Fishburn and Gehrlein (1980).
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distributed over an area that forms an equilateral triangle. Each point in the triangle
represents one voter’s ideal point. The lines through the triangle divide it into nine
smaller triangles of equal areas. No point in the large triangle satisfies Plott’s perfect
balance condition, and thus there is no equilibrium under the simple majority rule.
For example, point g, the center of gravity of the large triangle, would lose to a
point slightly below it like g′. There are five small triangles below the horizontal
line AB through g, and only four above it. Thus, five ninths of the citizens prefer
points below g to it, and some point like g′ can win a majority against g.

On the other hand, every point in the large triangle is an equilibrium under the
unanimity rule. The large triangle constitutes the Pareto set and once a proposal in
the Pareto set has been accepted as the status quo, any attempt to move from it will
be vetoed. Intuitively one expects that the set of points that are possible equilibria
shrinks as the majority required to displace the status quo is reduced until it becomes
the null set. And this intuition is correct. Under an 89 percent required majority, for
example, point n will lose against any point slightly below it like n′, since 89 percent
of the ideal points lie below line CD, and thus more than 89 percent of the community
prefers n′ to n. None of the points in the three shaded triangles in Figure 5.14b is an
equilibrium under an 89 percent required majority, since for each such point another
can be found within the unshaded region that can defeat it. None of the points in
the six unshaded triangles can lose to any other point under an 89 percent majority
rule.

The smallest majority that produces an equilibrium outcome in this situation is
a five-ninths majority. There are five small triangles on one side of each line drawn
through g, and four on the other. If more than five ninths of the population must
vote for a proposal for it to defeat g, then the citizens with ideal points located in
the four triangles can block any proposal by the other citizens to replace g with a
point in the five-triangle space. Any other line drawn through g as, say, a vertical
line, divides the large triangle into two areas, each containing less than five-ninths
of the population. Thus no point can defeat g under a five-ninths majority rule. It is
the unique stable equilibrium in this situation.

This example raises the question of whether it is possible to determine for dif-
ferent situations the minimum qualified majority that guarantees the existence of
an equilibrium. This question was first addressed by Black (1948b). Under the as-
sumption that all individuals have convex preferences defined over an n-dimensional
issue space, Greenberg (1979) proved that m∗, the required majority to guarantee
the existence of at least one equilibrium point in the issue space, must satisfy the
following condition:

m∗ ≥ n

(n + 1)
. (5.15)

With n = 1, m∗ = 0.5 and (5.15) merely restates the median voter theorem. With
convex preferences defined over a single-dimensional issue space, requiring one
vote more than a 50 percent majority suffices to guarantee the existence of an
equilibrium outcome. Equation (5.15) implies, however, that m∗ continues to rise
and approaches unanimity as the number of dimensions in the issues space rises.
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In an important further development, Caplin and Nalebuff (1988) have shown
that m∗ can be significantly lowered by placing restrictions on both the preferences
of members of the community and the distribution of their ideal points. With a
two-dimensional issue space each individual’s utility is as depicted in Figure 5.5,
namely, she has a most preferred combination of x1 and x2, and her utility falls off
as the chosen combination moves away from this ideal point. If utility were depicted
along a third axis perpendicular to the page, it would take the shape of a cone or
mountain with its peak at the ideal point A. Now imagine placing each member of
the committee’s utility mountain on Figure 5.5, and that the aggregation of all of
these mountains is itself a mountain with a single peak somewhere within the x1 x2

quadrant. Given these assumptions about individual preferences and the distribution
of their ideal points, Caplin and Nalebuff prove that m∗ must satisfy the following
condition:

m∗ ≥ 1 −
(

n

n + 1

)n

. (5.16)

Once again when n = 1, m∗ = 0.5. When n = 2, m∗ = 5/9 as in the example
above, and m∗ continues to increase with n, reaching a maximum of less than
64 percent, since the limit of (n/(n + 1))n as n approaches infinity is 1/e, and
1/e < 0.368. A 64 percent majority suffices to ensure the existence of at least one
point in any n-dimensional issue space that cannot lose to any other point, even
when n is infinitely large. Preferences of the type needed to establish (5.16) seem
quite reasonable if voting is on quantities of public goods, and the tax formulas for
financing the public goods are predetermined.11 The assumption that the density
function of the voters’ ideal points be concave is much stronger, and imposes a
degree of social consensus on the community (the community is not divided into
clusters of different voters each favoring combinations of public good quantities
that differ radically from one another). Assuming a generalized single-peakedness
in more than one direction plus a degree of social consensus suffices to eliminate
the possibility of cycles, if we are willing to abandon the simple majority rule for a
64 percent qualified majority.12

This result of Caplin and Nalebuff requires that we reconsider the question of the
optimal majority for a voting rule discussed in Chapter 4. In Figures 4.4 and 4.5,
we depicted decision-making costs rising continuously from a required majority
of 0.5. Such an assumption might be reasonable, if we thought of the process as
a search for new tax/quantity combinations that allow us to add one person at a
time to an ever-growing coalition that favored each new proposal. If, however, we
think of the community’s task as that of choosing a combination of several public
good quantities or attributes, a more reasonable assumption may be that each new
proposal drops some members from the previous winning coalition and adds new

11 Individual preferences do not have to yield circular indifference curves as in Figure 5.5; the preferences need
only be single-peaked in the n-dimensional issue space. The reader is referred to Caplin and Nalebuff (1988,
pp. 790–2) for a full statement of the assumptions needed for the proof.

12 The assumption that the distribution of voter ideal points is concave is relaxed to allow for log-concavity in
Caplin and Nalebuff (1991), where a mean voter theorem in an n-dimensional issue space is proved.



5.8 Restrictions on preferences 103

Expected costs

0.5

C

1.0

m

D + C

D

Figure 5.15. The optimal majority with cycling.

ones. We have seen how such changes in coalition composition can generate cycles.
Caplin and Nalebuff’s theorem suggests that in this sort of environment, decision-
making costs may actually fall as the majority required to pass an issue rises from
0.5 until cycles are no longer possible. The D-curve would now have a U -shape, and
whether it is discontinuous at an m of 0.5 would be irrelevant, as the D-curve would
reach a minimum to the right of 0.5. With the bottom of the U somewhere around a
majority of 0.64, the combined C + D costs would then reach a minimum slightly
to the right of the bottom of the U in D, and something like a two-thirds qualified
majority would minimize the sum of decision-making costs and the external costs
of collective decisions (see Figure 5.15).13

5.8.3 The relationship between numbers of issues and alternatives
and the required majority

In a spatial world where one chooses different combinations of public goods quan-
tities, the set of possible alternatives is infinite. One way to eliminate the possibility
of cycles beyond raising the majority required to choose an alternative is to limit the
number of alternatives in the issue set. This result is nicely illustrated in a theorem
of James Weber (1993).

13 Coggins and Perali (1998) suggest that the Venetians understood the advantage of using a 64 percent majority
rule already in the thirteenth century as is revealed by their choice of rules for choosing the Doge.
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Theorem: Let N be the number of voters, N ≥ 2, A the number of alternatives,
A ≥ 2, and M the number of voters required to select an alternative,
(N/2) < M ≤ N − 1. Then there exists at least one set of individual pref-
erence orderings that leads to a cycle, if and only if (5.17) is satisfied:

[
N ≥

(
A

A − 1

)
M

]
←→

[
M ≤

(
A − 1

A

)
N

]

←→
[

A ≥
(

N

N − M

)]
. (5.17)

It is clear from the left-most inequality in (5.17) that the likelihood that the
condition for a possible cycle is satisfied is greater, the greater N is for a given A and
M . The right-most inequality in (5.17) reveals that the likelihood that the condition
for a possible cycle is fulfilled is greater, the greater the number of alternatives is
holding N and M constant. The middle inequality is related to the theorem of Caplin
and Nalebuff. For any given numbers of alternatives A, and committee members N ,
a required majority to pass an issue exists, which is sufficiently high to eliminate
the possibility of all cycles. For very large N and three alternatives, this majority
is two-thirds; with six alternatives it is five-sixths; and so on. Given that the Caplin
and Nalebuff result holds effectively for an infinite number of alternatives and very
large electorates, we see that the cost of not placing restrictions on the shapes of
committee members’ preferences and their distribution, as Weber’s theorem does
not, is to require very high majorities to eliminate cycles, even with fairly small
numbers of issue alternatives.

5.9 Logrolling

When faced with a simple binary choice between X and ∼X under majority rule, an
individual’s obvious best (dominant) strategy is to state honestly his preference for
X or ∼X . Majority rule records only these ordinal preferences for each individual on
the issue pair. The condition for the Pareto optimality of the supply of public goods
requires information on the relative intensity of individual preferences; however,
the marginal rates of substitution of public for private goods must sum to the ratio
of their prices. Since this information is not directly gathered under majority rule, it
is not particularly surprising that the outcomes under majority rule may not satisfy
the Pareto-optimality condition.

The Pareto-optimal allocation of private goods also requires information on indi-
vidual preference intensities, but this information is elicited by the “voting” process
for private goods as individuals selfishly engage in the exchange of goods and
services to maximize their own utilities. But with voting on public issues, each
individual is constrained to cast but one vote for or against a given issue – unless,
of course, one allows individuals to exchange votes.

The buying and selling of votes by individual citizens is outlawed in all democratic
countries. That such laws exist and are occasionally violated suggests that individual
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Table 5.2. Vote trading example

Issues

Voters X Y

A −2 −2
B 5 −2
C −2 5

intensities of preference regarding the value of a vote do differ. Although buying
and selling votes is also prohibited in parliamentary bodies, the more informal
process – “you vote for my pet issue and I’ll vote for yours” – is difficult to police.
Exchanges of this sort have occurred in the U.S. Congress for as long as it has
been in existence. That they do exist, in spite of a certain moral stigma to their
use, has two implications. Intensities of preference on issues must differ across
congressmen. The assumption that congressmen’s actions can be explained as the
pursuit of self-interest is buttressed. The natural inclination to engage in trade, “to
truck and barter,” as Adam Smith called it, seems to carry over to the parliamentary
behavior of elected representatives.

To understand the process, consider Table 5.2. Each column gives the utility
changes to three voters from an issue’s passage; defeat produces no change. If each
is decided separately by majority rule, both fail. Voters B and C have much to gain
from X and Y ’s passage, however, and can achieve this if B votes for Y in exchange
for C’s vote for X . Both issues now pass to B and C’s mutual benefit.

The existence of beneficial trades requires a nonuniform distribution of inten-
sities. Change the two 5s to 2s and B and C gain nothing by trading. This equal
intensity condition is often invoked in arguments in favor of simple (without trad-
ing) majority rule, and are taken up in Chapter 6 when we consider the normative
case for majority rule.

The trade between B and C can be said to have improved the welfare of the
community of three voters if the numbers in Table 5.2 are treated as cardinal,
interpersonally comparable utilities. Without trading, the majority tyrannizes over
the relatively more intense minority on each issue. Through vote trading, these
minorities express the intensity of their preferences, just as trading in private goods
does, and improve the total welfare change of the community. With trading there is
a net gain of 2 for the community.

An obvious condition for an improvement in community welfare through the
changes in outcomes that vote trading brings about is that the cumulative potential
utility changes for the (losing) minority members exceed the cumulative potential
utility changes for the winning majority members on the issues involved. Change
the 5s to 3s or the −2s of A to −4s, and the same trades emerge as before, since
the pattern of trades depends only on the relative intensities of preferences of the
voters. The sum of utilities for the community with trading is then negative, however.
An exchange of votes increases the likelihood of the participants winning on their
relatively more important issues. It tends, therefore, to increase their realized gains.
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Table 5.3. Trading possibilities

Utilities

Winning pair Losing pair Trading voters A B C

X, Y ∼X, ∼Y B and C −4 3 3
X, ∼Y X, Y A and B −2 5 −2
∼X, ∼Y X, ∼Y A and C 0 0 0

These increases can increase the utility gain for the entire community. However,
trading also imposes externalities (utility losses) on the nontraders who would have
been better off in the absence of trading,14 and, if these are large, they can outweigh
the gains to the traders, lowering the community’s net welfare. Critics of logrolling
have typically envisaged situations such as these. They assume that the cumulative
potential gains of the majority exceed those of the minority. Vote trading that reverses
some of the outcomes of simple majority rule lowers collective welfare when this
is true.

Tullock’s (1959) argument that majority rule with trading can lead to too much
government spending is of this type. Let A, B, and C be three farmers; and X be a
road of use to only farmer B, and Y a road of use to only C . If the gross gains to a
farmer from the access road are 7 and the cost is 6, which is shared equally, we have
the figures of Table 5.3. With these costs and benefits, total welfare is improved
by logrolling. But a bill promising a gross gain of 5 at a cost of 6, equally shared,
also passes. Such a bill lowers community welfare by excessively constructing new
roads, roads whose total benefits are less than their total costs. Again, the problem
arises because majority rule can involve allocation and redistribution at the same
time. The two bills involve both the construction of roads with gross benefits of 5
and costs of 6, and the redistribution of wealth from A to B and C ; the latter can be
sufficient to pass the bills.

An important difference separating logrolling’s critics and proponents is their
views as to whether voting is a positive- or negative- (at best zero-) sum game. If
the latter, the game is obviously bad to begin with, and anything that improves its
efficiency can only worsen the final outcome. The numerical examples that Riker
and Brams (1973) present in their attack on logrolling are all examples of this type,
and the examples they cite of tariff bills, tax loopholes, and pork barrel public
works are all illustrations of bills for which a minority benefits, largely from the
redistributive aspects of the bill, and the accumulative losses of the majority can
be expected to be large.15 The worst examples of logrolling cited in the literature
are always issues of this type in which private or local public goods are added to the
agenda for redistribution purposes to be financed out of public budgets at a higher
level of aggregation than is appropriate (Schwartz, 1975). The best the community
can hope for is the defeat of all of these issues. Riker and Brams (1973) logically
recommend reforms to eliminate logrolling opportunities.

14 See Taylor (1971, p. 344) and Riker and Brams (1973).
15 See also Schattschneider (1935), McConnell (1966), and Lowi (1969).
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A private good or a very local public good of course will be of great interest to a
few and of little interest to the majority. The conditions necessary for logrolling are
likely to be satisfied, therefore, through the incorporation of these goods into the
community’s agenda. But preference intensities can also vary considerably across
individuals on what are truly pure public goods – for example, defense, education,
and the environment. On issues such as these, vote trading can be a superior way
for revealing individual preference intensities over the public goods.

One of the most positive and influential discussions of vote trading’s potential
was presented by Coleman (1966b). He depicted the members of the committee or
legislature as entering into logrolling agreements on all public good issues. Each
voter forms agreements to swap votes with other voters of the type described above.
Each voter increases his ability to control those events (issues) about which he feels
most intense in exchange for a loss of control over those events about which he cares
little. A form of ex ante Pareto optimum is reached in which no voter feels he can
increase his expected utility by agreeing to exchange another vote. This equilibrium
is the optimum of Coleman’s social welfare function.

Unfortunately, whatever potential a vote trading process has for revealing relative
intensities of preference, and thereby improving the allocation of public goods, may
go unrealized, because the trading process may not produce stable coalitions nor
be free from strategic misrepresentation of preferences. When vote trades are parts
of only informal agreements and take place in sequence, voters are motivated both
to misstate their preferences at the time an agreement is formed and to violate the
agreement after it is made. A voter who would benefit from X might pretend to
oppose it and secure support for some other issues he favors in “exchange” for
his positive vote for X . If successful, he wins on both X and the other issue. But
the other “trader” might be bluffing, too, and the end results of trading become
indeterminate (Mueller, 1967).

Even when bluffing is not a problem, cheating may be. When issues are taken up
seriatim, there is an obvious and strong incentive for the second trader to renege on
his part of the bargain. This incentive must be present, since the same preference
orderings that produce a logrolling situation imply a potential voting cycle. Consider
again the example in Table 5.3. In addition to X and Y with payoffs as in Table 5.3, we
have the issues∼ X and∼Y that “win” if X and Y fail. Both have payoffs for the three
voters (O, O, O). Thus, four combinations of issues might result from the voting
process: (X, Y ), (∼ X, Y ), (X, ∼Y ), and (∼ X, ∼Y ). The committee must choose
one of these four combinations. If we envisage voting as taking place on the issue
pairs, then a cycle exists over the three pairs (∼ X, ∼Y ), (X, Y ), (X, ∼Y ). In terms
of the vote-trading process, the existence of this cycle implies that no stable trading
agreements may be possible. We have seen that a trade between B and C to produce
(X, Y ) would make them both better off than the no-trade outcome (∼ X, ∼Y ) (see
Table 5.3). But A can improve her position by offering to vote for X if B refrains
from voting for Y . Thus, (X, Y ) can be beaten (blocked) by (X, ∼Y ). But C can
then offer A the option of no loss of utility if they both agree to vote sincerely and
reestablish the victory of (∼X, ∼Y ). From here the trading cycle can begin again.
Moreover, the only condition under which a potential logrolling situation is certain
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not to create the potential for a cycle is when a unanimity rule is imposed (Bernholz,
1973). Allowing for individual intensity differences as in a logrolling process does
not allow us to escape the cycling problem. On the contrary, the existence of the
one implies the presence of the other, as we shall now demonstrate.

5.10* Logrolling and cycling

We illustrate the theorem following Bernholz (1973) with the simple example of
the previous section. The key assumption is that each voter i has a well-defined
preference ordering, which satisfies the following independence condition over the
relevant issues.

Independent issues: If XPi ∼X , then (XY )Pi (∼XY ).
All voters vote sincerely at each juncture.

Definition: A logrolling situation exists if

∼XRX (5.18)

∼YRY (5.19)

XYP∼X ∼Y, (5.20)

where R and P are the social preference orderings defined by whatever
voting rule is being used. In a pairwise vote, ∼X defeats X and ∼Y defeats
Y. But the pair XY can defeat ∼X ∼Y .

Theorem: The existence of a logrolling situation implies intransitive social prefer-
ences. The existence of a transitive social preference ordering implies the
absence of a logrolling situation.

Proof of First Proposition: Assume a logrolling situation exists [i.e., (5.18),
(5.19), and (5.20) hold]. Then winning coalitions h must exist (i.e., majority
coalitions under majority rule) for which

∼XRh X (5.21)

∼YRhY (5.22)

XYPh∼X ∼Y. (5.23)

From (5.21) and (5.22) and the independent issues assumption,

∼X ∼YRh X ∼Y (5.24)

X ∼YRh XY. (5.25)

Since each respective h is a winning coalition,

∼X ∼YRX ∼Y (5.26)

X ∼YRXY. (5.27)
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Combining (5.20), (5.26), and (5.27), we have

∼X ∼YRX∼YRXYP∼X ∼Y. (5.28)

The existence of a logrolling situation implies intransitive social prefer-
ences. �

Proof of Second Proposition: We assume the first part of a logrolling situation
exists and demonstrate that transitive social preferences imply the absence
of the second part (5.20); that is, assume

∼XRX (5.18)

∼YRY. (5.19)

This implies

∼XRh X (5.29)

∼YRhY. (5.30)

By the independent issue assumption,

∼XYRhXY (5.31)

∼X ∼YRh∼XY. (5.32)

Since each h is a winning coalition,

∼XYRXY (5.33)

∼X ∼YR∼XY. (5.34)

But then

∼X ∼YR∼XYRXY. (5.35)

If the social preferences are transititve, then ∼X ∼YRXY, and the last
part of the definition of a logrolling situation is not satisfied. The exis-
tence of transitive social preferences implies the absence of a logrolling
situation. �

5.11 Testing for logrolling

Claims of “horse trading” to create majority coalitions and select cabinets in
Europe, and to pass legislation in the United States are as old as democracy in
these countries.16 But because vote trading takes place in “smoke filled rooms” out
of the public’s eye, it is often difficult to verify that it has in fact taken place and to
identify the traders. Does vote trading occur on all legislation in the U.S. Congress,
some, or none? If it occurs only some of the time can we identify the issues upon

16 For examples and discussion, see Mayhew (1966) and Ferejohn (1974).
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which it takes place? By providing a rigorous definition of logrolling, public choice
allows us to answer these questions.

If issues d and s are involved in a logroll, then we know from logrolling’s definition
that both must pass with the traded votes and fail without them. A supporter of s who
trades her vote on d for votes on s votes against her own and/or her constituents’
preferences on d. This vote costs her something and she will trade it only if she gets
something more valuable in return – enough votes to secure s’s victory. It follows
that she would not trade her vote on d if s loses even with the trade, and thus we
should observe no trading on losing issues. Furthermore, she should not trade her
vote on d if s can win without the trade, and thus we should observe no trading on
issues that win by substantial margins. The votes on issues involved in logrolling
should be close and successful, and the margin of success should be provided by
the traded votes.

Stratmann (1992b) has tested these implications of logrolling with data on various
votes on the 1985 Farm Bill in the U.S. House of Representatives. It is common
practice to explain how a congressman votes by sets of variables that measure the
characteristics of the district from which he comes, xD , and characteristics of the
candidate (for example, ideology), xC . Thus, in trying to explain voting on three
farm bill amendments that would affect peanut farmers (p), dairy farmers (d), and
sugar farmers (s) without taking into account the effects of logrolling, one might
estimate the following system of equations:

p = ap + bpxD + cpxC + u p

d = ad + bd xD + cd xC + ud

s = as + bs xD + cs xC + us .

(5.36)

If logrolling occurred on these three amendments, however, then the probability
that someone who supports farm interests on sugar voting for farm interests on
dairies should be higher than that predicted simply by his personal and his district’s
characteristics. This implication of logrolling can be tested by adding the predicted
votes on the other two bills to each equation in (5.36) to obtain (5.37).

p = ap + βpd̂ + γpŝ + bpxD + cpxC + u p

d = ap + αd p̂ + γd ŝ + bd xD + cd xC + ud

s = as + αs p̂ + βs d̂ + bs xD + cs xC + us

(5.37)

where p̂, d̂, and ŝ are the predicted votes on each amendment from (5.36).17 Table 5.4
presents some of Stratmann’s results.

As measures of district and congressman’s characteristics Stratmann used the
amount of campaign contributions each candidate received from the respective farm
group’s political action committee (PAC), the fraction of the district’s population
that is engaged in peanut (respectively, dairy and sugar) farming (Farmer), and the

17 Kau and Rubin (1979) suggest adding the actual votes on the other issues, but this approach gives biased
estimates of the coefficients on the logrolling variables.
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Table 5.4. Econometric evidence of the presence of logrolling

Explanatory variables
Dependent
variable p̂ d̂ ŝ Const PAC Farmer Party

p .36∗ .53∗ −.15 −1.04 71∗ −.84∗

d .01 .21∗ .14 .18∗ .67∗ −.72∗

s .45∗ .30∗ −.33∗ 1.37∗ 6.6 .23

Source: Stratmann (1992b, Table 1).

party affiliation of the representative (Republican = 1, Democrat = 0).18 Const is
the constant or intercept. An asterisk indicates that the coefficient was significant at
the 5 percent level or better. The dependent variable was a one if the representative
voted with the farm interests, a zero if he voted against them.

Focusing first on the significant exogenous variables, we see that the probability
that a congressman voted in favor of a farm group’s interests rises with the amount
of contributions that he receives from its PAC (dairies and sugar), and the fraction
of his district engaged in this sort of farming (peanuts and dairies). Republicans
voted against farmer interests on the peanuts and dairy amendments with a high
probability.

Turning to the key logrolling-hypothesis variables, we see that five of the six
predicted votes on the other two farm amendments are significant in the three
equations. Also, the coefficients are quite large. The probability that someone who
was predicted to vote for the sugar amendment also voted for the peanut amendment
was 0.53 over and above that predicted on the basis of the candidate and district
characteristics included in the model. As one might expect, the congressmen who
are predicted to have switched their votes as a result of the trades had estimated
probabilities of voting for the respective amendments that fell in the 0.3 to 0.5 range
without the trades. These congressmen would, presumably, have to be offered less
to switch their vote than would congressmen who were predicted to have only a
0.0 to 0.3 probability of voting for the respective amendments without the trades
(Stratmann, 1992b, p. 1171).

Stratmann did not report the p̂, d̂ , and ŝ values, but the coefficients in Table 5.4 and
the actual votes in the three bills can be used to obtain estimates of these variables:
p̂ = 61, d̂ = 207, and ŝ = 176. Based only on the votes generated by the district
and congressmen’s characteristics, farm interests would have lost on both the peanut
and sugar amendments, and would have squeaked through on the dairy amendment
by a 207 to 205 margin. It is interesting that the only insignificant codetermined
variable in the three equations was for p̂ in the dairy equation. Votes from supporters
of peanut farmers’ interests were not needed by the dairy interests, and they do not
appear to have demanded them. Votes from the sugar interests converted a narrow
207 to 205 victory into a 245 to 167 victory by our rough calculations, and logrolling
spelled the difference between victory and defeat on the other two amendments.

18 A congressman’s ACLU rating was also included to measure his ideology, but it was insignificant in the
equations reported here and is ignored.
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Stratmann also tests for the presence of logrolling on a dairy amendment that the
dairy interests won by a 351 to 36 margin, and on a wheat amendment, on which
the farm interests suffered a 251 to 174 defeat. As the theory predicts, no evidence
of vote trading is found on these two issues.

“Logrolling” is a distinctly American expression and, as we have just seen, does
appear to take place in the U.S. Congress. It does not appear to be unique to that
legislative body, however. Elvik (1995), for example, claims that it can explain the
distribution of highway expenditures across Norway, a distribution that benefit-cost
ratios and the like fail to account for.19

5.12 Agenda manipulation

5.12.1 Agenda control in a spatial environment

Surely by now the patient reader has grown weary of cycling theorems. Yet we have
but scratched the surface of a vast literature establishing cycling and instability
results of one form or another. That majority rule leads to cycles has been a (some
would say the) major theme of the public choice literature. Yet is the problem that
serious? Do committees really spin their wheels endlessly as the cycling results seem
to suggest? Probably not, and we shall consider several reasons why committees
avoid endless cycles in the next section. But before we do let us examine some
results that illustrate the potential significance of the cycling phenomenon.

In an important paper, McKelvey (1976) first established that when individual
preferences are such as to produce the potential for a cycle with sincere voting under
majority rule, then an individual who can control the agenda of pairwise votes can
lead the committee to any outcome in the issue space he chooses. The theorem is
developed in two parts. First, it is established that with a voting cycle it is possible
to move the committee from any starting point S an arbitrarily large distance d from
S. In Figure 5.16, let A, B, and C be the ideal points for three voters and S the
starting point. If each individual votes sincerely on each issue pair, the committee
can be led from S to Z to Z ′ to Z ′′ in just three steps. The farther one moves away
from S, the larger the voter indifference circles and the larger the steps will become.
The process can continue until one is any d one chooses from S.

Now let r be the radius of a circle around S such that (1) the target point of the
agenda setter is within the circle (say, ideal point A) and (2) at least n/2 ideal points
for the committee (in this case two) are within the circle of radius r . Now choose d
such that d > 3r and one is certain that a majority of the committee favors A over
the last Zn obtained in the cycle, the Znd distance from S. The last pairwise choice
offered the committee is then Zn versus A, and A wins. The agenda setter then
either calls a halt to the voting or picks new proposals that will lose to A. Thus, a
member of a committee with the power to set the agenda can bring about the victory
of his most preferred outcome.

McKelvey’s theorem has two important implications. First, and most obviously,
the power of the agenda setter may be substantial. If this power is vested in a given

19 See also Fridstøm and Elvik (1997).
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Figure 5.16. Agenda manipulation possibilities.

individual or subcommittee, then one must take precautions lest those with agenda-
setting power secure a disproportionate share of the gains from collective action.
Second, the existence of a voting cycle introduces a degree of unpredictability to the
voting outcomes that may provide an incentive for some to manipulate the process
to their advantage. The fact that a committee has reached a decision may in itself
not have much normative significance until one learns by what route it got there.

5.12.2 Agenda control in a divide-the-cake game

Harrington (1990) has demonstrated the potential power of an agenda setter under
quite different conditions than those assumed in Section 5.12.1. Imagine that a
committee is offered a gift of G dollars to be divided among its n members. The
procedure for selecting a division of G is as follows: one member is selected at
random to propose a division of G. If m or more members of the committee,
1 ≤ m ≤ n, vote for this proposal it is implemented and the game is over. If the
proposal fails to receive at least m votes, another committee member is chosen at
random to make a new proposal, and the process continues until some proposal
secures the required m votes. To simplify the discussion, let us assume that all
members have identical preferences.

Consider first the strategy of a person selected to propose a division of G. She
can expect that each member of the committee has some reservation price, that is,
some minimum amount x , that he will vote for rather than wait for the outcome
of another round. Because all members have identical preferences, whatever one
person accepts, all accept. Thus, the proposer maximizes her payoff as the agenda
setter by proposing x for m − 1 members, G − (m − 1)x for herself, and nothing for
the remaining n − m committee members, assuming that her share of G is greater
than the common reservation price x .
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Now consider the calculus of a member of the committee when deciding what his
reservation price should be. He knows that in any round of the game he has a 1/n
chance of being the proposer and obtaining G − (m − 1)x , an (m − 1)/n chance of
being any other member of the winning coalition and getting x , and an (n − m)/n
chance of getting nothing. If a member were risk neutral and had no preference for
present income over future income, he would simply choose a reservation price that
equals his expected payoff in any round of the game,

x = 1

n
[G − (m − 1)x] + m − 1

n
x + m − n

n
· 0. (5.38)

Then x would equal G/n, and the proposer’s payoff would be
(

n − m + 1

n

)
G. (5.39)

The proposer’s share of G exceeds that of all other members of the committee so
long as m < n, and grows as m falls until it reaches one-half of the amount to be
distributed under the simple majority rule.

If members of the committee are risk averse or have positive time preferences,
they will accept some positive x less than G/n in any round rather than run the
risk and incur the delay of waiting for another round of the procedure. Thus, the
expression in (5.39) constitutes a lower bound for the proposer’s payoff. The more
risk averse and impatient the committee members are, the greater the advantage of
the agenda setter.

Harrington is also able to demonstrate the same sort of advantage for an agenda
setter under alternative assumptions about how the division game is played. These
results are important in that they do not depend on the agenda setter’s having an
entrenched position due to seniority or the like. Even a randomly selected agenda
setter can have a significant advantage over the other committee members. The
results do depend crucially on the use of a qualified majority rule that falls short of
requiring full unanimity, and thus again illustrate the potential of the unanimity rule
to protect the interests of all members of a committee, this time against a selfish
agenda setter.20

5.13 Why so much stability?

If cycling problems are as pervasive as the public choice literature implies, then why
do committee outcomes in Congress and in state legislatures seem to be so stable,
both in the sense that the committees do reach decisions and that these outcomes
do not gyrate from one meeting of the committee to the next, and from one session
of the legislature to the next? This challenging question was put forward by Tullock
(1981) and we shall take it up on more than one occasion in this book.

20 Additional constraints could be imposed, of course. Buchanan and Congleton’s (1998) generality principle
would require equal treatment of all members, and thus an equal division. Even adding the requirement that a
proposal be seconded reduces the agenda setter’s power somewhat. See also Baron and Ferejohn (1987).
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In Section 5.12 we already encountered one answer to this question, and not a
comforting one. An agenda setter may lead the committee to an outcome particularly
pleasing to the agenda setter, and keep it there. This solution to the cycling problem
is one of several possible answers to Tullock’s question that rely on a particular
institution like the agenda setter to structure the voting sequence so as to avoid cycles.
Robert’s Rules of Order and other similar committee procedures are probably the
most familiar examples of institutional constraints on a committee that by restricting
the possibility of defeated proposals reappearing on the agenda, limit the scope for
cycles. We discuss two additional examples of structure-induced equilibria later in
this section. But we first consider the simplest of all explanations for the absence
of cycles – the nature of the issues themselves precludes them.

5.13.1 Issues are indeed of one dimension

As one contemplates the sorts of issues that typically come up in a legislative
assembly, the number of potential dimensions of the issue space seems almost
unbounded. Defense appropriations involve considerations of national security; a
tax on carbon dioxide emissions involves trade-offs between economic growth and
environmental protection; a ban on smoking in public places involves considerations
of national health and individual liberties. Despite the seemingly boundless range
of concerns these sorts of issues raise, an individual’s views on these issues often
seem to be highly correlated. Once one knows that a representative has voted for
a substantial increase in defense spending and against the tax on carbon dioxide
emissions, one can predict that this representative will vote against the smoking
ban. To the extent this is true, this suggests that the number of dimensions of the
“issue” space is much smaller than it first appears. There are but a few underlying
“ideological” dimensions, like the familiar liberal–conservative dichotomy, that will
allow us to explain and predict how congressmen vote.

Poole and Rosenthal (1985, 1991) have developed a procedure that they call
NOMINATE, that allows them to apply factor analysis techniques to data on
congressional voting to uncover the underlying “ideological” dimensions of the
issue space. They succeeded in correctly classifying some 81 percent of the votes
in the U.S. Senate and 83 percent of the votes in the House between 1789 and 1985
with a single dimension.21

Poole and Smith (1994) use NOMINATE to identify the most salient dimension
of the issue space, and then present evidence that supports both the median voter
theorem and the usefulness of concentrating upon a single dimension of the issue
space. Their results can be illustrated with the help of Figure 5.17. Suppose a
representative’s ideal point on a given issue has been identified as lying at point R,
where M has been identified as the median position in this dimension and S is the
status quo. Then this representative knows that if she proposes her ideal point, it
will lose to the status quo. A representative who seeks to make a winning proposal
will thus propose a compromise like C that is not at her ideal point, and is closer to

21 See also Hinich and Pollard (1981), Poole and Romer (1985), Laver and Schofield (1990), Enelow and Hinich
(1994), and Hinich and Munger (1994).
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Figure 5.17. Issue proposals along a single-dimensional issue space.

M than S is. In contrast, a representative who seeks merely to make an “ideological
statement” of her principles proposes her ideal point R and suffers defeat. Poole
and Smith report evidence consistent with these predictions. Eighty-one percent
winning proposals in the Senate were closer to the median position on the issue up
for a vote than was the status quo; 62 percent of the losing proposals were farther
away. Sponsors who “wanted to win” offered compromises that were closer to the
median than their ideal points. Poole and Smith’s ability to collapse the diverse
issues that come up in the Senate using NOMINATE into a single dimension
and accurately predict how senators will vote using this single-dimensional issue
space demonstrates the saliency of this one dimension. The fact that senators
make proposals and vote in this single-dimensional issue space as the median
voter theorem predicts suggests that its equilibrium prediction may hold in the
Congress.

Ladha (1994) also employs NOMINATE to identify representative positions, and
confirms the predictions of the single-dimensional, medial-voter model. Ladha finds
that a series of amendments to a proposal that moves it from E to R to C results in
a narrowing of opposition to the amendments with voters on the far right and left
not changing their votes, while those toward the center do switch as the amended
proposals pass over their identified ideal points.

These results help to establish the predictive content of the medial-voter model,
and our trust in the usefulness of assuming that the relevant issue space is single-
dimensional. Nevertheless, virtually all studies that have tested for the presence of
more than one underlying dimension to the issue space have found more than one.22

The potential for cycles cannot be dismissed completely on the grounds that all
issues involve essentially a division along a single, left–right ideological line.

5.13.2 Voting one dimension at a time

The median voter theorem requires both a single-dimensional issue space and single-
peaked preferences. If the issue space were known to be, or constrained to be, of
one dimension – expenditures on space exploration – the single-peaked preferences
assumption would not seem to be a major concern. What is implausible is the
assumption that the issue space is one-dimensional.

Suppose, therefore, that we have a two-dimensional issue space, but that we limit
voting to but one dimension at a time. Consider Figure 5.18, where x1 and x2 are two
public goods vectors. Tax rates to finance the public goods are assumed given, so
that A, B, and C are again the ideal points of our three voters. With each voter free to
propose any point in the positive orthant, a cycle can ensue. But let the committee

22 See, again, Poole and Rosenthal (1985, 1991), Poole and Romer (1985), Laver and Schofield (1990), and Hinich
and Munger (1994); and for a direct critique of the NOMINATE procedure regarding its implied underlying
dimensionality, Koford (1989, 1990).
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Figure 5.18. Equilibrium outcomes with sequential votes.

rule be that voting must take place one dimension at a time. Take x◦
2 as initially

given and have the committee vote on the level of x1, given x◦
2 . With circular (or

ellipsoid) indifference contours, each voter has single-peaked preferences along the
horizontal line x◦

2 . B favors point b, A favors a, and C favors c. A is the median
voter in the x1 dimension and xm

1 is the quantity of x1 chosen under majority rule.
Now fix x1 at xm

1 and allow the committee to decide the quantity of x2. B is now the
median voter and xm

2 is the quantity of x2 chosen. Point E is an equilibrium under
majority rule given the constraints that x1 and x2 must be voted upon one dimension
at a time.23

With tax shares fixed, the Pareto set is the triangle with apexes at A, B, and C. E
falls inside this triangle and is Pareto optimal under the constraint that tax shares
are fixed. But taxes are one of the important variables a committee must decide.
If the choice of tax rate can be formulated as a one-dimensional issue – say, the
degree of progressivity of an income tax – then tax progressivity can be voted on
as a separate issue, holding x1 and x2 constant, and an equilibrium outcome chosen
in these three dimensions. But this equilibrium outcome need not be Pareto optimal
(Slutsky, 1977b). To find the Pareto-optimal quantities of x1 and x2, one chooses
x1, x2 and the individual tax shares so as to maximize the sum of the utilities of
the committee. The resulting solution must satisfy the Samuelsonian condition for
the Pareto-optimal allocation of a public good. Choosing quantities of each public
good and tax rates one dimension at a time in effect adds further constraints to the
maximization problem. There is no reason to suspect that this constrained committee
choice will coincide with what the unconstrained solution would be, and in general
it will not. The price of an equilibrium under majority rule can be high.

23 E is a median in two directions. To be an unconstrained equilibrium, it must be a median in all directions,
which it is not. Allow the committee to vote on combinations of x1 and x2 along a ray through E running in a
northeast direction, and E will not be the chosen point.
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5.13.3 Logrolling equilibria

The theorems that logrolling situations imply voting cycles and that agenda setters
can achieve their ideal points in cyclic situations assume that every voter at each
step of a voting sequence votes sincerely. Voters, like the children of Hamlin, follow
the agenda setter blindly wherever he goes. These theorems assume a seemingly
unrealistic degree of myopia on the part of voters.

Consider again the trading cycle illustrated with the help of Tables 5.2 and 5.3. B
first agrees to trade votes with C , then deserts her for A, who in turn jilts B for C . For
a true cycle to enfold, B and C , not having learned their lessons, must again agree
to swap votes and we repeat the cycle. But surely rational individuals should not
allow themselves to be dragged through too many revolutions of this cycle before
they begin to foresee the short-run nature of each trade. Once each trader realizes
that an apparently advantageous trade is likely to be overturned, he might try to
stick to a relatively advantageous pair of trades once made, or never allow himself
to be talked into a trade to begin with. Note, in this regard, the inherent instability
of the outcome pairs (X, ∼Y ) and (∼ X, Y ). Under each of these two outcomes
one individual (B or C) gets her maximum potential gain. Thus, were the coalition
A−B to form to produce (X, ∼Y ) as the outcome pair, A can threaten to leave
B, since both A and C are better off when they form a coalition than when A stays
with B. But B’s only alternative to A is a coalition with C , which makes B worse
off. Thus, B prefers preserving the A−B coalition, but if A is rational, B will be
incapable of doing so. Now consider the B−C coalition to produce (X, Y ). Either
B or C could become better off by joining A to produce (X, ∼Y ) or (∼ X, Y ),
respectively. Both have the identical threats to make against the B−C coalition.
Thus, if one individual begins to waver in her support for the B−C coalition, the
other can issue the counterthreat to bolt and joint with A. Since both are confronted
by the same threats and counterthreats, each may decide that it is better to remain
in the B−C coalition.

Considerations such as these lead one to predict a coalition between B and C with
outcomes (X, Y ), even though no core exists. This outcome is contained in the main
solution concepts, which have been proposed to solve simple bargaining games
(e.g., the von Neumann-Morgenstern solution, the bargaining set, the kernel, and
the competitive solution). If vote trading in parliamentary committees resembles the
kinds of bargaining deliberations that underlie these different solution concepts, then
stable, predictable outcomes from a logrolling process can be expected even though
no core exists and myopic trading would produce a cycle. Oppenheimer (1979)
has argued in favor of the bargaining set as predictor of outcomes from logrolling,
whereas McKelvey and Ordeshook (1980) have found that outcomes from vote-
trading experiments conform to the competitive solution.

In the game depicted in Tables 5.2 and 5.3, either voter B or C could ensure the
outcome (∼ X, ∼Y ) that arises when each voter sincerely states her true preferences
by voting against both issues. If B, say, votes against X and Y, A can achieve her
most preferred outcome (∼ X, ∼Y ) by voting sincerely. C can make her no better
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Matrix 5.1. Logrolling options

Voter C

Vote for Vote for Y
X and Y and against X

Vote for X and Y 1 2
(+3, +3) (−2, +5)

Voter B
Vote for X and against Y 3 4

(+5, −2) (0, 0)

proposal and (∼ X, ∼Y ) will be the committee choice. Thus, if B or C were fearful
that trading would produce an outcome that left them worse off than the sincere
voting outcome (∼ X, ∼Y ), they could make sure that this outcome comes about
by following the sophisticated strategy of voting against both issues.24 Enelow and
Koehler (1979) show that the majority, which produces the sincere voting outcome,
always can preserve this outcome by the appropriate sophisticated voting strategy,
even when logrolling with sincere voting would overturn it.

Thus, there is reason to suspect that either (X, Y ) or (∼ X, ∼Y ) would emerge as
the committee outcome in the example from Tables 5.2 and 5.3. Although either B
or C can preserve (∼ X, ∼Y ) by sophisticated voting, the temptation to join with
one another to produce (X, Y ) must be strong. What might prevent them from ever
doing so is the fear that once the B−C coalition has formed, the other trading partner
will fail to deliver on her part of the trade (or join with A). This danger is particularly
likely when issues X and Y are decided sequentially. We have here another example
of a prisoners’ dilemma (Bernholz, 1977). Matrix 5.1 depicts the strategic options
for voters B and C when issues X and Y must be decided as before. Both voters
are better off with the trade (square 1) than without it (square 4), but the incentive
to cheat is present. If issue X is decided before issue Y and voter C lives up to her
part of the bargain by voting for X , the outcomes in column 2 become infeasible.
Voter B must choose between squares 1 and 3, and her choice is obvious if there is
no possibility for voter C to retaliate.

As we have seen in Chapter 2, the cooperative solution to the prisoners’ dilemma
emerges only if each player thinks that her choice of the cooperative strategy is
likely to induce the corresponding strategy choice of the other player. If the strategy
options are played in sequence and the game is played but once, the first player has
no means by which to influence the second player’s decision at the time the latter
is made. Thus, one would not expect vote trading to take place over issues decided
sequentially among coalitions that form but a single time. A stable, cooperative

24 The distinction between sincere and sophisticated voting was introduced by Farquharson (1969). In a sequence
of pairwise votes, an individual votes sincerely if at each step in the sequence she votes for the element of the
issue pair that she prefers. An individual votes sophisticatedly at each step if she determines the optimal strategy
by considering all future steps in the sequence and the future behavior of the other players. Sophisticated voting
requires the individual to engage in backward induction and to eliminate all weakly dominated strategies from
consideration.
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vote-trading game can be expected only when the issues on which votes are traded
are all decided simultaneously, say, as part of an omnibus highway bill; or when the
same constellations of issues come up time and time again, and a prisoners’ dilemma
supergame emerges. Bernholz (1978) has discussed the latter possibility. Under the
assumptions that the same types of issues do arise again and again, he shows that
the likelihood of a stable prisoners’ dilemma supergame emerging is positively
related to both the net potential gains from cooperation and the probability that the
same players reappear in each successive game. As Bernholz notes, the depiction of
logrolling situations as single plays of a prisoners’ dilemma supergame is plausible
for a legislative assembly, whose members continually represent the same interest
and have reasonably long tenure.

In Section 5.11 we discussed evidence indicating that vote trading had in fact
taken place across three amendments to a farm bill despite our proof in Section 5.10
that the existence of these very trades demonstrates the presence of an underlying
set of preferences that would produce a cycle under the majority rule. What or who
prevented the cycle from destroying the set of trades that transpired? The “what”
might be the procedures through which bills are brought to a floor vote. The “who”
is almost certainly the two parties’ leadership. Arranging vote trades and ensuring
that bargains are kept is the job of party leaders and their whips. These “agenda
setters” are elected to their posts by their fellow party members presumably in part
on the basis of how capable they are at avoiding cycles and satisfying the goals of
all party members, not just the leaders. Both Haefele (1971) and Koford (1982) see
party leadership as effectively guiding the legislature to outcomes that maximize
the welfare of the party membership. Their rather optimistic description of how
the legislative process functions stands in sharp contrast to most of the logrolling-
majority rule-cycling literature.25

5.13.4 Empirical evidence of cycling

We have reviewed theorems that imply that cycling is almost inevitable, and argu-
ments why it might not occur at all. Which are correct? Is cycling truly rare, as
Tullock’s rhetorical question (why so much stability?) assumes, or can it in fact be
observed? We close this chapter by examining two sets of evidence pertaining to
the presence of cycles. In this subsection we look at some evidence from the U.S.
Congress; in the next we look at evidence from the experimental laboratory.

A cycle exists when y defeats x, z defeats y, and x in turn defeats z. Few commit-
tees are likely to be so dense as to propose precisely the same x that was defeated
in an earlier vote against y. Cycling is more likely to manifest itself by a proposal
that comes close to x defeating z, which then loses to a proposal that resembles y.
Detecting cycles by examining the content of individual proposals is likely to be a
long and tedious task.

25 The same can be said of the model of vote trading recently developed by Philipson and Snyder (1996), who
assume the existence of an auctioneer/party leader who arranges trades between high- and low-intensity voters
on a single-dimensional issue to achieve an equilibrium at which the summed utilities of the voters are maxi-
mized. Mueller, Philpotts, and Vanek (1972) established a similar result by simulating Walrasian vote markets.
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Table 5.5. Predicted payoffs and variances of payoffs with and
without cycling

A. With Cycling

Issues Voter 1 Voter 2 Voter 3 Variance

1 0.75 0.25 0 0.097
2 0 0.75 0.25 0.097
3 0.25 0 0.75 0.097

Sum 1 1 1 0

Sum of individual variances (3 × (0.097)) = 0.292

B. With Stable Coalition

1 0.5 0.5 0 0.055
2 0.5 0.5 0 0.055
3 0.5 0.5 0 0.055

Sum 1.5 1.5 0 0.5

Sum of individual variances (3 × (0.055)) = 0.167

A cycle can leave evidence of itself of another form, however. The identities of
members of the winning coalition should change over time, as well as the distribution
of the payoffs to the committee. Consider again the simple three-person-divide-the-
dollar game discussed earlier. Part A of Table 5.5 presents payoffs that we might
expect to see in the presence of a majority rule cycle. Players 1 and 3 form a winning
coalition on the first issue, 1 and 2 on the second, and so on. The outcome of a vote
on any single issue involves a quite asymmetric distribution of the dollar, with one
player receiving at least one-half and another nothing. Thus, the variance in the
payoffs from the vote on any issue could be large and the sum of the variances
should grow over time. When a cycle is present, however, a player who loses in one
round of voting should win in a subsequent round, and thus the aggregate payoffs
in the presence of a cycle should be much more evenly divided than the payoffs in
any round, and the variance of the sum of payoffs should be much less than the sum
of the variances from the individual rounds.

Part B of Table 5.5 presents the pattern of payoffs one might expect in the absence
of a cycle, when a stable coalition exists. We again expect an uneven distribution of
the dollar in any single round, and thus a positive variance in the payoffs in this round,
but now we expect the same distribution of payoffs to persist over time. The variance
of the sum of the payoffs will, therefore, not be less than the sum of the variances
from the individual rounds as predicted when a cycle exists, but much greater.

Stratmann (1996a) has used these implications of cycling to test for its presence in
the pattern of federal grants to congressional districts in the United States between
1985 and 1990. These federal programs contain the major categories of pork-barrel
legislation, and thus can be regarded as largely redistributive in nature, and thus
likely to exhibit cycling if it exists in the Congress. Table 5.6 presents some of his
findings. The first thing to note is that the payoffs to congressional districts are quite
unevenly distributed. In every year a minority of districts benefits from a given grant
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Table 5.6. Characteristics of federal grants to congressional districts, 1985–90

Programs
benefiting a Benefiting programs

Number of minority of benefiting a minority Variance Sum of
Year programs districts of districts (%) of sums variances
1 2 3 4 5 6

1985 592 543 91.7 5.6 E16 7.1 E15
1986 624 571 91.5 2.7 E16 5.5 E15
1987 637 575 90.3 2.2 E16 5.6 E15
1988 679 616 90.7 2.4 E16 6.4 E15
1989 706 646 91.5 2.7 E16 6.6 E15
1990 791 724 91.5 4.1 E16 7.2 E15

Source: Stratmann (1996a, Tables 5 and 6).

program for more than 90 percent of the programs. In 1989 the mean federal grant
to the ten districts that benefited the most from these programs was $968 million –
over 75 times more than the 10 districts benefiting least from the program averaged.
Columns 5 and 6 in Table 5.6 reveal that the variance of the sums of the payoffs in any
year are from four to nine times the sum of the variances in that year, contradicting
a prediction that cycling occurred across these grant programs in any given year.
The correlations across payoffs over time are 0.9 or better, suggesting that cycling
did not occur over time (Stratmann, 1996a, p. 25).26 Stratmann’s findings strongly
imply that a stable coalition existed in the U.S. Congress between 1985 and 1990
when it came to the disbursement of federal grants.

Although these results suggest a “tyranny of the majority” in the U.S. Congress,
they still present some puzzles. Why, for example, would a district whose repre-
sentative was left out of the winning coalition receive any grants at all? Why are
so many of the votes on these pork-barrel programs so lopsided?27 Several authors
have answered these questions by arguing that a norm of universalism exists in the
Congress.28 Rather than encourage cycles and run the risks of losing out by form-
ing majority coalitions that pass redistributive legislation by narrow majorities, a
coalition of the whole forms and everyone is allowed a share of the funds that flow
from Washington.

Although “universalism” is an appealing way out of the paradox of near-
unanimous support for redistributive programs, it too is not without its problems.
One does not usually expect universal norms to dictate that one person’s share ought
to be 75 times greater than that of the next person. Indeed, when one factors in the
taxes each district pays to finance these programs, many districts – quite possibly
a majority – are net losers. Why are congressional norms both universal and so
unegalitarian?

26 Van Deemen and Vergunst (1998) also fail to find evidence of cyclic preferences in the data on Dutch national
elections for the years 1982, 1986, 1989, and 1994. Kurrild-Klitgaard (2001) did detect the potential for a cycle
if Danish voters had been allowed to choose their prime minister directly in the 1994 election.

27 See Ferejohn (1974) and Mayhew (1974, pp. 88–113).
28 See Weingast (1979); Weingast, Shepsle, and Johnsen (1981); Shepsle and Weingast (1981); and Niou and

Ordeshook (1985). This explanation was also part of Tullock’s (1981) answer to the stability question.
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Figure 5.19. Issue-by-issue voting outcomes with discussion permitted. (Figure taken from
McKelvey, Richard D. and Peter Ordeshook, “A Decade of Experimental Research on Spatial
Models of Elections and Committees,” in James M. Enelow and Melvin J. Hinich (eds.)
Advances in the Spatial Theory of Voting, Cambridge University Press, 1990, p. 113.)

A possible answer to this question is that the relevant coalitions to consider are
not one set of congressmen against another, but all congressmen against the citizens.
Because the taxes that pay for these redistributive programs are general and diffuse,
the citizens are unaware of the costs of these federal grants and consider only the
concentrated benefits that they receive. Each congressman is evaluated on the basis
of his marginal contribution to the district’s welfare and any grants it receives are
counted as part of these marginal contributions. Although a congressman whose
district receives only $10 million in grants has not won as much as the congressman
whose district got $750 million, he has still “won” something. It is only the taxpayer-
citizen who loses under this interpretation.29

5.13.5 Experimental evidence of cycling

The most controlled environment to test for the presence of cycling is within the
experimental laboratory, and a variety of experiments have been conducted which
bear on this question. Many of these have defined the issue set spatially, as we
have throughout much of this chapter. A set of preferences is induced in these
experiments by giving participant i a reward of D dollars if the committee chooses
a particular point xi in the two-dimensional issue space, with successively lower
payoffs awarded to i the farther the committee’s choice is from xi . Although most
studies have induced circular indifference curves, some have induced ellipses and
even more exotic shapes.

29 For a formal modeling of this way around the “universalism paradox” see Schwartz (1994).
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Figure 5.20. Competitive solution test. (Figure taken from McKelvey, Richard D. and Peter
Ordeshook, “A Decade of Experimental Research on Spatial Models of Elections and Com-
mittees,” in James M. Enelow and Melvin J. Hinich (eds.) Advances in the Spatial Theory
of Voting, Cambridge University Press, 1990, p. 113.)

The earliest experimental results for committee voting test to see whether the
committee chooses a Condorcet winner, when one exists. By Plott’s (1967) theorem,
an equilibrium will only exist in a spatial voting game if there is an odd number of
players, and pairs of players are perfectly lined up on opposite sides of one player’s
ideal point, as in Figure 5.9 where each letter is a voter’s ideal point and the unique
winning point is at E . Fiorina and Plott (1978) were the first to run experiments
of this type and they found that the committee’s choices did tend to cluster around
this equilibrium (core) outcome, even though they seldom coincided with it. Many
subsequent experiments have confirmed Fiorina and Plott’s findings. One such set
of outcomes by McKelvey and Ordeshook (1987) is presented in Figure 5.19. Each
point is an experiment’s outcome. The core is at player 5’s ideal point, x5, and most
of the points chosen in the experiments are clustered around this point with one
falling precisely on top of it. Note, however, that one committee managed to wander
off quite a ways to the left.

Thus, it appears that committees do gravitate toward a Condorcet winner when
one exists. Where do they locate when one does not exist? One answer, which
underlies McKelvey’s (1976) agenda setter theorem, is that the committee might
wind up anywhere on the page, or several miles from it. But such predictions strain
one’s credibility. More reasonable would be a prediction that the committee chooses
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Figure 5.21. Discussion prohibited, issue-by-issue voting. (Figure taken from McKelvey,
Richard D. and Peter Ordeshook, “A Decade of Experimental Research on Spatial Models
of Elections and Committees,” in James M. Enelow and Melvin J. Hinich (eds.) Advances
in the Spatial Theory of Voting, Cambridge University Press, 1990, p. 113.)

a point somewhere inside the Pareto set, or even somewhere in the middle of this
set. Game theory has generated several solution concepts – like the bargaining,
uncovered and Banks sets – to predict where this outcome might be. (We shall
discuss some of these concepts in Chapter 11, where the issue of cycling will again
arise in the context of two-candidate competition.) Figure 5.20 presents the outcomes
from a set of experiments by McKelvey, Ordeshook, and Winer (1978) designed
to test the predictive power of one of these solution concepts – the competitive
solution. All experiments resulted in a point being chosen within the Pareto set,
which is the area contained within the large pentagon formed by the outside lines
connecting the five ideal points. Each asterisk represents an outcome predicted by
the competitive solution. All of the committees’ chosen points come close to the
predicted outcomes, with a few falling right on them. The McKelvey, Ordeshook,
and Winer experiments and many others conducted to test different hypotheses
about committee choices when no core exists reveal that the majority rule selects
outcomes that are both within the Pareto set, and which tend to cluster near one
another, although not as closely together as when a core exists.30

In Section 5.13.2 we illustrated how a majority rule equilibrium can be induced
with a multidimensional issues space if the issues are voted on one dimension at
a time. Figure 5.21 presents the results from yet another set of experiments by

30 These and other results from the experimental literature on spatial voting are surveyed by McKelvey and
Ordeshook (1990).
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McKelvey and Ordeshook (1984) that tests this prediction. The “stable point” is at
the intersection of the two horizontal and vertical lines that pass through the median
ideal points in the two directions. The points chosen in the experiments do not
cluster as closely to this stable point as they did to the core point in Figure 5.19, but
they are more closely clustered than in Figure 5.20, even though no core exists in
each of these experiments, if the committees were free to offer new proposals in any
way they wished. By constraining the committees to change only one dimension of
the proposals at a time, this last set of experiments produced a concentrated cluster
of outcomes. Indeed, all of the points chosen fall within the pentagon formed by
the intersection of the diagonal contract curves. Even adding a modest amount
of structure to a committee’s procedures can make a noticeable difference in the
stability of its outcomes.
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CHAPTER 6

Majority rule – normative properties

Unanimity is impossible; the rule of a minority, as a permanent arrangement, is
wholly inadmissible; so that, rejecting the majority principle, anarchy or despotism
in some form is all that is left.

Abraham Lincoln

. . . unless the king has been elected by unanimous vote, what, failing a prior
agreement, is the source of the minority’s obligation to submit to the choice of
the majority? Whence the right of the hundred who do wish a master to speak for
the ten who do not? The majority principle is itself a product of agreement, and
presupposes unanimity on at least one occasion.

Jean-Jacques Rousseau

In Chapter 4 we argued that the ubiquitous popularity of majority rule might be
attributable to the speed with which committees can make decisions using it. This
quickness defense was undermined considerably in Chapter 5 by the results on cy-
cling. A committee caught in a voting cycle may not be able to reach a decision
quickly, and the outcome at which it eventually does arrive may be arbitrarily de-
termined by institutional details, or nonarbitrarily determined by a cunning agenda
setter. Is this all one can say in majority rule’s behalf? Does the case for the majority
rule rest on the promise that quasi-omniscient party leaders can arrange stable trades
to maximize the aggregate welfare of the legislature discussed in Section 5.13.3?

When asked to explain majority rule’s popularity, students unfamiliar with the vast
public choice literature on the topic usually mention justness, fairness, egalitarian,
and similar normative attributes that they feel characterize majority rule. Thus, to
understand why majority rule is so often the committee rule, one must examine its
normative as well as its positive properties. In this chapter we offer three sets of
normative arguments in favor of the simple majority rule. The second two, although
seemingly different, will prove to be quite closely related. The first will be seen to
rest on a radically different conception of the nature of democratic choice from the
other two.

6.1 Condorcet’s jury theorem

Let us assume that after hearing all of the evidence in a case that the probability
of a judge reaching the correct verdict regarding the accused’s innocence is 0.6.

128
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Obviously in trials presided over by one judge, the correct verdict will be reached
60 percent of the time. A tribunal that employed the unanimity rule would make
the correct decision only 21.6 percent of the time. On the other occasions it would
either fail to reach a unanimous verdict or would unanimously reach the wrong
verdict. If, however, the tribunal used the simple majority rule, it would always reach
a verdict, and would reach the correct verdict 64.8 percent of the time. Moreover,
the probability that a panel of judges reaches the correct verdict grows continuously
as its size increases – provided that it employs the simple majority rule.

This property of the simple majority rule was first discussed by the Marquis de
Condorcet (1785) over 200 years ago. Condorcet’s famous theorem reads as follows:

Condorcet Jury Theorem: Let n voters (n odd) choose between two alternatives
that have equal likelihood of being correct a priori. Assume that voters make
their judgments independently and that each has the same probability p
of being correct (1/2 < p < 1). Then the probability that the group makes
the correct judgment using the simple majority rule is

Pn =
n∑

h=(n+1)/2

[ n! /h! (n − h)! ]ph(1 − p)n−h,

which approaches one as n becomes large.1

This theorem can be used to justify having both large juries and their use of the
simple majority rule. The Athenian practice of having the assembly of all citizens
serve as a jury in some cases and its use of the simple majority rule put Condorcet’s
theorem into practice more than two millennia before he proved it.

The theorem can also be used to justify direct democracy as, say, in the form
of referenda. Suppose, for example, that all members of society wish to see the
crime and suffering associated with the illegal sale and use of drugs eliminated. A
proposal is made to legalize and regulate the sale of drugs in the belief that this
measure would eliminate the profits and crime associated with drugs, just as the
repeal of Prohibition in the United States in 1933 put an end to bootlegging. Other
people argue, however, that legalizing drugs would increase their use and lead to
even more crime and misery. The Condorcet jury theorem states that a national
referendum on this issue would make the correct judgment of the facts with a
near-one probability, if the probability of any single individual making the correct
judgment is greater than 0.5, and all citizens make their judgments independently
of one another.

The theorem can also serve as a normative defense of two-party representative
government, of a majoritarian/plurality rule for electing representatives, if it is
legitimate to assume that all citizens want the same things from their government or
representative. If all citizens in the United States, for example, want the president
to be a person of high integrity, a good administrator, a person who balances the

1 Statement of theorem taken from Young (1997, p. 183). See also Young (1988).
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budget and produces low inflation and unemployment, and so on, then the contest
for the presidency will be to select “the best person for the job,” where all citizens
agree on the criteria for “best.” If each citizen is able to determine with a probability
greater than 0.5 the candidate who comes closest to fulfilling these criteria, then
the popular election of the president will select the best person with a near-one
probability.

The jury theorem rests on several assumptions, which might be questioned:
(1) a common probability of being correct across all individuals, (2) each indi-
vidual’s choice is independent of all others, and (3) each individual votes sincerely
(honestly) taking into account only his own judgment as to the correct outcome.

Allowing each individual i to have his own probability pi does not fundamentally
alter the theorem. For example, if the distribution of the pi s is symmetric, then the
theorem still holds if the mean of the distribution is greater than one half.2

A potentially more serious problem arises when the second condition is relaxed.
Imagine, for example, that when the jury meets to decide the fate of the accused,
they begin by going around the table with each juror stating her opinion. In such an
environment, where no one knows for sure if the accused is guilty, it is possible that
those speaking late in the sequence are influenced by the opinions stated earlier. The
more jurors who have already said “guilty,” the more likely it is that the next juror
says guilty. Clearly, in this situation the information content from the aggregation
of all votes is less than if the jurors secretly wrote their opinions on pieces of paper.
In the limit, if all jurors merely repeat the opinion of the first juror to speak, the
probability of their then unanimous verdict being correct is no greater than that
of any single juror’s being correct. Fortunately, if the correlation between any two
jurors’ votes is not too high, the “truth revealing” property of majority rule is not
overturned. Ladha (1992) computed the following expression for the upper bound
for the correlation between any two votes that still allows the jury theorem to hold:

p̂ = p − n

n − 1

1 − p

p
(p − 0.25). (6.1)

As the size of the electorate, n, grows, the lowest possible value for the upper
bound approaches 0.25.3

This last example indirectly raises the question of the source of information from
which voters make their decisions, and whether it is indeed optimal for them to vote
sincerely ignoring how other citizens vote. Austen-Smith and Banks (1996) have
presented a “model [in which] sincere behavior by all individuals is not rational
even when individuals have . . . a common preference, [and] sincere voting does not
constitute a Nash equilibrium” (p. 34). To see the logic behind their arguments,
consider the following game.

There are two urns. One contains 60 white balls and 40 black balls, the other
1 black ball. This information is common knowledge to all n players. A ball will be

2 See Grofman, Owen, and Feld (1983) and Shapley and Grofman (1984). Shapley, Grofman, Nitzan, and Paroush
(1982) proved early generalizations of the theorem in which weighted voting is optimal, where each voter i’s
weight is wi = ln (pi /1 − pi ).

3 See also Shapley and Grofman (1984), Ladha (1993, 1995), Berg (1993), and Ben-Yashar and Nitzan (1997).
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drawn from one of these two urns, and the n players must decide using the simple
majority rule what the color of this ball is (n is odd). If they decide correctly, they
each receive a cash prize. A neutral game master first flips a coin to determine the
urn from which this ball will be taken. He then picks a ball from this urn and shows
it to the first player. He returns this ball to the urn and picks another ball from it and
shows it to the second player. This continues until all n players have been shown
one ball from this urn. The game master then picks another ball from the urn and
the players vote on its color. At the time that they vote, each player is unaware of
the outcome of the coin flip and knows only the color of the one ball that she has
been shown.

Now consider the strategy choices of a single player, Alice. If she has been shown
a black ball, she knows that it could have come from either urn, and she calculates
the probability of the winning ball’s being black as 0.7 (0.5(1) + 0.5(0.4)). Her
optimal strategy based solely on her private information is to vote black. This
vote reveals her private information as the jury theorem requires. But voting for
black is not her optimal strategy, once she takes into account that the other voters
are making similar calculations and the collective choice will be made using the
majority rule.

Under the majority rule two possibilities exist: one of the other colors has gotten
a clear majority of the votes of the other n − 1 players, or they are divided evenly
between the two colors. Since n − 1 is an even number, if one color has a clear
majority it must win by at least two votes not counting Alice’s vote. Her vote cannot
change the outcome, and she can forget about this possibility. When the other n − 1
players are evenly divided over the color, however, Alice’s vote is pivotal. But in this
case half of the other players have voted white. If even one of those voting white
does so because he has been shown a white ball, Alice knows that the winning ball
comes from the urn containing 60 white balls. The probability that it is a black
ball is not 0.7 as her private information would lead her to believe, but 0.4. If she
ignores the fact that some other voters must be shown a white ball when the votes
of the other players are evenly split, and simply votes on the basis of her private
information, she will tilt the committee’s choice in favor of the lower probability
event. She and all other members of the committee are better off if Alice ignores
her private information and votes taking into account only the common knowledge
about the game, and the fact that her vote is only decisive when the other players
are evenly split.

What is true for Alice is, of course, true for all other players. The individually
optimal strategy for everyone is to vote white, and everyone voting white is a Nash
equilibrium. Once everyone understands the structure of the game and adopts the
sophisticated strategy that this structure dictates, all will vote white even though the
overall probability of drawing a white ball is only 0.3. Moreover, all vote white even
in the event that every player has been shown a black ball. In this game sincere voting
is irrational, and rational (sophisticated) voting on the part of everyone produces
worse outcomes than sincere voting. Austen-Smith and Banks (1996) prove that
these pathological results can be produced under a variety of assumptions that do
not violate the basic spirit of the Condorcet jury theorem.
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Unfortunately, there are many Nash equilibria in these sorts of games. Fortu-
nately, on the other hand, not all of them involve the degree of pathology of the
previous example in which everyone votes white. Indeed, in this example when
n = 3, two persons voting sincerely and one voting strategically (always white) is
also a Nash equilibrium, and it yields higher expected payoffs to the committee than
would all three voting sincerely.4 Ladha, Miller, and Oppenheimer (1995) have run
experiments with games of the type just described, and found that when the games
are repeated and the players can verify how the other players voted in earlier rounds,
as well as their private information, that the players can lock in on combinations in
which some vote sincerely and some vote following the sophisticated strategy of
assuming that they are the pivotal player.

What should we conclude from this discussion? Is it most plausible to assume
that people vote sincerely taking into account their private information (in which
case the jury theorem may be a reasonable defense of majority rule), that they vote
strategically assuming that they are a pivotal voter, or some combination of the two?
In contemplating this question, perhaps it is useful to return to the example of a
referendum on legalizing drugs. If such a referendum were held today in the United
States, each citizen would place a probability of, say, 0.6 on the status quo being the
best option, and 0.4 on legalization being better, given the common knowledge about
the two options that exists today. But the referendum is announced for one year from
today. Thus, each citizen has time to gather information and cast an informed vote.
Some read about life under Prohibition in the United States and changes following
its repeal. Others read about Holland’s experience with the de facto legalization of
the “softer” drugs. Some even travel to Holland to witness the effects first hand.
When the day of the referendum comes, the sophisticated voter recognizes that his
vote will only “count” if the other 80 million voters split evenly on both sides of
the issue. But this would imply that all of the information gathering of the other
voters has led to as many people in favor of the status quo as the number in favor
of legalization. The aggregate effects of the private information on the vote are a
wash. The sophisticated voter now recognizes that the information he has gathered
is no more likely to have led him to the correct judgment than a flip of a coin would.
The sophisticated voter recognizes that his vote will be pivotal only in the event
that his private information is worthless, and thus he rationally ignores his private
information and bases his vote on the common knowledge that he and his fellow
citizens shared one year ago.

Indeed, if he were truly rational, he would not vote at all, since the probability of
80 million voters splitting precisely evenly on any issue is infinitesimal. Any costs
of gathering information and voting will outweigh the expected gain from casting
the pivotal vote, given the low probability of this event. More paradoxical than why
a rational voter would reveal his private information and vote sincerely is why he
would vote at all.

4 More generally, Ladha, Miller, and Oppenheimer (1995) prove that there exists some minority m < n/2 for
any committee of size n, n being odd, such that the probability that the committee votes correctly (and thus
its expected payoff) is higher than that predicted by the Condorcet jury theorem, when the minority votes
strategically ignoring its private information, and the majority votes informatively using its private information.
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This “voting paradox” strikes at the very normative foundations of democracy,
just as the Condorcet jury theorem purports to provide a normative foundation for
majoritarian democracy. Many attempts have been made to resolve this paradox,
and we shall examine some of them in Chapter 14. One hypothesis as to why people
vote sees them voting out of a sense of civic duty, in step with a social norm. If
this hypothesis does resolve the paradox of why people vote, it may also provide an
explanation for how they vote on issues like those assumed in the Condorcet jury
theorem. If the good citizen knows that the efficacy of the use of majority rule as
a means for determining the correct policy depends on his honestly revealing what
his private views are on this policy, perhaps he will vote sincerely – if he votes
at all.

The assumptions underlying the Condorcet jury theorem depict politics as a
cooperative, positive sum game. All citizens have the same objective – to convict
the guilty and acquit the innocent, to choose the best person to fill the office. Many
observers of politics do not view it in such a favorable light, however. Many view
politics as a noncooperative, zero-sum game. The issue to be decided in the national
referendum is whether to ban all abortions. People do not disagree about the facts
involved, but rather over the ethical issues. A national referendum on this issue
would simply determine which side is allowed to impose its judgment on the other.
Can the use of the simple majority rule be given a normative justification in these
situations? We turn to two sets of arguments that say it can.

6.2 May’s theorem on majority rule

A most important theorem concerning majority rule was proved a half century ago
by May (1952). May begins by defining a group decision function:

D = f (D1, D2, . . . , Dn),

where n is the number of individuals in the community. Each Di takes on the value
1, 0, −1 as voter i’s preferences for a pair of issues are x Pi y, x Ii y, and y Pi x ,
where P represents the strict preference relationship and I indifference. Thus, the
Di serve as ballots, and f (·) is an aggregation rule for determining the winning
issue. Depending on the nature of the voting rule, f (·) takes on different functional
forms. Under the simple majority rule, f (·) sums the Di and assigns D a value
according to the following rule:

(
n∑

i=1

Di > 0

)
→ D = 1

(
n∑

i=1

Di = 0

)
→ D = 0

(
n∑

i=1

Di < 0

)
→ D − 1.
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May defines the following four conditions:5

Decisiveness: The group decision function is defined and single valued for
any given set of preference orderings.

Anonymity: D is determined only by the values of Di , and is independent
of how they are assigned. Any permutation of these ballots leaves D
unchanged.

Neutrality: If x defeats (ties) y for one set of individual preferences, and
all individuals have the same ordinal rankings for z and w as for x and
y (i.e., x Ri y → z Ri w , and so on), then z defeats (ties) w .

Positive responsiveness: If D equals 0 or 1, and one individual changes
his vote from −1 to 0 or 1, or from 0 to 1, and all other votes remain
unchanged, then D = 1.

The theorem states that a group decision function is the simple majority rule if
and only if it satisfies these four conditions. It is a most remarkable result. If we
start from the set of all possible voting rules one can conceive of, and then begin
imposing conditions we wish our voting rule to satisfy, we shall obviously reduce
the number of viable candidates for our chosen voting rule as we add more and
more conditions. May’s theorem tells us that once we add these four conditions, we
have reduced the possible set of voting rules to but one, the simple majority rule.
All other voting rules violate one or more of these four axioms.

This result is both surprising and ominous. It forebodes that if we were to demand
more of a voting rule than that it satisfy only these four axioms, that is, were we to
demand a fifth axiom, then even majority rule might not qualify and we would have
no voting rule satisfying the proposed conditions. Chapter 5 also gives us a strong
hint as to what that fifth condition might be – transitivity. But for the moment we
are concerned with the choice between just two issues, and we need not concern
ourselves with transitivity. The foreboding can be suppressed until Chapter 24.

The equivalence between majority rule and these four conditions means that all
of the normative properties majority rule possesses, whatever justness or egalitarian
attributes it has, are somewhere captured in these four axioms, as are its negative
attributes. We must examine these conditions more closely.

Decisiveness seems at first uncontroversial. If we have a decision function, we
want it to be able to decide at least when confronted with only two issues. But
this axiom does eliminate all probabilistic procedures in which the probability of
an issue’s winning depends on voter preferences. Positive responsiveness is also a
reasonable property. If the decision process is to reflect each voter’s preference,
then a switch by one voter from opposition to support ought to break a tie.

The other two axioms are less innocent than they look or their names connote.
The neutrality axiom introduces an issue-independence property.6 In deciding a
pair of issues, only the ordinal preferences of each voter over this issue pair are

5 The names and definitions have been changed somewhat to reflect subsequent developments in the literature
and to simplify the discussion. In particular, the definition of neutrality follows Sen (1970a, p. 72).

6 Sen (1970a, p. 72) and Guha (1972).
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considered. Information concerning voter preferences on other issue pairs is ruled
out, and thereby one means for weighing intensities is eliminated. The neutrality
axiom eliminates voting rules like the Borda count and point voting described in
the next two chapters. It requires that the voting rule treat each issue pair alike
regardless of the nature of the issues involved. Thus, the issue of whether the lights
on this year’s community Christmas tree are red or blue is decided by the same kind
of weighing of individual preference orderings as the issue of whether John Doe’s
property should be confiscated and redistributed among the rest of the community.

Where the neutrality axiom guarantees that the voting procedure treats each
issue alike, anonymity assures that each voter is treated alike. On many issues this
is probably a desirable property. On the issue of the color of the Christmas lights,
a change of one voter’s preferences from red to blue and another from blue to red
probably should not affect the outcome. Implicit here is a judgment that the color
of the tree’s lights is about as important to one voter as to the next. This equal
intensity assumption is introduced into the voting procedure by recording each
voter’s expression of preference, no matter how strong, as a plus or minus one.

But consider now the issue of whether John Doe’s property should be confiscated
and distributed to the rest of the community. Suppose John is a generous fellow and
votes for the issue and the issue in fact passes. Suppose now that John changes his
vote to negative, and that his worst enemy, who always votes the opposite of John,
switches to a positive vote. By the anonymity condition, the issue still should pass.
A voting procedure satisfying this procedure is blind as to whether it is John Doe or
his worst enemy who is voting for the confiscation of John Doe’s property. In some
situations this may obviously be an undesirable feature.

6.3* Proof of May’s theorem on majority rule

Theorem: A group decision function is the simple majority rule iff it satisfies the
four conditions stated in Section 6.2.

That majority rule implies the four conditions is rather obvious.

1. It always adds to an integer, which by the decision function is transformed
into −1 or 0 or +1, and thus is decisive.

2. Change any +1 to −1, and any −1 to +1, and the sum is left unchanged.
3. If the rankings are the same on any two pairs of issues, then so too will be

the vote summations.
4. If

∑
Di = 0, increasing any Di will make

∑
Di > 0, and decide the

contest in favor of x . If
∑

Di > 0, increasing any Di will leave
∑

Di > 0
and will not change the outcome.

Now we must show that the four conditions imply the majority rule. We first show
that the first three conditions imply

[N (−1) = N (1)] → D = 0, (6.2)

where N (−1) is the number of votes for y and N (1) is the number for x .
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Assume that (6.2) does not hold – for example, that

[N (−1) = N (1)] → D = 1. (6.3)

When the number of votes for y equals the number of votes for x , the outcome is x .
Now relabel y to z and x to w , where a vote for z is now recorded as a −1 and

a vote for w as a +1. Reverse all +1s to −1s, and −1s to +1s. By anonymity, this
latter change should not affect the group decision. All individuals who originally
regarded x at least as good as y(x Ri y) will now regard z as at least as good as w .
By the neutrality axiom, the collective outcome must be z if it was originally x . But
z is equivalent to y, not x . The decisiveness axiom is violated.

Thus, (6.3) is inconsistent with the first three axioms. By an analogous argument
one can show that (6.4) is inconsistent with the first three axioms:

[N (−1) = N (1)] → D = −1. (6.4)

Thus, (6.2) must be valid. From (6.2) and positive responsiveness, we have

[N (1) = N (−1) + 1] → D = +1. (6.5)

When the number of votes for x is one greater than the number for y, then x must
win. Now assume that when the number of votes for x is m − 1 greater than the
number for y, x wins. A change in preferences of one voter so that the number
preferring x to y is now m greater than the number preferring y to x cannot reverse
the outcome by positive responsiveness. By finite induction, the four conditions
imply the method of simple majority rule.

6.4 The Rae-Taylor theorem on majority rule

Although on the surface they seem quite different, May’s theorem on majority rule
is quite similar in its underlying assumptions to a theorem presented by Rae (1969)
and Taylor (1969).

Rae (1969, pp. 43–4) sets up the problem as one of the choice of an optimal
voting rule by an individual who is uncertain over his future position under the
voting rule. Thus, the discussion is set in the context of constitutional choice of a
voting rule as introduced by Buchanan and Tullock (1962, pp. 3–15).7 Politics, as
Rae and Taylor depict it, is a game of conflict. Some individuals gain from an issue’s
passage; some inevitably lose. The representative individual in the constitutional
stage seeks to avoid having issues he opposes imposed upon him, and to impose
issues he favors on others. He presumes that the gains he will experience from a
favorable issue’s passage will equal the loss from an unfavorable issue’s passage,
that is, that all voters experience equal intensities on each issue.8 Issues are impar-
tially proposed so that each voter has the same probability of favoring or opposing

7 See also Buchanan (1966).
8 Rae (1969, p. 41, n. 6). The importance of this equal intensity assumption has been recognized by several writers.

Additional references for each assumption are presented in the notes to Table 6.1, where the assumptions are
summarized.
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any issue proposed. Under these assumptions, it is reasonable to assume that the
representative voter selects a rule that minimizes the probability of his supporting
an issue that is defeated, or opposing an issue that wins. Rae (1969) illustrates and
Taylor (1969) proves that majority rule is the only rule that satisfies this criterion.9

The full flavor of the theorem can best be obtained by considering an example of
Brian Barry (1965, p. 312). Five people occupy a railroad car that contains no sign
either prohibiting or permitting smoking. A decision must be made as to whether
those occupants of the car who wish to smoke are to be allowed to do so. If an
individual placed himself in the position of one who was uncertain as to whether he
would be a smoker or nonsmoker, the natural assumption is that nonsmokers suffer
as much from the smoking of others as smokers suffer from being stopped from
smoking.10 The equal intensity assumption seems defensible in this case. With this
assumption, and uncertainty over whether one is a smoker or nonsmoker, majority
rule is the best decision rule. It maximizes the expected utility of a constitutional
decision maker.

This example illustrates both the explicit and implicit assumptions underlying the
Rae-Taylor theorem on majority rule. First, the situation is obviously one of conflict.
The smoker’s gain comes at the nonsmoker’s expense, or vice versa. Second, the
conflictual situation cannot be avoided. The solution to the problem provided by the
exit of one category of passenger from the wagon is implicitly denied.11 Nor does a
possibility exist to redefine the issue to remove the conflict and obtain a consensus.
Each issue must be voted up or down as is. Fourth, the issue has been randomly or
impartially selected. In this particular example, randomness is effectively introduced
through the chance assemblage of individuals in the car. No apparent bias in favor
of one outcome has been introduced via the random gathering of individuals in the
car. The last assumption contained in the example is the equal intensity assumption.

The importance of each of these assumptions to the argument for majority rule
can perhaps best be seen by contrasting them with the assumptions that typically
have been made in support of its antithesis, the unanimity rule.

6.5 Assumptions underlying the unanimity rule

As depicted by Wicksell (1896) and Buchanan and Tullock (1962), politics is a coop-
erative, positive-sum game. The committee’s business is the collective satisfaction
of needs common to all members. The committee (or community) is a voluntary
association of individuals brought together for the purpose of satisfying these com-
mon needs.12 Since the association is voluntary, each member is guaranteed the
right to preserve his own interests against those of the other members. This right

9 The “only” must be qualified when the committee size, n, is even. With n even, majority rule and the rule n/2
share this property. See Taylor (1969). Chapter 26 contains a proof of the simple majority rule’s optimality
under assumptions similar to those made by Rae and Taylor.

10 This assumption would seem less “natural” to many in the United States today than it did 35 years ago.
11 Rae (1975) stresses this assumption in the implicit defense of majority rule contained in his critique of

unanimity.
12 See also Buchanan (1949).
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is preserved by the power contained in the unanimity rule to veto any proposal
that runs counter to an individual’s interest, or through the option to exit from the
community, or both.

Given that the purpose of the committee is the satisfaction of the wants of the
committee members, the natural way for issues to come before it is from the indi-
viduals themselves. Each individual has the right to propose issues that will benefit
him and that he thinks might benefit all. Should an initial proposal fail to command
a unanimous majority, it is redefined until it does, or until it is removed from the
agenda. Thus, the political process implicit in a defense of the unanimity rule is one
of discussion, compromise, and amendment, continuing until a formulation of the
issue is reached benefiting all. The key assumptions underlying this view of politics
are both that the game is cooperative and positive sum, that is, that a formulation
of the issue benefiting all exists, and that the process can be completed in a rea-
sonable amount of time, so that the transaction costs of decision making are not
prohibitive.13

Let us also illustrate the type of voting process that the proponents of unanimity
envisage through the example of fire protection in a small community. A citizen at
a town meeting proposes that a truck be purchased and a station built to provide fire
protection, and couples his proposal, in Wicksellian fashion, with a tax proposal
to finance it. Suppose that this initial tax proposal calls upon each property owner
to pay the same fraction of the costs. The citizens with the lowest-valued property
complain. The expected value of the fire protection (the value of the property times
the reduction in the risk of fire) to some property owners is less than their share
of the costs under the lump-sum tax formula. Enactment of the proposal would
make the poor subsidize the protection of the property of the rich. As an alternative
proposal, a proportional tax on property values is offered. The expected benefits to
all citizens now exceed their share of its cost. The proposal passes unanimously.

6.6 Assumptions underlying the two rules contrasted

Fire protection, the elimination of smoke from factories, and similar examples used
to describe the mutual benefits from collective action all pertain to public goods and
externalities – activities in which the market fails to provide a solution beneficial to
all. The provision of these public goods is an improvement in allocative efficiency,
a movement from a position off the Pareto frontier to a point on it. Proponents of
unanimity have assumed that collective action involves collective decisions of this
type.

13 Both Wicksell (1896) and Buchanan and Tullock (1962) recognize that decision time costs may be sufficiently
high to require abandonment of a full unanimity rule in favor of a near unanimity rule (Wicksell) or some even
lower fractional rule. Indeed, much of Buchanan and Tullock’s book is devoted to the choice of the optimal
“nonunanimity” rule, as discussed in Chapter 4. Thus, one might question whether they can legitimately be
characterized as champions of unanimity. I have chosen them as such because I think their arguments can be
fairly characterized as stating that were it not for these transaction costs, unanimity would be the best rule, and,
therefore, that some rule approaching unanimity, or at least greater than a simple majority, is likely to be the
best in many situations. In contrast, Rae (1975) and Barry (1965) both argue that their critique of unanimity is
not based solely on the decision cost criterion.



6.6 Assumptions underlying the two rules contrasted 139

In contrast, many advocates of majority rule envisage conflictual choices in which
no mutually beneficial opportunities are available, as occurs when a community
is forced to choose from among a set of Pareto-efficient opportunities. In the fire
protection example, there might be a large number of tax share proposals that would
cover the cost of fire protection and leave all better off. All might receive unanimous
approval when placed against the alternative of no fire protection. Once one of these
proposals has achieved a unanimous majority no other proposal from the Pareto-
efficient set can achieve unanimity when placed against it. Any other proposal
must make one voter worse off (by raising his tax share), causing him to vote
against it.

Criticisms of unanimity and defenses of majority rule often involve distributional
or property rights issues of this type. In Barry’s example, the train car’s occupants
are in conflict over the right to clean air and the right to smoke; Rae (1975, pp. 1287–
97) uses the similar example of the smoking factory and the rights of the nearby
citizens to clean air in criticizing the unanimity rule. In both cases, a property rights
decision must be made with distributional consequences. If the smokers are given
the right to smoke, the seekers of clean air are made worse off. Even in situations
in which the latter can be made better off by bribing the smokers to reduce the level
of smoke, the nonsmokers are worse off by having to pay the bribe than they would
be if the property right had been reversed and the smokers had to offer the bribe
(Rae, 1975). Buchanan and Tullock (1962, p. 91) discuss this same example, but
they assume that the initial property rights issue has already been fairly resolved at
the constitutional stage. This illustrates another difference between the proponents
of unanimity and majority rule. The former typically assume decision making takes
place within a set of predefined property rights; the latter, like Barry and Rae,
assume that it is the property rights decision itself that must be made. In Barry’s
example it is the only decision to be made. Rae’s argument is more complicated.
He argues that the constitution cannot resolve all property rights issues for all time,
so that technological and economic changes cause some property rights issues to
drift into the resolution of public goods and externalities. In either case, however,
unanimous agreement on the property rights issue of who has the initial claim on the
air is obviously unlikely under the egoistic-man assumptions that all writers have
made in this discussion. A less than unanimity rule seems necessary for resolving
these initial property rights-distributional issues.

The last statement is qualified because it requires the other assumptions intro-
duced in the discussion of majority rule: exit is impossible (or expensive); the issue
cannot be redefined to make all better off. The need for the first assumption is obvi-
ous. If the occupants of the railroad car can move to another car in which smoking
is explicitly allowed or prohibited, the conflict disappears, as it does if either the
factory or the nearby residents can move costlessly. The importance of the second
assumption requires a little elaboration.

Consider again the example of smoking in the railway car. Suppose the train is not
allowed to proceed unless the occupants of this car can decide whether smoking is to
be allowed or not. If the unanimity rule were employed, the potential would exist for
the type of situation critics of unanimity seem to fear the most – a costly impasse. Out
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of this impasse, the minority might even be able to force the majority to capitulate,
if the benefits to the majority from the train’s continuation were high enough. Under
these assumptions, majority rule is an attractive alternative to unanimity.

Now change the situation slightly. Suppose that all passengers of the entire train
must decide the rules regarding smoking before the train may proceed. Since there
is undoubtedly some advantage in having the entire train from which to choose a
seat rather than only part of it, a rational egoist can be expected to prefer that the
entire train be declared an area that accords with his preferences regarding smoking.
If majority rule were used to decide the issue, then smoking would be either allowed
or prohibited throughout the train. But if a unanimity rule were employed, the train’s
occupants would be forced to explore other alternatives to having the entire train
governed by the same rule. The proposal of allowing smoking in some sections and
prohibiting it in others might easily emerge as a “compromise” and win unanimous
approval over having the train remain halted. Members of the majority would be
somewhat worse off under this compromise than they would have been had the entire
train been designated according to their preferences, but members of the minority
would be much better off. An impartial observer might easily prefer the compromise
forced on the group by the unanimity rule to the outcome forthcoming under majority
rule.

The arguments in favor of majority rule implicitly assume that such compro-
mise proposals are not possible. The committee is faced with mutually exclusive
alternatives.14 Mutually beneficial alternatives are assumed to be technologically
infeasible or the voting process is somehow constrained so that these issues cannot
come before the committee.

Table 6.1 summarizes the assumptions that have been made in support of the
majority and unanimity decision rules. They are not intended to be necessary and
sufficient conditions, but are more in the nature of the most favorable conditions
under which each decision rule is expected to operate. It is immediately apparent
from Table 6.1 that the assumptions supporting each decision rule are totally opposed
to the assumptions made in support of the alternative rule. The importance of these
assumptions in determining the normative properties of each rule can be seen easily
by considering the consequences of applying each rule to the “wrong” type of
issue.

6.7 The consequences of applying the rules to the “wrong” issues

6.7.1 Deciding improvements in allocative efficiency via majority rule

On an issue that all favor, nearly one-half of the votes are “wasted” under majority
rule. A coalition of the committee’s members could benefit from this by redefin-
ing the issues to increase their benefits at the expense of noncoalition members.
In the town meeting example, one could easily envisage a reverse scenario. An
initial proposal to finance fire protection via a proportional property tax is made.

14 Buchanan and Tullock (1962, p. 253) and Rae (1969, pp. 52–3).
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Table 6.1. Assumptions favoring the majority and unanimity rules

Assumption Majority rule Unanimity rule

1. Nature of the gamea Conflict, zero sum Cooperative, positive sum
2. Nature of issues Redistributions, property

rights (some benefit, some
lose)

Allocative efficiency
improvements (public goods,
externality elimination)

Mutually exclusive issues of
a single dimensionb

Issues with potentially several
dimensions and from which
all can benefitc

3. Intensity Equal on all issuesd No assumption made
4. Method of forming

committee
Involuntary; members are

exogenously or randomly
brought togethere

Voluntary; individuals of
common interests and like
preferences join f

5. Conditions of exit Blocked, expensiveg Free
6. Choice of issues Exogenously or impartially

proposedh
Proposed by committee

membersi

7. Amendment of
issues

Excluded, or constrained to
avoid cycles j

Endogenous to committee
processi

a Buchanan and Tullock (1962, p. 253); Buchanan (1966, pp. 32–3).
b Barry (1965, pp. 312–14); Rae (1975, pp. 1286–91).
c Buchanan and Tullock (1962, p. 80); Wicksell (1896, pp. 87–96).
d Rae (1969, p. 41, n. 6); Kendall (1941, p. 117); Buchanan and Tullock (1962, pp. 128–30).
e Rae (1975, pp. 1277–8).
f Wicksell (1896, pp. 87–96); Buchanan (1949). This assumption is common to all contractarian theories of the

state, of course.
g Rae (1975, p. 1293).
h This assumption is implicit in the impartiality assumed by Rae (1969) and Taylor (1969) in their proofs, and in

Barry’s example (1965, in particular on p. 313).
i Wicksell (1896); Kendall (1941, p. 109).
j Implicit.

All favor the proposal and it would pass under the unanimity rule. But the town
meeting now makes decisions under majority rule. The town’s wealthiest citizens
caucus and propose a lump-sum tax on all property owners. This proposal is op-
posed as being regressive by the less well-to-do members of the community, but it
manages to secure a majority in its favor when placed against the proportional tax
proposal. A majority coalition of the rich has succeeded in combining the provi-
sion of fire protection with a regressive tax on the poor. Wicksell’s (1896, p. 95)
belief that the unanimity rule would favor the poor was probably based on similar
considerations.

But there are other ways in which de facto redistribution can take place under
majority rule. A coalition of the residents of the north side of the town might form
and propose that the provision of fire protection for the entire town be combined with
the construction of a park on the north side, both to be financed out of a proportional
tax on the entire community.15 On the assumption that the southsiders do not benefit

15 This example resembles Tullock’s (1959) example in his demonstration that majority rule can lead to
overexpenditure in government, as discussed earlier.
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from the park, this proposal would redistribute income from the southsiders to the
northsiders just as clearly as a proposal to lower the taxes of the northsiders and
raise the taxes of the southsiders would.

Thus, under majority rule, a process of issue proposal and amendment internal to
the committee can be expected to convert purely positive-sum games of achieving
allocational efficiency into games that are a combination of an allocational change
and a redistribution. As Buchanan and Tullock (1962, pp. 190–2) have shown, when
logrolling games allow side payments, the redistribution of wealth for and against
any proposal will balance out. In logrolling games where direct side payments are not
allowed, the exact values of the net income transfers are more difficult to measure.
Nevertheless, when stable coalitions cannot be formed, the dynamic process of issue
redefinition under majority rule to produce winning and losing coalitions of nearly
equal size and differing composition can be expected to result in essentially zero
net redistribution in the long run. Riker’s assumption that all politics is a zero-sum
game of pure redistribution might characterize the long-run redistributive aspects
of the outcomes of the political process under majority rule.

This potential of majority rule must be stressed. The redistributive properties of
majority rule can have a dynamic such that the winning majority only barely defeats
the losing majority, thus justifying Rae’s assumption that the probability that one
favors the winning issue equals the probability that one favors the losing issue. Add
to that the equal intensity assumption that Rae makes, and May’s axioms build in,
and we have the expected utility gains for the winners on any issue equaling the
expected utility losses of the losers. Thus, the assumptions underlying the normative
properties of majority rule imply that there are no net expected utility gains from
the passage of any issue. The game is zero sum in expected utilities as well as
dollar payoffs. But then why play the game? The normative assumptions building
a case for majority rule when applied to any issue pair undermine its use in the
long run. This feature of majority rule may help explain why some observers like
Brittan (1975) are frustrated with the long-run benefits to society from majority rule
democracy.

We have seen that the redistributive characteristics of majority rule can make
stable winning coalitions difficult to maintain and can lead to cycles. If a stable,
winning coalition can form, however, the transaction costs of cycling and of forming
and destroying coalitions can be greatly reduced or eliminated. If committee mem-
bers are free to propose and amend issues, a stable majority coalition can engage
in continual redistribution from the losing committee members. This “tyranny of
the majority” outcome may be even more undesirable than a futile, but more or
less impartial, redistribution emerging under a perpetual cycle (Buchanan, 1954a).
Stratmann’s (1996) tests for the presence of cycling in the U.S. Congress, discussed
in the previous chapter, suggest that such a stable, tyrannous majority exists there,
at least on federal grants.

Thus, implicit in the arguments supporting majority rule we see the assump-
tion that no stable majority coalition forms to tyrannize over the minority, and
a zero-transaction-costs assumption, analogous to the zero-decision-time assump-
tion supporting the unanimity rule. The issue proposal process is to be established
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so that cycles either cannot form or, if they do, they add a purely redistributive
component to a set of allocational efficiency decisions that are predetermined or
somehow unaffected by the cycling-redistribution process. Whether this process of
issue redefinition, coalition formation, and cycling results in any net welfare gains
remains an open question.

6.7.2 Deciding redistribution by unanimity

Any issue over which there is unavoidable conflict is defeated under a unanimity
rule. Redistribution of income and wealth, other than of the voluntary sort described
in Chapter 3, and redefinitions of property rights are all blocked by this rule.

Critics of unanimity have found two consequences of this outcome particularly
disturbing. First is the possibility that all progress halts.16 The train cannot pro-
ceed until the five occupants of the car have reached a consensus on the smoking
issue. Most technological progress leaves some people worse off. Indeed, almost
any change in the economic or physical environment may make someone worse off.
Even if the legalization of drugs would eliminate all associated crime and suffering,
the few drug barons who profit from their illicit sale would be made worse off and
would vote to block legalization.17 Although in principle each proposed change,
down to the choice of color of my tie, could be collectively decided with appropri-
ate compensation paid to those injured, the decision costs of deciding these changes
under a unanimity rule are obviously prohibitive. The decision costs objection to
the unanimity rule reappears. In addition, as an implicit defense of majority rule,
this criticism seems to involve the assumption that technological change, or those
changes involving de facto redistributions of income and property rights, are im-
partial. The utility gain to any individual favoring a change equals the utility loss
to an opponent. And, over time, these gains and losses are impartially distributed
among the population. Behind this assumption is another, that the process by which
issues come before the committee is such that it is impossible to amend them so
they will benefit one group systematically at the expense of the others. Time and
the environment impartially cast up issues involving changing property rights and
redistribution, and the committee votes these issues up or down as they appear,
using majority rule. All benefit in the long run from the efficiency gains inherent
in allowing technological progress to continue unencumbered by deadlocks in the
collective decision process.

The second concern about using the unanimity rule to decide redistribution and
property rights is that the veto power this rule gives a minority benefits one particular
minority, violating a generally held ethical norm. The abolition of slavery is blocked
by the slave owners, the redistribution of income by the rich. If one group achieves
a larger than average share of the community’s income or wealth via luck, skill,

16 See Reimer (1951), Barry (1965, p. 315), and Rae (1975, pp. 1274, 1282, 1286, 1292–3).
17 This conservatism inherent in the unanimity rule would appear to be one of Rae’s main arguments against it,

as in his discussion of property rights drift in the smoking chimney example (1975, pp. 1287–93). As Tullock
(1975) points out, however, these criticisms do not suffice as a justification for majority rule to decide this
issue. The other assumptions we have discussed are needed.
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or cunning, the unanimity rule ensures that this distribution cannot be upset by
collective action of the community. Under the unanimity rule, those who gain from
the maintenance of the status quo always succeed in preserving it.18

6.8 Conclusions

A follower of the debate over majority and unanimity rule could easily be forgiven
for concluding that there is but one type of issue to be decided collectively, and one
best rule for making collective decisions. Thus Wicksell (1896, p. 89) argues:

If any public expenditure is to be approved . . . it must generally be assumed that
this expenditure . . . is intended for an activity useful to the whole of society and
so recognized by all classes without exception. If this were not so . . . I, for one,
fail to see how the latter can be considered as satisfying a collective need in the
proper sense of the word.

A similar position is inherent in all contractarian positions, as in John Locke (1939,
p. 455, § 131).

Men . . . enter into society . . . only with an intention in everyone the better to pre-
serve himself, his liberty and property (for no rational creature can be supposed
to change his condition with an intention to be worse), the power of the society, or
legislative constituted by them, can never be supposed to extend farther than the
common good, but is obliged to secure everyone’s property.19

On the other extreme, we have Brian Barry (1965, p. 313):

But a political situation is precisely one that arises when the parties are arguing
not about mutually useful trades but about the legitimacy of one another’s initial
position. (Italics in original)

And in a similar vein William Riker (1962, p. 174):

Most economic activity is viewed as a non-zero-sum game while the most important
political activity is often viewed as zero-sum.

But, it should now be clear that the collective choice process is confronted with
two fundamentally different types of collective decisions to resolve, corresponding
to the distinction between allocation and redistribution decisions (Mueller, 1977).
Some important political decisions involve potentially positive-sum game decisions
to provide defense, police and fire protection, roads, environmental protection, and

18 Barry (1965, pp. 243–9); Rae (1975, pp. 1273–6, 1286).
19 Kendall (1941) depicted Locke as a strong defender of majority rule. The only explicit reason Locke

(p. 422, § 98) gives for using the majority rule in place of unanimity is a sort of transaction cost problem
of assembling everyone, analogous to the Wicksell-Buchanan-Tullock decisions cost rule for choosing some
less-than-unanimity rule. In this sense, Locke is a consistent unanimitarian.
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so on. These decisions are made neither automatically nor easily. It is similarly
obvious that part of political decision making must and should concern itself with
the basic questions of distribution and property. The inherent differences between
the underlying characteristics of these two types of decisions suggest both that they
should be treated separately conceptually and, as a practical matter, that they should
be resolved by separate and different collective decision processes.

In some ways, it is an injustice to Wicksell to have quoted him in the present
context, for it was one of Wicksell’s important insights, and the most influential
contribution to the subsequent development of the literature, to have recognized the
distinction between allocation and redistribution decisions, and the need to treat
these decisions with separate collective decision processes. Indeed, in some ways
he was ahead of his modern critics, for he recognized not only that the distribution
and allocation issues would have to be decided separately, but also that unanimity
would have to give way to majority rule to resolve the distribution issues (1896,
p. 109, note m). But Wicksell did not elaborate on how the majority rule would be
used to settle distribution issues, and the entire normative argument for the use of
the unanimity rule to decide allocation decisions is left to rest on the assumption
that a just distribution has been determined prior to the start of collective decision
making on allocation issues.

Unfortunately, none of the proponents of majority rule has elaborated on how the
conditions required to achieve its desirable properties are established. Somewhat
ironically, perhaps, the normative case for using majority rule to settle property rights
and distributional issues rests as much on decisions taken prior to its application, as
the normative case for using the unanimity rule for allocation decisions rests on an
already determined just income distribution. The Rae-Taylor theorem presupposes a
process that is impartial, in that each voter has an equal chance of winning on
any issue and an equal expected gain (or loss) from a decision’s outcome. Similar
assumptions are needed to make a compelling normative case for May’s neutrality
and anonymity conditions. But what guarantees that these conditions will be met?
Certainly they are not met in the parliaments of today, where issue proposals and
amendments are offered by the parliamentary members, and the outcomes are some
blend of cycles, manipulated agendas, and tyrannous majorities. To realize majority
rule’s potential for resolving property rights and redistribution issues, some new
form of parliamentary committee is needed that satisfies the conditions that majority
rule’s proponents have assumed in its defense. A constitutional decision is required.

But what rule is used to establish this new committee? If unanimity is used,
those favored by the status quo can potentially block the formation of this new
committee, whose outcomes, although fair, would run counter to the status quo’s
interest. But if the majority rule is employed, a minority may dispute both the
outcomes of the distribution process and the procedure by which it was established.
What argument does one use to defend the justness of a redistribution decision
emerging from a parliamentary committee to a minority that feels the procedure by
which the committee was established was unfair and voted against it at that time?
This question seems as legitimate when raised against a majority rule decision,
whose justification rests on the fairness of the issue proposal process as it does
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when raised against a unanimity rule that rests its justification on some distant,
unanimous agreement on property rights. At some point, the issue of how fairness
is introduced into the decision process, and how it is agreed upon, must be faced.

We have run up against the infinite regress problem. The only satisfactory way
out of this maze is to assume that at some point unanimous agreement on a set of
rules and procedures was attained.20 If this agreement established a parliamentary
committee to function under the majority rule, then the outcomes from this com-
mittee could be defended on the grounds that all at one time must have agreed that
this would be a fair way of resolving those types of issues that are allowed to come
before the committee. This interpretation places the majority rule in a secondary
position to the unanimity rule at this stage of the analysis and reopens the question of
how unanimous agreement, now limited perhaps to establishing the parliamentary
procedures to decide both distributional and allocation efficiency issues, is reached.
We take up this question in Part V.
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CHAPTER 7

Simple alternatives to majority rule

My scheme is intended only for honest men.

Jean-Charles de Borda

Several alternatives to the majority rule have been proposed down through the years.
Three of the newest and most complicated of these are presented in Chapter 8. Here
we discuss some of the simpler proposals.

These voting procedures are usually not considered a means of revealing prefer-
ences on a public good issue, but a means of choosing a candidate for a given office.
All issues cannot be chosen simultaneously. Only one of them can be. Although
such choices are perhaps most easily envisaged in terms of a list of candidates for a
vacant public office, the procedures might be thought of as being applied to a choice
from among any set of mutually exclusive alternatives – such as points along the
Pareto-possibility frontier.

7.1 The alternative voting procedures defined

Majority rule: Choose the candidate who is ranked first by more than half
of the voters.

Majority rule, runoff election: If one of the m candidates receives a majority
of first-place votes, this candidate is the winner. If not, a second election
is held between the two candidates receiving the most first-place votes
on the first ballot. The candidate receiving the most votes on the second
ballot is the winner.

Plurality rule: Choose the candidate who is ranked first by the largest num-
ber of voters.

Condorcet criterion: Choose the candidate who defeats all others in pairwise
elections using majority rule.

The Hare system: Each voter indicates the candidate he ranks highest of
the m candidates. Remove from the list of candidates the one ranked
highest by the fewest voters. Repeat the procedure for the remaining
m − 1 candidates. Continue until only one candidate remains. Declare
this candidate the winner.

The Coombs system: Each voter indicates the candidate he ranks lowest
of the m candidates. Remove from the list of candidates the one ranked
lowest by the most voters. Repeat the procedure for the remaining m − 1
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candidates. Continue until only one candidate remains. Declare this can-
didate the winner.

Approval voting: Each voter votes for the k candidates (1 ≤ k ≤ m) he
ranks highest of the m candidates, where k can vary from voter to voter.
The candidate with the most votes is the winner.

The Borda count: Give each of the m candidates a score of 1 to m based on
the candidate’s ranking in a voter’s preference ordering; that is, the candi-
date ranked first receives m points, the second one m − 1, . . ., the lowest-
ranked candidate one point. The candidate with the highest number of
points is declared the winner.

7.2 The procedures compared – Condorcet efficiency

This array of procedures is already lengthy and we could easily add to the list,
although these cover the most frequently discussed procedures. Each has a certain
intuitive appeal. How can one decide which is best?

There are several criteria for defining “best.” First, we might define the axiomatic
equivalents to each procedure, as we did with majority rule in Chapter 6, and
compare the procedures on the basis of their axiomatic properties. These axioms
are often rather abstract, however, and thus it may be somewhat difficult to declare
procedure A superior to B just by looking at its axiomatic properties. We might
declare one property most important, and compare the procedures on the basis of
their ability to realize this property. The literature has proceeded in both ways, and
we shall discuss the procedures in both ways.

The first of the axioms May (1952) requires of a voting procedure is that it is
decisive; that is, it must pick a winner. Majority rule satisfies this criterion when
there are but two candidates, a restriction May imposed on the problem. Choosing
from a pair of alternatives is, however, the simplest choice one can conceptualize,
and all of the above procedures select the same winner when m = 2. Interesting
cases involve m ≥ 3. With m > 2 no candidate may receive a majority of first-place
votes, and no candidate may defeat all others in pairwise contests. Thus, when
m > 2, both majority rule and the Condorcet criterion may declare no candidate
a winner. Each of the other procedures will pick a winner.1 Thus, for those who,
on the basis of the arguments of Chapter 6, feel the majority rule ought to be the
community’s decision rule, interest in the other procedures arises only when m > 2.

Although the other procedures always pick a winner, even when a Condorcet
winner does not exist, they do not always choose the Condorcet winner when one
does exist. Table 7.1 presents a set of preference orderings for five voters in which
X is the winner under the plurality rule, although Y is a Condorcet winner. Since a
single vote for one’s most preferred candidate is a possible strategy choice for voters
under approval voting, X might also win under this procedure with the preference
orderings of Table 7.1.

1 We ignore ties. With large numbers of voters, ties are unlikely. The Borda count can easily be changed to
accommodate ties in rankings (Black, 1958, pp. 61–4).
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Table 7.1.

V1 V2 V3 V4 V5

X X Y Z W
Y Y Z Y Y
Z Z W W Z
W W X X X

In Table 7.2, X is the Condorcet winner, while Y would be the winner by the
Borda count. In Table 7.3, X is again the Condorcet winner, while issue W wins
under the Hare system. Under each of the procedures other than majority rule, a
winner may be chosen which is not the Condorcet winner even when the latter exists.

If one finds the properties of majority rule most attractive, then failure to select
the Condorcet winner when one exists may be regarded as a serious deficiency of a
procedure. One way to evaluate the different procedures is to compute the percent-
ages of the time that a Condorcet winner exists and is selected by a given procedure.
Merrill (1984, 1985) has made these percentage calculations and named them Con-
dorcet efficiencies, that is, the efficiency of a procedure in actually selecting the
Condorcet winner when one exists. Table 7.4 reports the results from simulations
of an electorate of 25 voters with randomly allocated utility functions and various
numbers of candidates.2

The first six rows report the Condorcet efficiencies for six of the procedures
defined in Section 7.1. Voters are assumed to maximize expected utility under
approval voting by voting for all candidates whose utilities exceed the mean of the
candidates for that voter (Merrill, 1981). With two candidates, all procedures choose
the Condorcet winner with efficiency of 100. The efficiency of all procedures is
under 100 percent with three candidates. The biggest declines in efficiency in going
from two to three candidates are for the plurality and approval voting procedures.
When the number of candidates is as large as ten, the six procedures divide into
three groups based on their Condorcet efficiency indexes: the Hare, Coombs, and
Borda procedures all achieve about 80 percent efficiency; majority rule with one
runoff and approval voting achieve about 60 percent efficiency; and the plurality
rule selects the Condorcet winner only 42.6 percent of the time.

Table 7.2.

V1 V2 V3 V4 V5

X X X Y Y
Y Y Y Z Z
Z Z Z X X

2 Merrill (1984, p. 28, n. 4) reports that Condorcet efficiency is not very sensitive to the number of voters.
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Table 7.3.

V1 V2 V3 V4 V5

Y W X Y W
X Z Z Z X
Z X W X Z
W Y Y W Y

It is implausible to assume that an electorate would go to the polls nine sepa-
rate times, as would be required under either the Hare or Coombs systems with
10 candidates. Therefore if either of these procedures were actually used, as a prac-
tical matter one would undoubtedly simply ask voters to write down their complete
rankings of the candidates, and use a computer to determine a winner following
the prescribed rule. Thus, the informational requirements of the Hare, Coombs, and
Borda procedures are identical; they differ only in how they process this informa-
tion. Given that they rely on the same information sets, it is perhaps not surprising
that they perform about the same.

Of the six procedures listed in Table 7.4, the runoff and plurality procedures are
the only ones in common use today. Thus, another way to look at the results of
Table 7.4 is to calculate the gains in Condorcet efficiency in abandoning the plu-
rality or runoff rule in favor of one of the other four procedures. The biggest gains
obviously come in going to the Hare, Coombs, or Borda procedures, particularly if
the number of candidates exceeds five. But much more information is demanded of
the voter at the election. Approval voting might then be compared with the runoff
and plurality system as a relatively simple procedure with Condorcet efficiency
properties that exceed those of the plurality rule and approach those of the runoff
system as the number of candidates expands. An important advantage of approval
voting over the majority rule–runoff procedure is that approval voting requires that
voters go to the polls only once (Fishburn and Brams, 1981a,b).

Table 7.4. Condorcet efficiency for a random society (25 voters)

Number of candidates

Voting system 3 4 5 7 10

Runoff 96.2 90.1 83.6 73.5 61.3
Plurality 79.1 69.4 62.1 52.0 42.6
Hare 96.2 92.7 89.1 84.8 77.9
Coombs 96.3 93.4 90.2 86.1 81.1
Approval 76.0 69.8 67.1 63.7 61.3
Borda 90.8 87.3 86.2 85.3 84.3
Social utility maximizer 84.6 80.2 77.9 77.2 77.8

Source: Merrill (1984, p. 28).



7.3 The procedures compared – utilitarian efficiency 151

Table 7.5. Utilitarian efficiency for a random society (25 voters)

Number of candidates

Voting system 3 4 5 7 10

Runoff 89.5 83.8 80.5 75.6 67.6
Plurality 83.0 75.0 69.2 62.8 53.3
Hare 89.5 84.7 82.4 80.5 74.9
Coombs 89.7 86.7 85.1 83.1 82.4
Approval 95.4 91.1 89.1 87.8 87.0
Borda 94.8 94.1 94.4 95.4 95.9
Condorcet 93.1 91.9 92.0 93.1 94.3

Source: Merrill (1984, p. 39).

7.3 The procedures compared – utilitarian efficiency

Although the relative achievement of Condorcet efficiency may be an important
property for those who favor majority rule as the voting procedure, for others it
may not be the decisive factor in choosing a rule. Consider again Table 7.2. Issue
X is the Condorcet winner. But this voting situation is clearly one that has some
characteristics of a “tyranny of the majority.” Under majority rule, the first three
voters are able to impose their candidate on the other two, who rank him last. Y , on
the other hand, is more of a “compromise” candidate, who ranks relatively high on
all preference scales, and for this reason Y might be the “best” choice from among
the three candidates. Y would be chosen under the Borda procedure, and under
approval voting if any two of the voters (V1, V2, V3) thought highly enough of Y
to vote for both X and Y under approval voting, and not just for X . The closer Y
stands to X , and the farther it stands from Z , the more likely it is that one of these
voters will vote (X, Y ) under approval voting and not just X .

An alternative normative criterion to that of Condorcet efficiency for a voting
procedure is that it should maximize a utilitarian welfare function of, say, the form

W =
∑

i

Ui , (7.1)

where the Ui s are cardinal interpersonally comparable utility indexes for each voter
i defined over the issue set. The bottom row of Table 7.4 reveals that the candidate
whose choice would maximize (7.1) is the Condorcet winner only about 80 percent
of the time. How, then, do the six procedures measure up against this utilitarian
yardstick?

Table 7.5 presents further simulation results for a 25-person electorate. Note first
that the Condorcet winner measures up rather well against the utilitarian maximum
W criterion. But so, too, does the Borda count. It achieves a higher aggregate
utility level for any number of candidates greater than two than the Condorcet
winner would, if the Condorcet winner could always be found, or greater than
any of the other five procedures would. Bordley (1983) presents analogous results.
Although not providing full cardinal utility information, as is needed to achieve
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100 percent efficiency in maximizing W , the Borda count, by providing a much
richer informational base, is able to come fairly close to this objective.

Of additional interest in Table 7.5 is the performance of approval voting relative
to the informationally more demanding Coombs and Hare systems. Given its per-
formance by this utilitarian yardstick and its greater simplicity, we confine further
attention to the Borda and approval voting procedures.

7.4 The Borda count

7.4.1 Axiomatic properties

Judged by the simulation results of Section 7.3, the Borda count would appear to be
a potentially attractive voting procedure. What are its other normative properties?

Suppose we were to proceed as May (1952) did and seek an axiomatic rep-
resentation of the Borda count. The first axiom May imposed was decisiveness
– the procedure must be able to pick a winner from a binary pair. Some property
like decisiveness is obviously attractive for any voting procedure. We can do this
more formally by saying that we want the voting procedure to define a set of best
elements, which we shall define as a choice set (Sen, 1970a, p. 10).

Definition of choice set: An element x in S is a best element of S with respect to
the binary relation R if and only if for every y in S, x Ry. The set of best
elements in S is called its choice set C(S, R).

Thus, we wish to have a voting rule that defines a choice set. Young (1974) proved
that the Borda count was the only voting rule that defines a choice set and satisfies
the four properties of neutrality, cancellation, faithfulness, and consistency.

As in May’s theorem, the neutrality property is a form of impartiality with respect
to issues or candidates. The names of the candidates or the nature of the issues do
not matter.

The cancellation property, like anonymity in May’s theorem, is a form of im-
partiality toward voters. Any voter i’s statement “x is preferred to y” is balanced
or canceled by any other voter j’s statement “y is preferred to x”(Young, 1974, p.
45). What determines the social ordering of x and y is the number of voters who
prefer x to y versus the number preferring y to x . The identities of the voters do not
matter.

The faithfulness property is the totally innocuous condition that the voting pro-
cedure, when applied to a society consisting of only one individual, chooses as a
best element that voter’s most preferred element, that is, is faithful to that voter’s
preferences.

The above properties seem inherently reasonable. Indeed, they are all satisfied by
majority rule. The more novel property is consistency.

Consistency : Let N1 and N2 be two groups of voters who are to select an alterna-
tive from the set S. Let C1 and C2 be the respective sets of alternatives
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Table 7.6.

N1 N2

V1 V2 V3 V4 V5 V6 V7

z x y z z x x
x y z x x y z
y z x y y z y

that the two groups select using voting procedure B. Then if C1 and
C2 have any elements in common (i.e., C1 ∩ C2 is not empty), then the
winning issue under procedure B when these two subgroups are brought
together (NT = N1 ∪ N2) is contained in this common set of elements
(CT = C1 ∩ C2).

This consistency property has obvious intuitive appeal. If two groups of voters
agree on an alternative when choosing separately from a set of alternatives, they
should agree on the same alternative when they are combined.

Majority rule also satisfies the consistency condition when the issue space and
voter preferences are such as to ensure that a Condorcet winner always exists (Young,
1974, p. 44). Suppose, for example, that all issues were single dimensional and
all voter preferences single peaked. Let m1 be the median voter outcome for a
committee of size N1, where N1 is odd. Let the interval m2 − m′

2 be the choice
set under majority rule for another committee of size N2, where N2 is even. If m1

falls in the interval m2 − m′
2, then m1 will be the majority rule winner if the two

committees combine, since one voter from N1 has m1 as a most preferred point, and
[(N1 − 1)/2 + N2/2] voters have preference peaks to the left of m1 and the same
number have peaks to the right of m1. In this situation, majority rule satisfies the
consistency property.

But we cannot always be sure that the conditions guaranteeing a Condorcet winner
are satisfied. When they are not, then a cycle can arise of the form x Ry Rz Rx . If
in such situations we define the choice set as (x, y, z), the majority rule violates
the consistency property, as the following example from Plott (1976, pp. 562–3)
illustrates.

Let N1 and N2 be groups of voters with preference orderings as in Table 7.6.
For N1, a cycle over x, y, and z exists and we define the choice set as (x, y, z).
For N2, x and z tie and both beat y so its choice set is (x, z). The intersection
of these two choice sets is (x, z) and the consistency criterion requires that x and
z tie under majority rule when N1 and N2 are combined. But they will not tie.
The committee N1 + N2 selects z as the unique winner using majority rule, thus
violating the consistency condition.

An alternative way to look at the problem is to note that those versions of majority
rule that do satisfy the consistency criterion, like the Condorcet principle, do not
always define a nonempty choice set. Thus, if in going from two to three or more
elements in our issue set, we wish the voting rule to continue to be capable of
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Table 7.7.

V1 V2 V3 V4 V5

X X X Z Z
Y Y Y X X
Z Z Z W W
W W W Y Y

picking a winner, and we wish to have the properties of neutrality, cancellation,
faithfulness, and consistency, more information is required than is provided under
the simple majority rule. Young’s theorem demonstrates that the information needed
is the complete preference ordering of every voter over the full issue set.3

7.4.2 The Borda count and the “tyranny of the majority”

In Section 7.3 we illustrated how the simple majority and plurality rules can lead to
a “tyranny of the majority” in that a majority coalition gets its first choice over an
alternative ranked relatively high by all voters. This sort of tyranny of the majority
can be generalized.

Consider the set of voter preferences in Table 7.7. A coalition of the first three
voters can impose its preferences on the community under the simple majority
rule regardless of how the issues are presented to the voters. If the voters must
choose from all four issues, the coalition imposes its first choice X . If the collective
choice is restricted to the issues Y, Z , and W , the coalition imposes its first choice,
Y , from among these three issues. Regardless of which combination of issues is
presented to the voters, the coalition of the first three voters always gets its most
preferred outcome.

X would also win under the Borda count if it were among the issues presented
to the voters, but if for some reason X were an infeasible option and the voters
had to choose among Y, Z , and W, Z would win under the Borda count. By taking
into account more information about voter preferences, the Borda count can break
a majority coalition’s power to impose its will on the community over all possible
sets of choices. Baharad and Nitzan (2001) prove that scoring rules like the Borda
count, which take into account the preferences of voters over the full set of issues, are

3 Nitzan and Rubinstein (1981) have replaced Young’s faithfulness property with a monotonicity condition and
proved an equivalence between these four axioms and the Borda count, where the Borda count now provides a
complete ranking of all of the alternatives. The monotonicity condition can be stated as follows:

Monotonicity: Let x and y be two distinct alternatives, and U and U ′ two sets of profiles of voter
preferences. Suppose that the voting rule ranks x at least as good as y, x Ry, under both sets of
profiles U and U ′. Let z be a third alternative such that for voter i, z is preferred to x (z Pi x) in U ,
but x Pi z in U ′. Then the voting rule must designate x as strictly preferred to y (x Py) in U ′.

This monotonicity condition demands that an alternative’s relationship relative to a second alternative be
strengthened if its status improves against some other third alternative.



7.4 The Borda count 155

superior to rules like the plurality and simple majority rules with respect to avoiding
this sort of tyranny of the majority.4

7.4.3 The Borda count and strategic manipulation

Although the Borda count has axiomatic properties that seem at least the equal of
majority rule, and it performs well when measured by the yardsticks of the util-
itarian welfare function or of avoiding tyrannous majorities, its Achilles’ heel is
commonly felt to be its vulnerability to strategic behavior (Pattanaik, 1974; M. Sen,
1984). Consider again Table 7.2. Issue Y wins using the Borda count when all
voters vote sincerely. If the first three voters were to state their rankings of the
issues as X Pi Z Pi Y , however, the Borda count would select X as the winning
issue. Thus, an incentive exists for voters 1 to 3 to misstate their preferences,
if they know the preferences of other voters and expect the other voters to vote
sincerely.

With three or more issues all voting procedures can be manipulated by one voter’s
misstating her preferences, however, so the relevant question to ask of a voting pro-
cedure is whether it is more susceptible to manipulation than other procedures.5

Saari (1990) has attempted to answer this question by examining all possible prefer-
ence orderings with committees of three or more members, and three or more issues.
Saari constructs a measure of micromanipulability, which is the percentage of the
situations in which one person or a small coalition could make themselves better
off by misstating their preferences under a given voting rule. He finds that among
the most popular choices of voting rules, like those examined in this chapter, the
Borda count performs the best, either minimizing or coming close to minimizing
the likelihood of successful manipulation.

If one group of voters can behave strategically, so can another. If voters 4 and 5 in
Table 7.2 suspect that the other voters are trying to manipulate X ’s victory, they can
try to avoid having their worst alternative, X , win by misstating their preferences as
Z P Y P X . With both groups of voters now misstating their preferences, Z wins
under the Borda rule. Thus, voters 1 to 3 take a chance when they raise Z above Y
in their stated preference orderings of bringing about not X ’s victory, but Z ’s. The
Borda count satisfies a nonnegativity or monotonicity condition (J.H. Smith, 1973).
Lifting Y above Z in a voter’s stated preference, ordering either raises or leaves
unchanged Y ’s position in the social ordering, while having the reverse effect on Z .
A risk-averse voter, uncertain of the relative chances of X, Y, and Z winning, either
due to ignorance of other voter preferences or uncertainty about their possible
strategic behavior, maximizes her expected utility under the Borda procedure by
honestly stating her true ranking of the three issues.

As the electorate grows large the likelihood of a voter’s knowing the preferences
of the others grows small, and thus so do the chances of successfully manipulating

4 The properties of another scoring rule – point voting – are addressed in the next chapter.
5 The main theorems about the potential for strategic manipulation of all voting procedures were first proved by

Gibbard (1973) and Satterthwaite (1975). Their results are discussed in Chapter 24.
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the outcome. Moreover, the probability of any one voter’s vote being decisive
also declines, of course. Thus, the likelihood of successful strategic manipula-
tion of the outcomes under the Borda count will decline as the number of voters
increases.6

7.5 Approval voting

With large numbers of alternatives, the Borda procedure has the possible disadvan-
tage of complexity. The voter must list her complete ranking of the set of alternatives,
which with fairly large issue sets could discourage individuals from voting.

In contrast, approval voting asks voters only to draw a line through their preference
ordering so as to separate the candidates into those they approve of and those they
do not. If the candidates are relatively evenly spaced from one another in terms of
expected utility payoffs, then this line will divide the set of candidates roughly into
two equal-sized groups (Merrill, 1981). Voters need not concern themselves with
how the two sets of candidates stack up against one another within the approval and
disapproval sets.

When the number of candidates is few, or voters are indifferent between various
pairs of candidates, approval voting also has some advantages over other procedures
in discouraging strategic behavior. Brams and Fishburn (1978) have proven that
when voter preferences are dichotomous in the sense that it is possible for every
voter i to divide the set of all candidates S into two subsets, Si1 and Si2, such
that i is indifferent among all candidates in Si1, and among all in Si2, then under
approval voting there is a single undominated strategy – vote for all candidates in
the subset Si j who are ranked higher than those in the other subset. Approval voting
is the only voting procedure to have a unique, undominated strategy for all possible
dichotomous preference relationships.

When voter preferences are trichotomous – that is, candidates are divided into
three indifference groups, Si1, Si2, Si3 – then the only undominated strategies under
approval voting are to vote sincerely for either (1) all candidates in the most preferred
group or (2) all candidates in the two most preferred groups. Approval voting is
the only voting system that is sincere in this sense for every possible trichotomous
preference relationship.

When voter preferences are multichotomous – that is, four or more indifference
groups are required – no voting procedure is sincere or strategy-proof for all possible
multichotomous preference relationships.

Since all procedures discussed in this chapter are identical to majority rule when
there are only two candidates, the importance of the results for dichotomous candi-
dates rests on the plausibility of assuming voter indifference between various pairs
of candidates in a multicandidate race. On this issue opinions differ (Niemi, 1984).
Approval voting proved to be more susceptible to micromanipulation than the Borda
count in Saari’s (1990) comparisons.

6 Holding the number of alternatives fixed. Conversely, the potential for manipulation rises as the number of
alternatives increases (Nitzan, 1985).
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Table 7.8. Delegate totals under various decision rules

Condorcet Borda Adjusteda

Candidate Plurality rule Double election choice count Borda count

McGovern 1,307 766 766 766 584
Muskie 271 788 869 869 869

a Adjusted Borda count is modified to allow for ties. See Black (1958, pp. 61–4).

Source: Joslyn (1976, Table 5, p. 12).

Beyond whatever advantages it possesses in discouraging strategic behavior, how-
ever, approval voting deserves serious attention as a possible substitute for the plu-
rality and majority rule–runoff rules because of its superior performance, as judged
by the Condorcet or utilitarian efficiency criteria, and greater simplicity than the
Hare, Coombs, Borda, and to some extent majority rule–runoff procedures.

7.6 Implications for electoral reform

State presidential nominating elections and elections of representatives to the House
and Senate in the United States are based on a first-past-the-post criterion, that is,
the plurality rule. Yet the plurality rule scores worst by the Condorcet and utilitarian
efficiency criteria. This observation has led to recommendations that an alterna-
tive rule be introduced, particularly in presidential primaries where the number of
candidates may be large (Kellett and Mott, 1977).

The possible significance of such a reform is revealed in Joslyn’s (1976) study
of the 1972 Democratic presidential primaries. Joslyn argued that the plurality
rule favored extremist candidate George McGovern, who was the first choice of
a plurality of voters in many states but was ranked relatively low by many other
voters, over “middle-of-the-road” Edmund Muskie, who was ranked relatively high
by a large number of voters. Joslyn’s most striking result is his recalculation of
final delegate counts under the various voting rules presented in Table 7.8 (double
election is a two-step runoff procedure). The interesting feature of this table is the
dramatic increase in Muskie’s delegate strength under any of the voting procedures
other than the plurality rule.7

One might argue that Muskie should have been the Democratic party’s nominee
in 1972 and that, therefore, one of the other voting procedures is preferable to
the plurality rule. Muskie would have had a better chance to defeat Nixon than
McGovern, and McGovern’s supporters would probably have preferred a Muskie
victory to a McGovern defeat in the final runoff against Nixon. And, with the infinite
wisdom of hindsight, one can argue that “the country” would have been better off
with a Muskie victory over Nixon.

The rules of the game do matter.

7 Muskie would undoubtedly also have faired much better against McGovern had approval voting been used. See
Kellett and Mott (1977) and Brams and Fishburn (1978, pp. 840–2).
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CHAPTER 8

Complicated alternatives to majority rule

In this Method [the Method of Marks], a certain number of marks is fixed, which
each elector shall have at his disposal; he may assign them all to one candidate,
or divide them among several candidates, in proportion to their eligibility; and the
candidate who gets the greatest total of marks is the winner.

This method would, I think, be absolutely perfect, if only each elector wished
to do all in his power to secure the election of that candidate who should be the
most generally acceptable, even if that candidate should not be the one of his
own choice: in this case he would be careful to make the marks exactly represent
his estimate of the relative eligibility of all the candidates, even of those he least
desired to see elected; and the desired result would be secured.

But we are not sufficiently unselfish and public-spirited to give any hope of this
result being attained. Each elector would feel that it was possible for each other
elector to assign the entire number of marks to his favorite candidate, giving to
all the other candidates zero: and he would conclude that, in order to give his own
favorite candidate any chance of success, he must do the same for him.

Charles Dodgson (Lewis Carroll)

In 1954, in what has become the classic paper on public goods, Paul Samuelson
both defined the necessary conditions for Pareto optimality in the presence of public
goods and cast a pall over the field of public economics by asserting that no procedure
could be constructed to reveal the information on preferences required to determine
the quantities of public goods that would satisfy the Pareto-optimality condition. In a
section entitled “Impossibility of Decentralized Spontaneous Solution,” Samuelson
(1954, p. 182) stated that “no decentralized pricing system can serve to determine
optimally these levels of collective consumption” (italics in original).

So influential was this article, that for a generation economists merely repeated
Samuelson’s words and lamented the absence of a satisfactory procedure for re-
vealing individual preferences. And with good reason. Traditional voting schemes
seemed vulnerable to the transaction costs and strategic incentives inherent in the
unanimity rule, or the paucity of information and onus of compulsion characterizing
less-than-unanimity rules, most notably the majority rule.

But then in the seventies, a revolution suddenly erupted. New procedures began
to appear one after the other, which claimed to have solved the preference revelation
problem. As so often happens in the mechanical arts, once one scientist demonstrated
that the impossible might be possible, others were moved to follow, and a wave of
developments ensued. In this chapter we review this literature, focusing upon three

159
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Table 8.1.

Issue

Voter P S Tax

A 30 20
B 40 0
C 20 10

Total 50 40 30

rather different types of procedures. We begin with the procedure that has attracted
the greatest attention.

8.1 The demand-revealing process

8.1.1 The mechanics of the process

This procedure was first described by Vickrey in 1961, although he attributed
the idea to “an interesting suggestion” Lerner threw out in Economics of Control
(1944). Consequently, the procedure might be said to antedate Samuelson’s paper
by 10 years. But neither Lerner nor Vickrey applied the procedure to the problem
of revealing preferences for public goods, and its potential importance was not rec-
ognized until the appearance of papers by Clarke (1971, 1972) and Groves (1973).

To understand how the procedure works, consider the collective choice between
the two issues P and S. Assume a committee of three with preferences as given in
Table 8.1. Voter A expects to be the equivalent of $30 better off from the victory
of P , voter C $20, and voter B prefers S by the equivalent of $40. The procedure
for selecting a winner is to first ask all three voters to state in dollars the amount
of benefits they expect from the victory of their preferred issue, and then add these
figures, declaring the issue with the most expected benefits the winner. In the present
example this is P , since it promises gains of 50 to voters A and C , whereas S benefits
B by only 40.

The voters are induced to declare their true preferences for the issues by announc-
ing that they will be charged a certain tax, depending on the responses they make
and their impact on the final outcome. This tax is calculated in the following way:
the dollar votes of all other voters are added up and the outcome determined. The
voter-in-question’s dollar votes are now added in to see if the outcome is changed.
If it is not, he pays no tax. If it is, he pays a tax equal to the net gains expected
from the victory of the other issue in the absence of his vote. Thus, a voter pays a
tax only when his vote is decisive in changing the outcome, and then pays not the
amount he has declared, but the amount needed to balance the declared benefits of
the other voters on the two issues. The last column of Table 8.1 presents the taxes
on the three voters. Without A, there are 40 dollar votes for S and 20 for P. A’s vote
is decisive in determining the outcome, and imposes a net cost of 20 on the other
two voters, and that is A’s tax. B’s vote does not affect the outcome, and he pays no
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Table 8.2.

Issue

Voter P S Tax

A 30 10
B 40 0
C 20 0
A′ 30 10
B ′ 40 0
C ′ 20 0

Total 100 80 20

tax. Without C’s vote, S would again win, so C pays a tax equal to the net benefits
the other voters would have received had he not voted (40 − 30 = 10).

Under the tax each voter has an incentive to reveal his true preferences for the
two issues. Any amount of benefits from P that voter A declared equal to or greater
than 21 would leave the collective decision, and his tax, unchanged. If he declared
net benefits of less than 20, S would win, and A’s tax would fall from 20 to 0, but his
benefits of 30 would also disappear. A voter pays a tax only if his vote is decisive,
and the tax he pays is always equal to or less than the benefits he receives. Thus,
there is no incentive to understate one’s gains, for then one risks foregoing a chance
to cast the deciding vote at a cost less than the benefits. And there is no incentive to
overstate one’s preferences, since this incurs the risk of casting the decisive vote and
receiving a tax above one’s actual benefits, albeit less than one’s declared benefits.
The optimal strategy is honest revelation of preferences.

To maintain this desirable incentive property, the tax revenue raised to induce
honest revelation of preferences cannot be returned to the voters in such a way as to
affect their voting decision. The safest thing to do with the money to avoid distorting
incentives is to waste it. But this implies that the outcome from the procedure will
not be Pareto optimal (Groves and Ledyard, 1977a,b; Loeb, 1977). The amount by
which the procedure falls short of Pareto optimality can be stated explicitly: it is the
amount of revenue raised by the incentive tax. In the example above, this amount is
substantial, equaling three times the net gains from collective action.

Fortunately, the amount of taxes raised under the demand-revealing procedure
should decline as the number of voters increases (Tideman and Tullock, 1976,
1977). To see why this is so, consider Table 8.2, in which the preferences of three
other voters, A′, B ′, and C ′, identical to those of A, B, and C , have been included.
The issue P still wins, of course, now by a surplus of 20. Voter C’s tax has fallen
from 10 to 0, however, and A’s from 20 to 10. Without voter C , the net benefits on
the two issues over the other voters are 0 (80 for P and 80 for S). Although his vote
tips the outcome in favor of P , his gain of 20 does not come at the net expense of the
other voters. So C pays no tax. A still pays a positive tax, but the amount has been
reduced, since the net cost of his vote on all other voters has fallen. With the addition
of three more voters (A′′, B ′′, C ′′) with preferences identical to A, B, and C , the
outcome would again not change, and the taxes on all voters would now be zero.
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Thus, the collective decision of this committee of nine would be Pareto optimal.
Although the procedure does allow for a weighing of intensities in determining the
outcome, the effect of any one voter’s preferences on the final outcome will dwindle,
as with other voting procedures, as the number of voters increases. Since a voter’s
tax equals his impact on the other voters, it too dwindles as the size of the group
increases.

Groves and Ledyard (1977c, p. 140) claim to be able to construct counterexamples
in which the incentive tax surplus is arbitrarily large, and Kormendi (1979, 1980)
has pressed the same point. But such examples rely on expanding the committee
by adding equal numbers of voters who favor P and S. If the committee were
equally divided between voters favoring P and voters favoring S, every vote might
be decisive and the amount of tax revenue raised would be large, whereas the net
social benefit would be very small. However, we would then have essentially a
distributional issue, the Ps versus the Ss. For a pure public good that all favor, the
incentive-tax revenue should vanish as n increases. For a rigorous demonstration,
see Rob (1982).

The procedure can reveal individual demand schedules for a public good, from
whence its name arises. We follow here the exposition of Tideman and Tullock
(1976). Each individual is asked to report his complete demand schedule for the
public good. These schedules are then vertically added to obtain the aggregate de-
mand for the public good. The intersection of this schedule and the supply schedule
for the good determines the quantity provided. If each individual has honestly re-
ported his demand schedule, the procedure determines the Pareto-optimal quantity
of public good, as defined by Samuelson (1954) and Bowen (1943).

Individuals are again induced to reveal their true preferences via a special tax
imposed upon them. In fact, there are two taxes imposed upon the individual, one
designed to cover the full costs of producing the public good and the other to ensure
honest revelation of preferences. In our first example, the first of these two taxes was
implicitly assumed to be part of the proposals P and S. Let us assume that the public
good can be supplied at constant unit costs C , and that each voter is assigned a share
of these costs, Tj , such that

∑n
j=1 Tj = C . These Tj s are the first components of

each individual’s tax. The other component is computed in a way analogous to that
used to assign each individual a tax in the preceding example. Namely, one first
determines the quantity of public good that would be demanded in the absence of
individual i’s demand schedule and contribution to the public good’s total costs.
The quantity with his demand schedule and contribution is determined next. The
difference represents the impact of this individual’s preferences on the collective
outcome. The cost to the other voters of the shift in quantity that recording his
preferences brings about is the absolute value of the difference between the costs
of producing these extra units and the sum of the individual demand schedules
over these units. Thus, if i forces the community to consume more than it would
have without his demand-schedule vote, the costs of the extra output will exceed
their willingness to pay for it, and i is charged the difference. Conversely, if voter
i causes the community to consume less than they would have, their aggregate
demand for the extra units of public good will exceed the good’s costs, and the
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Figure 8.1. Some new processes for revealing preferences.

difference, the loss in consumers’ surplus to the other voters, is charged to the i th
voter.

The latter possibility is illustrated with the help of Figure 8.1. Omitting i’s de-
mand schedule, aggregate demand for the public good is D − Di . Subtracting his
preassigned tax share, the cost of the public good is C − Ti . With i’s preferences
removed, the community would purchase A. With i’s preferences included, the com-
munity purchases Q, the quantity at which aggregate demand and supply are equal.
The cost imposed on the other voters of this shift in outcomes is the difference
between the amount that the other voters would be willing to pay for the extra units
(A − Q) and the taxes they would have to pay (C − Ti )(A − Q) for these units,
which is the cross-hatched triangle above the line C − Ti . This triangle represents
the additional tax, apart from Ti Q, that the i th voter must pay.

That the i th voter’s optimal strategy is to reveal his true demand schedule in the
presence of this incentive tax becomes clear when we construct an effective supply
schedule of the public good, Si , to the i th voter, by subtracting the D − Di schedule
from C . The intersection of the individual voter’s demand for the public good, Di ,
and this Si schedule is for him the optimal quantity of public good, which, of course,
is Q. By stating his demand schedule as Di , voter i forces the community to consume
Q instead of A, and thereby saves himself the rectangle Ti (Q A) in taxes. He must
pay the incentive tax represented by the cross-hatched triangle below Ti , which
equals the cross-hatched triangle above C − Ti , and loses the consumers’ surplus
represented by the quadrilateral, c. His net gain from forcing the community to Q
rather than leaving it at A is thus the triangle s. That there is nothing to be gained
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by stating a demand schedule below Di can be seen by observing that the triangle s
vanishes at Q. To the left of Q, i’s incentive tax plus consumer surplus loss would
exceed his tax saving Ti . If he states any demand schedule above Di , Ti exceeds his
consumer surplus gain and incentive tax saving. The honest revelation of his true
demand schedule Di is i’s optimal strategy.

To see how the procedure works algebraically, write Ui (G) as voter i’s utility
from consuming G. Let ti be i’s incentive tax. We ignore income effects, so we can
assume that the marginal utility of money is constant and measure Ui (G) in dollar
units. Voter i’s objective is thus to maximize utility, Ui , net of i’s share of the cost
of the public good, Ti G, and incentive tax, ti ; that is,

Oi = Ui (G) − Ti G − ti . (8.1)

The incentive tax that i must pay is the cost that i’s vote imposes on all other voters
by bringing about G; it is the difference between the other voters’ utilities at G and
their cost shares:

ti =
∑

j �=i

(Tj G − U j (G)). (8.2)

Substituting (8.2) into (8.1) and maximizing with respect to G, one obtains

d Oi/dG = U ′
i (G) − Ti −

∑

j �=i

(Tj − U ′
j (G)). (8.3)

Setting (8.3) equal to zero, we can solve for the optimal G for i to state, given i’s tax
share Ti and the incentive tax ti . Rearranging this first-order condition, we obtain
the Samuelsonian condition for the Pareto-optimal provision of G:

∑

i

U ′
i (G) =

∑

i

Ti = C. (8.4)

Note that although the quantity of the public good selected is Pareto opti-
mal, it is also generally true that U ′

i (G) �= Ti , i = 1, n, as can also be seen in
Figure 8.1. An important element of the procedure is that an individual’s share
of the cost of a public good is independent of his stated demand schedule. This
independence is necessary to ensure the honest revelation of preferences. Only the
(probably rather small) incentive tax, represented by the cross-hatched triangle in
Figure 8.1, is directly related to the individual’s reported demand schedule, and the
funds raised here are to be wasted, or at least not returned in any systematic way to the
payer.

The idea of a two-part tariff to ensure an efficient allocation of resources in in-
dustries characterized by economies of scale, or large fixed costs, has been around
for some time. The most obvious examples are probably the electric and gas indus-
tries (see, e.g., Kahn, 1970, pp. 95–100). The principles underlying these pricing
schemes are analogous to those of the demand-revealing process. A proportional
charge is made to each customer for his use of the service, and an extra charge is
made for the costs on other buyers that a customer’s demand imposes at the peak
(margin) of the system’s capacity. Public goods are also characterized by high fixed
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costs, the joint supply property; and the demand-revealing process is thus a perhaps
not-too-surprising, if somewhat long-awaited, extension of the idea of the two-part
tariff into the public good area.

Green and Laffont (1977a) have demonstrated that the class of demand-revealing
processes first developed by Groves (1973) in effect defines the full set of proce-
dures of this type, of which the preceeding examples concern but one variant, for
which honest revelation of preferences is the dominant strategy. That is, regardless
of what message the other voters supply to the message-gathering agent, it is al-
ways an individual’s optimal strategy to reveal his true preferences. This property
of the procedure is dependent on an absence of interaction between an individual’s
fixed tax share, revealed demand schedule, and the revealed demand schedules of
the other individuals. There is no way, direct or indirect, by which individuals can
influence the taxes that they pay other than through the immediate effect of their
revealed demand schedules. Thus, the procedure is a purely partial equilibrium ap-
proach that abstracts from any interactions among voters via income effects or other
means.

Although honest preference revelations and the Samuelson efficiency conditions
are ensured under the partial equilibrium variants of the demand-revealing process,
budget balance is not, and so Pareto efficiency cannot be presumed. As already noted,
the size of the total tax intake from the incentive tax is a matter of some controversy,
and so, too, therefore the significance of the Pareto-inefficiency property. Groves and
Ledyard (1977a) developed a general equilibrium version of the demand-revealing
process in which budget balance is achieved. Each individual reports a quadratic
approximation to his true demand function of the following form:

mi = βi G − γ

2n
G2, (8.5)

where γ is a constant across all individuals, G is the quantity of public goods, and
n is the number of consumers. The individual’s tax is given as

Ti = ai G
∗(m) + γ

2

[(
n − 1

n

)
(mi − µi )

2 − σ 2
i

]
, (8.6)

where ai is a preassigned tax share, G∗(m) is the quantity of public good chosen as a
result of the aggregation of all individual messages, µi is the mean of all of the other
voters’ messages, and σi is the standard error of all of the other voters’ messages.
Each individual pays a fixed tax share, ai , and variable tax that increases with the
size of the difference between his proposed quantity and the proposed quantity of
all other voters, and decreases in proportion to the amount of dispersion among
the other proposals. Thus a voter is again penalized to the extent that his proposed
public good quantity differs from that of all other voters, but his penalty is smaller,
the more disagreement there is among the other voters over the desired quantity
of public good. To supply his optimal message, a voter must know his preassigned
tax share, the fixed constant, and the mean and standard error of all other voters’
messages. Thus, a sequential adjustment procedure is required in which each voter
is supplied with the computed mean and standard error of the other voters’ messages
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on the preceding round of calculations to make a calculation in the present one. The
present messages then become the data for making new mean and standard error
statistics for each voter. The process continues until equilibrium is obtained.1

Under the Groves-Ledyard procedure, the tax on each individual can be designed
to ensure budget balance, and if each voter treats the messages of the others as
given, each has the incentive to reveal his own preferences honestly, and a Pareto-
optimal equilibrium can be established (1977a, pp. 794–806). But it may not be
in each voter’s best interests to treat the messages of all other voters as given.
The achievement of budget balance and individual equilibrium via a multistep
adjustment process makes each individual’s message at one step of the process
dependent on the other individuals’ messages at the preceding stage. A voter who
could deduce the effect of his message on the messages of other voters in subsequent
rounds of voting might have an incentive to manipulate their messages in later
rounds via dishonest indication of his own demand schedule in earlier rounds.
The proofs of Pareto optimality that Groves and Ledyard offer assume essentially
Cournot-type behavior: each voter treats the messages of the other voters as fixed
at each stage of the adjustment process. Once voters begin to take the reactions of
other voters into account, Stackelberg-type behavior may be individually optimal,
and both the honest-revelation and Pareto-efficiency properties of the mechanism
may be lost (Groves and Ledyard, 1977b, pp. 118–20; Groves, 1979; Margolis,
1983).

Although honest revelation of individual preferences is not the dominant strategy
under the Groves-Ledyard balanced budget variant of the demand-revealing proce-
dure, it is a Nash equilibrium. That is, given that all other individuals honestly reveal
their preferences at each step in the process, it is in each voter’s best interest to do
so. The significance of this property of the procedure rests heavily on whether it is
reasonable to expect voters to adopt a Cournot-type frame of mind when sending
messages, at least when the number of voters is fairly large. This issue cannot be
settled on the basis of a priori argument.2

Many criticisms were levied against the family of demand-revelation processes
when they were first proposed. One set of these concerns the revenue raised by the
incentive tax. To preserve the incentive properties of the procedure, the revenue
collected through the incentive tax paid by individual i cannot be returned to her.
This problem could easily be circumvented without having to burn the money raised
by the incentive tax. If, for example, two communities of roughly equal size were
to use the procedure, they might simply agree to swap incentive tax revenue each
year and return the funds on a pro rata basis to the citizens. Bailey (1997) proposed
giving each person an equal portion of the incentive tax revenues paid by the other
n − 1 citizens in the community.

Potentially more serious is the problem raised when the incentive tax revenue is
large enough to induce significant income effects. Once income effects are allowed,

1 Groves and Loeb (1975) first discussed the possibility of achieving budget balance when the consumer’s, in this
case a firm’s, demand schedule is a quadratic function of the form previously given.

2 The basic result is established by Groves and Ledyard (1977a). For a discussion of its significance, see Greenberg,
Mackay, and Tideman (1977), and Groves and Ledyard (1977c).
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however, we move into the general equilibrium framework first explored by Groves
and Ledyard (1977a). To handle income effects adequately, one needs even stronger
assumptions and a more complicated voting procedure than Groves-Ledyard (Conn,
1983),3 and the dominance property of preference revelation vanishes.4

The remaining difficulties of the process are shared by most, if not all, other
voting processes:

Information incentives: To the extent that the size of the incentive tax
levied on any individual falls as the number of voters increases, the
incentive to provide information conscientiously dwindles.5 Thus, the
one-step demand-revealing process is caught in a form of numerical
dilemma. If the numbers involved are small, the incentive taxes may be
large, but then, so too is the potential problem arising from significant
income effects. If the numbers are large, the Pareto inefficiency may
be relatively small, but so too is the incentive to supply the needed in-
formation. Much of the information coming from the process could be
inaccurate, although not systematically dishonest. Clarke (1977), Green
and Laffont (1977b), Tullock (1977a), and Brubaker (1986) have dis-
cussed ways to circumvent this problem by relying on representative
systems or sampling techniques.

Coalitions: A coalition of voters who felt they would be 100 better off from
the victory of P could increase the chances of P’s winning significantly
by all agreeing to claim that they were 200 better off under P’s victory.
As long as P won by more than 200, they would be better off under
the coalition than acting independently. If P won by less than 100 or
lost, they would be no worse off. Only if P won by between 100 and
200, an unlikely event if the coalition is very large, would a voter be
worse off under the outcome with the coalition than without it. Thus,
incentives to form coalitions to manipulate outcomes exist under the
demand-revealing process (Bennett and Conn, 1977; Riker, 1979).

Tullock (1977c) is undoubtedly correct in arguing that the problem of
coalition formation is unlikely to be serious if the number of voters is
large and voting is by secret ballot. For then incentives to free-ride will
exist within the coalition. A single voter’s optimal strategy is to urge the
formation of a 200-vote coalition and then vote 100 himself. If all voters
follow this strategy, we are left with honest preference revelation.6

But with small numbers of voters and publicly recorded votes, as in a
representative body, the conditions for coalition formation are more fa-
vorable. This is particularly true because we usually elect representatives

3 For further discussion of the problems raised by income effects or nonseparable utility functions, see Groves
and Ledyard (1977b), Green and Laffont (1977a, 1979), and Laffont and Maskin (1980). For a defense of the
assumption, see Tideman and Tullock (1977).

4 For the most general discussion of this problem, see Hurwicz (1979).
5 See Clarke (1971, 1977), Tideman and Tullock (1976), Tullock (1977a, 1982), Margolis (1982a), and Brubaker

(1983).
6 For further discussion, see Tideman and Tullock (1981).
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as members of parties, which are natural coalition partners. Again we
find ourselves confronted by a numerical dilemma: in a direct democracy
with a large number of voters, no one has an incentive to gather informa-
tion or join a coalition; in small committees of representatives, incentives
exist to gather information about not only one’s own preferences, but also
those of others who may be potential coalition members.

Bankruptcy: Under the demand-revealing process it is possible for an
outcome to emerge in which the entire private wealth of an individual
is confiscated (Groves and Ledyard, 1977b, pp. 116–18). This is true
of almost any voting procedure other than the unanimity rule, however,
and is probably not a serious, practical problem. It does point out the
need to view the process as taking place within some sort of system of
constitutional guarantees and constraints upon the types of issues that
come before the committee, however.7

Thus, the demand-revealing process is very much in the spirit of the
Wicksellian approach to collective choice. Collective decision making
is within a system of prescribed property rights, and upon a just distri-
bution of income. The goal of collective action is to improve allocative
efficiency, not to achieve distributive justice. Such redistribution as will
take place is of the Pareto-optimal variety and is more appropriately
viewed as part of the “allocation branch” of the public weal than of the
“distribution branch.”8

8.1.2 Vernon Smith’s auction mechanism

Vernon Smith (1977, 1979a,b) was the first to examine experimentally a simplified
version of the demand-revelation process. In his experiments, each individual i
announces both a bid, bi , which is the share of the public good’s cost that i is willing
to cover, and a proposed quantity of the public good, Gi . The tax price actually
charged i is the difference between the public good’s costs, c, and the aggregate
bids of the other n − 1 voters, Bi ; that is,

ti G = (c − Bi )G, (8.7)

where Bi = ∑
j �=i b j , and G = ∑n

k=1 Gk/n. The procedure selects a quantity of
public good only when each voter’s bid matches his tax price and each voter’s
proposed public good quantity equals the mean:

bi = ti and Gi = G, for all i. (8.8)

After each iteration of the procedure, voters are told what their tax prices and the
public good quantity would have been had (8.8) been achieved at that iteration. If a
voter’s bid falls short of his tax price he can adjust either his bid or proposed public

7 For further discussion of the bankruptcy issue, see Tullock (1977a), Tideman and Tullock (1977), and Groves
and Ledyard (1977b,c).

8 Tullock (1977d) has explored the redistributive potential of the process and claims somewhat more for it. On
the distinction between Pareto-optimal redistribution and other kinds, see Hochman and Rodgers (1969, 1970).
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good quantity to try to bring about an equilibrium. Only when all unanimously
agree to both their tax prices and the public good quantity does the procedure
stop.

At an equilibrium (8.8) is satisfied, and i’s utility can be written as

Vi = Ui (G) − Ti G, (8.9)

where the utility from consuming G is expressed in money units. Maximizing (8.9)
with respect to Gi we obtain the condition for i’s optimal proposed quantity for the
public good,

dVi/dGi = U ′
i /n − ti/n = 0

U ′
i = ti .

(8.10)

Each voter equates his marginal utility from the public good to his tax price.
Summing (8.10) over all voters, we obtain

n∑

i=1

U ′
i =

n∑

i=1

ti =
n∑

i=1

(c − Bi ) = c. (8.11)

Equations (8.10) and (8.11) define the conditions for the Lindahl equilibrium.
The auction mechanism induces individuals to reveal their preferences for the

public good by charging each voter a tax based not on his stated preference for
the public good, but on the aggregate of all other stated preferences (bids). Each
voter must be willing to make up the difference between the public good’s costs at
the aggregate bids of the other voters for the good to be provided. The ultimative
incentive to state one’s preferences honestly is provided by the knowledge that the
good will not be provided unless all unanimously agree to a single quantity and set
of tax prices.

Experiments by Smith (1977, 1979a,b, 1980) using this variant of the demand-
revealing process indicated a fairly fast convergence on the Lindahl equilibrium.
Harstad and Marrese (1982) also reported convergence to efficient outcomes in nine
experiments with the Groves-Ledyard procedure. Thus, the vulnerability to individ-
ual strategizing of processes requiring sequential adjustment mechanisms may not
be serious. The Public Broadcasting System has successfully employed another form
of preference revelation procedure to allocate program space (Ferejohn, Forsythe,
and Noll, 1979), and Tideman (1983) obtained some success with fraternity students
using the demand-revealing process. These real-world experiments with demand-
revealing procedures further buttress our confidence that its theoretical liabilities
can be overcome in practice.

8.2 Point voting

We seek from a voting process two pieces of information: the quantity of the public
good that satisfies the Pareto-optimality condition, and the set of tax shares that
finances the purchase of this quantity. The demand-revealing process sidesteps the



170 Complicated alternatives to majority rule

second question by starting with a preassigned set of tax shares that suffice to
cover the cost of supplying the public good. It induces honest preference revelation
to determine the Pareto-optimal quantity of public good by means of the special
incentive tax.

The need to charge a tax to induce honest preference revelation creates the prob-
lem of disposing of the revenue raised by the incentive tax under the one-step
demand-revealing process, and makes the normative properties of the process de-
pendent on the normative properties of the initial income distribution. These dis-
advantages can be avoided by giving each voter a stock of vote money that can be
used to reveal preferences for public goods and has no other monetary value. No
problem of disposing of the money collected exists, and the initial distribution of
vote money can be made to satisfy any normative criterion one wishes. Hylland and
Zeckhauser (1979) have proposed such a procedure.

The idea of giving citizens stocks of vote points and allowing them to allocate
these points across the issue set in accordance with their preference intensities is not
new.9 The difficulty with point voting has always been that it does not provide the
proper incentives for honest preference revelation, as Dodgson was well aware in the
passage quoted at the beginning of this chapter. Individuals can better their realized
outcomes by overstating their preferences on their most intense issues (Philpotts,
1972; Nitzan, Paroush, and Lampert, 1980; Nitzan, 1985). The important innovation
of Hylland and Zeckhauser is their vote-point aggregation rule that provides voters
with the proper incentive for honest preference revelation. They are able to show that
with the appropriate determination of the vote points assigned to each citizen, voters
reveal their true preferences for public goods when the government aggregates the
square roots of the points of each voter. The main steps in this demonstration are
outlined in the next section.

8.3* An explication of the Hylland-Zeckhauser
point-voting procedure

We again assume the existence of preassigned tax shares for each citizen for each
public good. Each citizen can calculate her total tax bill for each quantity of public
good, and thus can determine the optimal quantities of each public good given her
tax shares. This point-voting procedure, like the demand-revealing process, does not
address the question of what the tax shares for each citizen should be. Its objective
is to reveal preference intensities to determine the Pareto-optimal quantities of the
public goods.

There are K public goods whose quantities must be determined. Each voter i is
given a stock of vote points, Ai , to be allocated across the K public goods issues
according to the voter’s preference intensities. If voters wish to increase the quantity
of the public good, they allocate a positive number of vote points to it; if they wish
to decrease the quantity, they allocate a negative number of vote points. If | aik |
is the absolute number of vote points that voter i allocates to issue k, then the aiks

9 Dodgson’s comment at the beginning of this chapter suggests that he did not invent the procedure, so it is
probably over 100 years old. See more recent discussions by Musgrave (1959, pp. 130–1), Coleman (1970),
Mueller (1971, 1973), Intriligator (1973), and Nitzan (1975).
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must satisfy

K∑

k=1

|aik | ≤ Ai . (8.12)

The government converts an individual’s vote points into increments or decre-
ments in the proposed quantity of public good using the rule

bik = f (aik), (8.13)

where bik takes on the sign of aik and (bik = 0) ↔ (aik = 0). The most straightfor-
ward rule is, of course, bik = aik , but, as we shall see, this rule does not provide the
proper incentive for honest preference revelation. The quantities of public goods are
determined through an iterative procedure. The government-auctioneer announces
an initial proposal of public good quantities, perhaps the levels provided last year.

G0
1

G0
2

...

G0
K .

Each voter responds by stating an allocation of vote points across the K issues,
which satisfies (8.12). If a voter wants a larger quantity of Gk than G0

k , she allocates
positive vote points to issue k, that is, aik > 0, and vice versa. The government
determines a new vector of proposed public good quantities using (8.13); that is,

G1
1 = G0

1 +
n∑

i=1

bi1

G1
2 = G0

2 +
n∑

i=1

bi2

...

G1
K = G0

K +
n∑

i=1

bi K .

The process is repeated until a vector of public good quantities is obtained such
that the aggregated votes for changing each public good quantity all sum to zero;
that is,

n∑

i=1

bik = 0, k = 1, K . (8.14)

There are three questions of interest concerning the procedure:

1. Does it converge?
2. What are the normative properties of the bundle of public goods quantities

it selects?
3. What form does f () take?
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Demonstrating that an iterative procedure converges is never an easy task. Hylland
and Zeckhauser (1979) make a reasonable case for the convergence of this procedure,
and we leave this issue aside.

The normative property we seek is Pareto optimality. This property is assured if
we can choose a vector of public good quantities G = (G1, G2, . . . , G K ), which
maximizes

W (G) =
n∑

i=1

λiUi (G), (8.15)

where Ui (G) is voter i’s utility defined over the public good quantity vector G (see
Chapter 2, Section 2.4*). For W (G) to be at its maximum, the following first-order
condition must be satisfied for each of the K public goods:

n∑

i=1

λi
∂Ui

∂Gk
= 0, k = 1, K . (8.16)

The appropriately weighted marginal utilities must just balance, so that any change
in Gk results in offsetting changes in weighted ∂Ui/∂Gks. We now have two con-
ditions that our equilibrium vector of public goods must satisfy, (8.16) and (8.14).
Clearly, we could ensure the Pareto optimality of any equilibrium vector to which
the procedure converged, if

bik = λi
∂Ui

∂Gk
. (8.17)

Then whenever convergence was achieved, that is,

n∑

i=1

bik = 0, k = 1, K ,

(8.16) would also be satisfied, and Pareto optimality would be ensured. We now
have a clue as to the form f () should take. It must be chosen to satisfy (8.17).

Now consider i’s decision for allocating her stock of vote points, Ai , at any step
in the iterative procedure. She wishes to maximize her utility defined over the vector
of public goods, given her vote-point budget constraint as given in (8.12); that is,
she must at the t + 1th iteration maximize

Oi = Ui

(
Gt

1 +
∑

j �=i

b j1 + bi1, . . . , Gt
k

∑

j �=i

b jk + bik · · ·

Gt
K +

∑

j �=i

b j K + bi K

)
+ µi

(
Ai −

K∑

k=1

|aik |
)

. (8.18)

The Gt
k are the announced quantities of public goods from the previous iteration and

are fixed. The
∑

j �=i b jk are the aggregated vote points of the other voters on this
iteration and are not subject to i’s control. Thus, i can change only the bik . Equation
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(8.18) obtains a maximum when the following K equations are satisfied:

∂Ui

∂Gk
f ′(aik) = µi , k = 1, K (8.19a)

when aik > 0, or

∂Ui

∂Gk
f ′(aik) = −µi , k = 1, K (8.19b)

when aik < 0. Substituting for ∂Ui/∂Gk in (8.17), we obtain

bik = f (aik) = λiµi

f ′(ai k)
(8.20)

when aik > 0. Now λi is the weight i gets in W , and µi is the Lagrangian multiplier
from (8.18). Thus, λiµi = C , a constant. The function f ( ) must be such that

f (aik) f ′(aik) = C. (8.21)

From the observation that

d f (aik)2

daik
= 2 f (aik) f ′(aik) (8.22)

we obtain

d f (aik)2

daik
= 2C. (8.23)

If we integrate (8.23), we obtain

f (aik)2 = 2Caik + H, (8.24)

where H is an arbitrary constant of integration. Setting H = 0, we obtain

f (aik) =
√

2Caik =
√

2λiµi aik . (8.25)

Since µi represents the marginal utility of a vote point to i, µi can be changed by
changing i’s stock of vote points, Ai . In particular, if Ai is chosen such that

µi = 1/(2λi ), (8.26)

then f (aik) takes on the simple form

f (aik) = √
aik . (8.27)

The utility-maximizing vote-point allocations of each voter will be such as to max-
imize the weighted welfare function W , (8.15), for appropriately chosen Ai s, if the
government-auctioneer determines the quantities of public goods by aggregating
the square roots of each citizen’s vote-point allocations. Taking the square root of
vote-point allocations provides a sufficient penalty to overallocating vote points to
more intense issues to offset the tendency to misrepresent preferences under naive
point voting [ f (aik) = aik] mentioned earlier.
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Note that an egalitarian assignment of vote points, Ai = A for all i , is consistent
with giving each individual equal weight in the social welfare function, W , if and
only if the marginal utility of a vote point is the same for all voters. This condition
can, in turn, be interpreted as being equivalent to assuming that all voters have an
equal stake, that is, an equal expected utility gain from collective action (Mueller,
1971, 1973; Mueller, Tollison, and Willett, 1975). Alternatively, an egalitarian as-
signment of vote points can be interpreted as an implicit decision to give lower
weights (λi s) in the social welfare function to those with more intense preferences
(higher µi s).

The equilibrium obtained in the Hylland-Zeckhauser point-voting scheme is a
Nash equilibrium, and strategizing on intermediary steps or coalitions could over-
turn the results. On the other hand, strategies for “beating the system” are not readily
apparent.

8.4 Voting by veto

The demand-revealing and point-voting procedures call to mind analogies with mar-
ket mechanisms in that real money or vote money is used to express preferences,
and equilibrium is achieved through a tâtonnement process. The welfare proper-
ties of the procedures depend in part on the implicit interpersonal, cardinal utility
comparisons that arise from aggregating dollar or point votes. In contrast, voting
by veto (hereafter VV) utilizes only ordinal utility information.10 Pareto optimal-
ity is achieved, as with the unanimity rule, through the rejection of Pareto-inferior
outcomes. The procedure also resembles majority rule in important respects.

VV differs from the two procedures discussed earlier in this chapter in that it
allows one to determine both the quantities of public goods and the tax shares to
finance them. It differs from all voting procedures, as typically analyzed, in formally
including the issue proposal process in the procedure, rather than assuming that
voting takes place on a predetermined issue set.

The procedure has two steps. In the first, each member of the committee makes
a proposal for the outcome of the committee process. These proposals could be
the quantity of a single public good and the tax formula to finance it, or a whole
vector of quantities of public goods with accompanying tax formulas. At the end of
step 1, an n + 1 proposal set exists consisting of the proposals of the n committee
members and a status quo issue s (what was done last year, zero levels of all public
goods, . . .). A random process is then used to determine an order of VV. The order
of VV is announced to all members of the committee. The individual placed first
in the veto sequence by the random process begins by eliminating (vetoing) one
proposal from the n + 1 element proposal set. The second veto-voter eliminates
one proposal from the remaining n proposals. VV continues until all n members of
the committee have vetoed one proposal. The one unvetoed proposal remaining in
the issue set is declared the winner.

10 This procedure was first discussed by Mueller (1978), with further development by Moulin (1979, 1981a,b,
1982) and Mueller (1984).
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Table 8.3. Rankings of issues in voting
by veto example

Voters

Issues A B C

a 1 2 3(2)
b 3 1 2(3)
c 2 3 1
s 4 4 4

To see the properties of VV consider the following example for a committee of
three. The voters, A, B, and C , propose issues a, b, and c, which together with
s form the issue set. Let the individual preference orderings be as in Table 8.3,
ignoring the two entries in parentheses.

Assume that each individual knows the other voters’ preference orderings. Sup-
pose that the randomly determined order of VV is A, then B, then C. A can make
his proposal a winner by vetoing b. If B then vetoes either a or s, C will veto the
other issue in this pair (s or a), and c wins. Because B prefers a to c, B’s best
strategy is to veto c, leaving C to veto s, making a the winner.

Now suppose that the randomly determined voting order is AC B. A no longer can
get his proposal to win. If A vetoes c, C vetoes a or s, and b wins. If A vetoes b, C
vetoes a, and c wins. Because A prefers c to b, he will veto b, leaving c to become
the winner. The winners for the six possible permutations of voting sequences are
as follows:

ABC → a BC A → b
AC B → c C AB → d
B AC → a C B A → b.

Each issue proposed by a committee member has a one-in-three chance of
winning.

The preferences in Table 8.3 produce a cycle over a, b, and c in pairwise voting
under majority rule. Thus, in this opening example, the parallel between majority
rule and VV seems close. Where the former produces a cycle over three issues, VV
selects a winner at random with equal probability.

Now replace the two entries for C in Table 8.3 by those in parentheses; that is,
assume that C now prefers a to b, all other rankings remaining the same. With this
one change, the probability of a’s winning jumps to 5/6. The only order of VV that
selects a different issue than a is C AB, which leads to c’s victory.

This example illustrates an important incentive property of VV. A increases the
probability of his proposal winning by advancing it in the preference ordering of
another voter. Thus, the procedure establishes incentives to make proposals that,
although perhaps favoring oneself, stand relatively high in the other voters’ prefer-
ences. Of course, the same incentive exists for all voters, and a competition ensues
to make the proposal standing relatively highest in all voters’ preferences.
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Table 8.4. The elimination of proposals and voting by veto: example 2

Voter Rejects, ri Sets of possible winning proposals

V1 p3 or p2 or p1 {p1} or {p2}
V2 p4 or p3 or p2 {p1, p2} or {p1, p3}
...
Vn−3 pn−1 or pn−2 or pn−3 {p1, . . . , pn−4, pn−3} or {p1, . . . , pn−4, pn−2}
Vn−2 pn or pn−1 or pn−2 {p1, . . . , pn−3, pn−2} or {p1, . . . , pn−3, pn−1}
Vn−1 pn or pn−1 {p1, . . . , pn−2, pn−1} or {p1, . . . , pn−2, pn}
Vn s {p1, p2, . . . , pn}

The procedure can be shown to select a unique winning proposal out of any n + 1
element proposal set, given the randomly determined VV sequence (Mueller, 1978,
1984). Moreover, the chances that an issue will win vary directly with its position
in each voter’s ranking of the n + 1 proposals. The lower a proposal is ranked by a
voter, the lower are its chances of winning.

To see the latter point and further illustrate the properties of the procedure,
consider the following example. A committee of n is offered a gift of G dollars if
they can agree on a distribution of the gift. If they cannot agree, they retain the status
quo distribution of nothing. Although the issue here is basically how to distribute
G, the example resembles a public good decision under the unanimity rule in that
all are better off only if they can all agree on a single proposal. The issue is one for
which majority rule would produce a cycle. Let us examine the outcome under VV.

The initial, selfish instinct of a voter might be to propose that all of G go to
himself and nothing to the other n − 1 committee members. But this would make
his proposal no better than the status quo and almost surely result in its defeat. He
must offer some of G to the other voters.

What defeats a proposal is a low rank in another voter’s preference ordering. Thus,
whatever amount of G a voter sets aside for the other committee members should
be divided equally, since to discriminate against any one voter greatly increases the
probability that this voter vetoes the proposal. Assuming that i selfishly desires a
bit more of G for himself than he sets aside for others, i’s proposal will look like
the following:

(
G

n
− ei

n − 1
,

G

n
− ei

n − 1
, . . . ,

G

n
+ ei , . . . ,

G

n
− ei

n − 1

)
. (8.28)

Voter i proposes an egalitarian distribution of G with something extra for himself,
G/n + ei , and divides the remainder equally among the other n − 1 voters, giving
each G/n − ei/(n − 1). Assume that all proposals other than s take this form. We
can now designate the proposals according to their degree of egalitarianism. Call p1

the proposal with the smallest ei (that is, the most egalitarian), p2 the proposal with
the second smallest ei , and so forth. Assume no two proposals have the same ei .

Now let the order of VV be determined as in Table 8.4. V1 is the first to vote,
V2 the second, and so on. Once the VV sequence is determined, it is announced
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to all voters. Given the nature of the proposals, any voter can easily determine the
complete rankings of the n + 1 proposals for all other voters. All voters rank the
status quo proposal s last. All know that the last to go in the VV sequence, Vn , ranks s
last. Given a choice between s and any other proposal, Vn rejects s. Thus, none of the
voters will waste their veto on s, and s is left for Vn to veto. We can designate s with
Vn as the proposal he definitely rejects. Considering Vn we can determine the set of
possible winning issues as {p1, p2, . . . , pn}. Voter Vn−1 receives three proposals,
one of which is s, and rejects the lower ranked of the two other proposals. Of the
possible winning proposals, {p1, p2, . . . , pn}, Vn−1 would veto the proposal ranked
lowest by him in this set against any other proposal. Call this proposal rn−1. If any
voter who precedes Vn−1 were to reject rn−1, he would waste his veto. All will leave
rn−1 for Vn−1 to reject. Given the nature of the proposals, we can narrow the list of
possible candidates for rn−1. Vn−1 ranks the least egalitarian of the proposals, pn ,
lowest since it promises him the lowest payoff, unless pn is his proposal. If Vn−1

proposed pn , he did not propose pn−1, and ranks it lowest. Thus, Vn−1 must reject
either pn or pn−1.

Proceeding thus we can work our way up the list of voters, associating with each
an issue to be rejected. If Vn−1 proposed pn , then Vn−2 did not, and Vn−2 rejects
pn . Considering both Vn−1 and Vn−2, one or both did not propose pn , and pn is
definitely rejected by one of the last three voters. Considering the last three voters, s
and pn are definitely eliminated as possible winning issues. As we work our way up
the VV sequence, we discover that all proposals are eliminated as possible winners
except p1 and p2, the two most egalitarian proposals!

The most egalitarian proposal, p1, wins most of the time because all voters other
than its proposer rank it second to their own proposal. If the proposer of p2 happens
to come first in the voting sequence (is V1), he can make his proposal the most
egalitarian of the proposals by rejecting p1; p2 can win only if its proposer is V1.11

The probability that a given individual comes first in the voting sequence approaches
zero as n increases, and thus the probability that any proposal other than the most
egalitarian proposal wins approaches zero as the committee grows.

More generally, VV selects proposals ranked relatively high on all preference
orderings. When the issue space is single-dimensional, and voter preferences single-
peaked, VV assigns nonzero probabilities of winning to only the middle one-third
proposals, with the highest probability going to the median proposal. This tendency
to pick proposals “in the middle” is reinforced by the incentives facing voters at the
proposal stage.

Let x and y be quantities of two public goods, or quality dimensions of a single
public good to be decided by the committee. Let Ui (x, y) be i’s utility function
reaching a maximum at some point I in the positive orthant. Assume circular
indifference curves around I . Proposals take the form of combinations of x and
y, pi (xi , yi ). The probability that any other voter j will reject pi is higher the farther
pi is from j’s utility maximum, J ; call this probability π i

j (xi , yi ). The probability

11 Note that p2 does not always win when its proposer votes first. When he is followed by the proposer of p3, p2’s
proposer will not veto p1, because then p3’s proposer would veto p2. Thus, p1 wins even when the proposer of
p2 vetoes first, if this person is followed by the proposer of p3.
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Figure 8.2. Determination of voter i’s proposal.

that any of the other n − 1 voters will reject pi is

π i =
∑

j �=i

π i
j . (8.29)

Although π i is not continuous, it is reasonable to assume that it approaches a
continuous function with a minimum at C , the center of the distribution of peak
utilities of the other n − 1 voters, as n grows large. Let Ū i be i’s expected utility if
his proposal does not win. His task is to propose a pair of characteristics (xi , yi ) to
maximize his expected utility, E(Ui ).

E(Ui ) = (1 − π i )Ui (xi , yi ) + π i Ū i . (8.30)

Maximizing (8.30) with respect to xi and yi and setting each equation equal to zero,
we derive

∂Ui

∂xi
(1 − π i ) − Ui

∂π i

∂xi
+ ∂π i

∂xi
Ū i = 0

∂Ui

∂yi
(1 − π i ) − Ui

∂π i

∂yi
+ ∂π i

∂yi
Ū i = 0

(8.31)

from which we obtain

∂Ui/∂xi

∂Ui/∂yi
= ∂π i/∂xi

∂π i/∂y j
. (8.32)

Equation (8.32) defines a point of tangency between an indifference curve of
i and an isoprobability of rejection locus around C (see Figure 8.2), a point on a
pseudocontract curve running from i’s optimum point, I , to the center of the density
function defined over the other voters’ optima. In making a proposal, i is pulled
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along this contract curve in the direction of C by the knowledge that the probability
of his proposal’s rejection is higher, the farther it lies from C . Application of VV will
lop off the proposals lying farthest from the center of the density function defined
over all optima, leaving as possible winners only a subset of proposals clustered
around the center.

VV suffers from some of the same shortcomings as other procedures. As the
number of participants grows, the incentive to participate declines. The process is
also vulnerable to coalitions. If two of the three committee members in the pre-
ceeding example could agree to discriminate against the third, they could combine
redistributive elements into their proposals, making themselves better off, and the
third person even worse off than under the status quo. The excluded member could
veto but one of the proposals, and the other would win. As with other voting rules,
however, the coalition problem is less important the larger the number of voters.

8.5 A comparison of the procedures

When Samuelson (1954, p. 182) proclaimed the task of revealing individual pref-
erences for public goods impossible, he was assuming that a form of benefit tax
would be used to finance the purchase of the public good. An individual’s share
of the costs of the public good would be tied to his stated preference for it. The
demand-revealing process and point voting solve the preference-revelation prob-
lem by severing the link between stated preference and share of cost, as do other
related processes like Smith’s (1977) auction process.

Although these processes do not make a voter’s share of the costs of a public good
directly related to his stated preferences for it, they do impose a cost upon the voter
for moving the committee outcome in a given direction. As Groves (1979, p. 227)
observed, “The idea of a ‘quid pro quo’ is fundamental to an economic theory of
exchange.” With the exception of the logrolling models, the idea of a quid pro quo has
not been part of either theoretical or real-world democratic processes; perhaps this
explains their limited success at achieving Wicksell’s goal of a voluntary exchange
process of government. In most democratic procedures, votes are distributed as
essentially free goods, with the only real constraint on their use being the ticking of
the clock.

The procedures discussed in this chapter all break with this tradition in a funda-
mental way. The demand-revealing and point-voting schemes require that the voter
be prepared to spend real money or fungible vote money to change the committee
outcome. Under VV, vetoes are no longer free goods as they would be under the
unanimity rule. Each individual has but one proposal to make, and one veto to cast.

Each of the procedures is also in the Wicksellian tradition in that the key equity
issues are assumed to have been resolved prior to the application of the procedures.12

For both the demand-revealing and point-voting procedures, the individual shares
of the costs of the public good are predetermined. With demand revelation, the
outcomes are further dependent on the initial distribution of income; with point

12 For a discussion of this in the context of the demand-revealing process, see Tideman (1977).
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voting, on the distribution of vote points. VV leaves aside the issue of initial income
distribution.

Given a just starting point, the goal of collective action is to increase the welfare
of all, and the task of the collective decision process is to indicate those situations
where that is possible. The proposals differ, however, in the way that the gains from
collective action are distributed. The demand-revealing process moves individuals
out along their demand or offer curves to maximize the sum of consumer surpluses
across individuals. The gains from collective action are distributed to those with the
lowest shares of the public good costs and the highest initial incomes.13 With point
voting, the gains go to those with the lowest initial tax shares and highest initial
stocks of vote points. With VV, the analogy is to the cake-cutting exercise, as brought
about by the random determination of an order of VV. The gains from collective
action will tend to be equal across individuals, and the normative characteristic of
the process is set by this egalitarian property.

The Wicksellian voluntary exchange approach is ineluctably tied to philosoph-
ical individualism (Buchanan, 1949). Each individual enters the collective choice
process to improve his own welfare, and the process is established so that all may
benefit. Implicit here are a set of constitutional guarantees or constraints upon the
collective decision process and, I believe, an assumption that coalitions of one group
against another do not form. Each man strives for himself, but, as in the market,
does not strive, collectively at least, against any other. The three proposals here all
assume some form of constitutional constraints on the issues coming before the
committee, and explicitly rule out coalitions. Under the demand-revealing process,
the tax charged an individual is exactly equal to the cost that his participation in the
process imposes on all others. Under VV, an individual can protect himself against
a discriminatory threat to his well-being by any other voter’s proposal through the
veto he possesses.

In addition to the inherently individualistic orientation of these three proposals,
they also resemble one another in the demands they place upon the individual
who participates in the process. A simple yes or no will not do. The individual
must evaluate in dollars his benefits under various possible alternatives, and, in the
case of VV, also the benefits for other voters. This task is made easier by another
Wicksellian characteristic of the procedures; each assumes that an expenditure issue
and the tax to finance it are tied together. Although this latter feature might actually
make the voter’s decision task easier, the kind of information required of him under
the three procedures is far more sophisticated than that obtained under present voting
systems. It is also more sophisticated than one might expect “the average voter”
to be capable of supplying, at least if one accepts the image of him gleaned from
the typical survey data regarding his knowledge of candidates and issues. To many,
the information required of voters will constitute a significant shortcoming of these
processes. To me it does not. If we have learned one thing from the sea of work that
has emerged following the classic contributions on public goods and democratic
choice by Samuelson and Arrow, it is that the task of preference revelation in

13 Tullock (1977b) has elaborated on the normative properties of the demand-revealing process.
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collective decisions is not an easy one. If we must further assume that the individuals
whose preferences we seek to reveal are only capable of yes or no responses, the
task is hopeless from the start.

Much of the discussion of these procedures, pro and con, has been in the context
of their use by the citizens themselves, as in a direct democracy. A more plausible
application of them would appear to be by a committee of representatives, as in a
parliament. Here the charge that the procedures are “too complicated” for the voters
would carry less weight. Viewed as parliamentary procedures, both point voting
and VV would appear to have an advantage over demand revelation, since they
do not depend on the use of real money incentives. (Who pays the incentive tax,
the citizens or the representatives?) The allocation of a representative’s vote points
or the characteristics of his proposals under VV would also be useful information
for voters when evaluating their representatives. Only the assumption that there
are no coalitions would appear to constitute a problem, at least within a two-party
system. With only two parties, for example, VV would yield the same outcomes
as the simple majority rule. Both point voting and VV can be adapted for use in
a multiparty parliamentary system, on the other hand, and both would have the
advantage of allowing all parties to influence the outcomes rather than only those
of the majority coalition, which forms “the government.”14

Although each has its weak points, these three procedures suggest that the knotty
problem of preference revelation in collective choice can be resolved as both a
theoretical and practical matter. Whether the optimal solution will be a variant on
one of these processes or on a process yet to be discovered cannot at this point
be ascertained. But the basic similarities running across these three processes are
so strong, despite the inherently different procedural mechanics by which they
operate, that one is led to suspect that these same characteristics will be a part of
any “ultimate” solution to the preference revelation problem. And, if this is true, it
further highlights Wicksell’s fundamental insight into the collective choice process.

Bibliographical notes

In addition to the procedures discussed in this chapter, mention should be made of
those proposed by Thompson (1966), Drèze and de la Vallée Poussin (1971), and
Bohm (1972).

14 Mueller, 1996a, ch. 11.



CHAPTER 9

Exit, voice, and disloyalty

Among the laws that rule human societies there is one which seems to be more
precise and clear than all others. If men are to remain civilized or to become so,
the art of associating together must grow and improve in the same ratio in which
the equality of conditions is increased.

Alexis de Tocqueville

In his book Exit, Voice, and Loyalty (1970), Albert Hirschman developed the useful
distinction between processes in which individuals express their preferences via
entry or exit decisions, and those in which some form of written, verbal, or voice
communication is employed. An example of the first would be a market for a private
good in which buyers indicate their attitudes toward the price-quality characteristics
of a good by increasing or decreasing (entry or exit) their purchases. An example
of the exercise of voice to influence a price-cost nexus would be a complaint or
commendation of the product delivered to the manufacturer. A necessary condition
for the effective use of exit is obviously that the potential users of this option
be mobile: and full mobility of both buyers and sellers (free entry and exit) is
an assumption underlying all demonstrations of market efficiency. In contrast, the
literature focusing on voting processes, public choice and political science, has
almost exclusively assumed (most often implicitly) that exit is not an option. The
boundaries of the polity are predefined and inclusive; the citizenry is fixed. A citizen
is at most allowed to abstain from participating in the political process, but he cannot
leave the polity to avoid the consequences of its decisions.

Given the assumption of fixed boundaries and citizenry, the characteristics of a
pure public good, nonexcludability and jointness of supply, require that a collective
voice or nonmarket decision process be used to reveal individual preferences and
achieve Pareto efficiency, as Samuelson (1954) emphasized. But many goods are
“pure” public goods in a limited sense only. For these goods, the nonexclusion
principle and/or the jointness of supply property may not be applicable over the
full range of possible distribution and production alternatives. For these quasi- or
local public goods, the possibility may exist for employing exit as an alternative
or complement to the voice process. These possibilities are reviewed in the present
chapter.
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9.1 The theory of clubs

Consider the effect of retaining only the joint supply property of public goods.
Exclusion is possible, but the addition of a new member lowers the average cost of
the good to all other members; that is, there are economies of scale. If average costs
fall indefinitely, the optimal size of the consumption group is the entire population,
and the traditional public good problem exists. If they eventually stop falling or
rise, either because scale economies are exhausted or because of the additional
costs of crowding, the optimal size of the consumption group may be smaller than
the population. When those who do not contribute to the costs of providing the
public good can be excluded from its consumption, the potential exists for a group
of individuals to agree voluntarily to provide the public good only to themselves. We
shall define such a voluntary association established to provide excludable public
goods as a club. Although we shall generally assume that the provision of the public
good to club members involves at least some fixed costs, and perhaps some falling
variable costs, it should be noted that the public good provided by some social
clubs consists entirely of the presence of the other members of the club. A bridge
club is an example. Here there may be no costs, other than time, to providing the
public good, and no benefits other than those arising from the association with the
other bridge-playing members. But exclusion is possible, and the analysis of these
clubs parallels that of the more general case of interest here. Voluntary associations
to provide (or to influence the provision of) nonexcludable public goods do not
meet the definition of a club employed here, although these associations sometimes
call themselves clubs (for example, the Sierra Club). These associations typically
attempt to influence the provision of the public good by some other body, such as a
state or national legislature, and are treated here as interest groups rather than clubs
(see Chapters 15, 20, and 21).

Buchanan (1965a) was the first to explore the efficiency properties of voluntary
clubs using a model in which individuals have identical tastes for both public and
private goods. To see what is involved, consider the example Buchanan first em-
ployed, the formation of a swimming club. Assume first that the size of the pool,
and thus its total cost (F), is fixed and the only issue to be decided is the size of the
club. Figure 9.1 depicts the marginal benefits and marginal costs from an additional
member as seen by any other member. Given identical tastes and incomes, it is
reasonable to assume equal sharing of the costs. The marginal benefit to the first
member from adding the second member to the club is the saving of one half the cost
of the pool, that is, MB = F/2. The marginal benefit of a third member to the first
two is the additional saving of one third of the cost of the pool (F/3). The additional
benefits from adding new members, the savings to the other members from further
spreading the fixed costs, continue to fall as the club size (N ) increases, as depicted
by MB in Figure 9.1. The marginal costs of a new member are given by MC. These
are psychic costs. If individuals prefer to swim alone, these will be positive over the
entire range. If individuals enjoy the company of others in small-enough numbers,
the marginal costs of additional members will be negative over an initial range of
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Figure 9.1. Determination of optimal club size.

club sizes. Eventually, the positive costs of crowding will dominate, however, and
the optimal club size, N0, is determined where the marginal cost of an additional
member from enhanced crowding just equals the reduction in the other members’
dues from spreading the fixed costs over one more club member.1

Figure 9.1 can also be used to depict the polar cases of pure private and pure
public goods. For a pure public good, the addition of one more member to the club
never detracts from the enjoyment of the benefits of club membership to the other
members. The marginal cost schedule is zero everywhere and coincides with the
horizontal axis. The optimal club size is infinity. For a pure private good, say, an
apple, crowding begins to take place on the first unit. If a consumer experiences any
consumer surplus from the apple, the foregone utility from giving up half of his
apple exceeds the gains from sharing its costs and optimal club size is one. Even
with such seemingly private goods as apples, however, cooperative consumption
may be optimal. If, for example, the unit price of apples is lower when sold by
the bushel, the distribution of apples exhibits joint supply characteristics and might
dictate optimal-sized buying clubs of more than one.

The theory of clubs can be extended to take into account the choice of quantity and
other characteristics of the collective consumption good. This extension is, perhaps,
most easily undertaken algebraically. Let a representative individual’s utility be
defined over private good X , public good G, and club size N , U = U (X, G, N ).
Let the cost of providing the public good to the club include a fixed cost, F , and a unit
cost (price) of Pg. Assume that each individual has not only the same utility function
U , but the same income Y , and that each pays the same fee, t , for membership in
the club. In deciding what level of public good to provide and what size of club to

1 See McGuire (1972, pp. 94–7) and Fisch (1975).
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establish, we assume that the utility of a representative club member is maximized.
This objective might arise as the conscious choice of the founding club members, or
be imposed by a competitive market for club memberships. When competition for
membership exists, any club that did not provide maximum utility to its members,
given the technology of providing the excludable public good, would not survive.
Taking into account the budget constraint of a representative member, we obtain the
following Lagrangian function to be maximized:

L = U (X, G, N ) + λ(Y − Px X − t). (9.1)

If the club must operate under a balanced budget constraint, then t must satisfy
t N = F + PgG. Using this equation to replace t in (9.1), we obtain

L = U (X, G, N ) + λ(Y − Px X − F/N − PgG/N ). (9.2)

Maximizing (9.2) with respect to X, G, and N yields first-order conditions

∂L

∂ X
= ∂U

∂ X
− λPx = 0 (9.3)

∂L

∂G
= ∂U

∂G
− λPg/N = 0 (9.4)

∂L

∂ N
= ∂U

∂ N
+ λ(F + PgG)

N 2
= 0. (9.5)

From (9.3) and (9.4) we obtain

N
∂U/∂G

∂U/∂ X
= Pg

Px
. (9.6)

The quantity of public good provided to club members must be chosen so that
the Samuelsonian condition for Pareto-optimal provision is satisfied; that is, the
summation of the marginal rates of substitution of public for private goods over all
club members must equal the ratio of their prices.

From (9.4) and (9.5) we obtain

N = −∂U/∂G

∂U/∂ N
· F + PgG

Pg
. (9.7)

If an expansion of club size induces unwanted crowding, ∂U/∂ N < 0, and (9.7)
implies an N > 0. The larger the disutility from crowding relative to the marginal
utility of the public good, the smaller the optimal club size. The greater the fixed
costs of providing the public good to club members, the larger the optimal size of
the club, owing to the advantages of spreading these fixed costs over a larger club
membership.

The assumption that individuals have identical tastes and incomes is more than just
an analytic convenience. It is often inefficient to have individuals of different tastes in
the same club if this can be avoided. If all individuals are identical, except that some
prefer rectangular pools and others oval ones, then the optimal constellation of clubs
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sorts individuals into oval and rectangular pool clubs.2 Some differences in tastes
for the public good can be accommodated efficiently in a single club, however. For
example, if some individuals wish to swim every day and others only once a week,
this heterogeneity of preferences can be efficiently handled by charging the different
members different fees for the club service. If the only costs from increasing club
size come from crowding, the optimal fees to finance the club will include a charge
per visit. A similar user fee is needed to obtain the optimal allocation and use of
the club good, if the costs of providing it (maintenance, for example) are positively
related to use (Berglas, 1976; Sandler and Tschirhart, 1984, 1997, pp. 342–3; Cornes
and Sandler, 1986, pp. 179–84).

If the constellation of preferences and technologies for providing excludable
public goods is such that the number of optimally constituted clubs, which can be
formed in a society of a given size, is large, then an efficient allocation of these
excludable public goods through the voluntary association of individuals into clubs
can be envisaged. Pauly (1967, p. 317) compares the rules or charter of the club to a
social contract unanimously accepted by all members, and the theory of clubs, under
these assumptions, is obviously much in the spirit of the contractarian and voluntary
exchange approaches to public choice and public finance. With large numbers of
alternative clubs available, each individual can guarantee himself the equal benefits
for an equal share of the costs assumed earlier, since any effort to discriminate
against him will induce his exit into a competing club, or the initiation of a new one.
If optimal club sizes are large relative to the population, however, discrimination is
possible and stable equilibria may not exist. With an optimal club size of two-thirds
of the population, for example, only one such club can exist. If it forms, those not
in it are motivated to lure members away by offering disproportionate shares of the
benefits gained from expanding the smaller club. But the remaining members of
the larger club are motivated to maintain club size, and can attract new members
by offering the full benefits of membership in the big club; and so on. No stable
distribution of club sizes and benefits need exist (Pauly, 1967, 1970). Analytically,
the problem is identical to the emptiness of the core in the presence of externalities
discussed in Chapter 2, or more generally the cycling problem (see Section 9.4∗).

Even when a stable constellation of clubs exists, when optimal club sizes are
large relative to the population’s size, not all individuals may be part of an optimally
constituted club. Although the voluntary association of individuals to form clubs
increases their utilities, it may not maximize the aggregate utility of the entire
population, defined to include those not a part of optimally sized clubs (Ng, 1974;
Cornes and Sandler, 1986, pp. 179–84). We illustrate this point in Section 9.3 with
a slightly different form of club.

9.2 Voting-with-the-feet

In the theory of clubs, exclusion from the consumption of the public good is as-
sumed to be possible through some institutional device. A fence is built around the
swimming pool and only club members are allowed inside the fence. Even when

2 Buchanan (1965a) and McGuire (1974).
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there is no fence around the swimming pool, however, those individuals who live
a great distance from the pool are effectively excluded from its use by the costs of
getting to it. When the consumption of a public good requires that one be at a certain
location, distance can serve as an exclusionary device. If different bundles of public
goods of this type are offered at different locations, a spatial division of the pop-
ulation into “clubs” of homogeneous tastes would arise from individuals choosing
to reside in that local polity, which offered them their ideal constellation of public
goods. No ballots would have to be cast. All preferences would be revealed through
the silent voting-with-the-feet of individuals exiting and entering communities, a
possibility first noted by Tiebout (1956).

In contrast to the disappointing promise of majority rule, the utopian quality of
the unanimity rule, and the imposing complexity of the newer, more sophisticated
procedures, Buchanan’s clubs and Tiebout’s voting-with-the-feet seem to accom-
plish the task of revealing individual preferences by the surprisingly simple device
of allowing people to sort themselves out into groups of like tastes. The efficiency
and mutual gain Wicksell sought from the unanimity rule in his voluntary exchange
approach to collective action arise through the voluntary association of individuals
in clubs or local polities.

Buchanan described the properties of a single club, and the optimality conditions
[(9.6) and (9.7)] for membership in a single, isolated club. Tiebout described the
process of voting-with-the-feet as one that could achieve Pareto optimality with
respect to the entire population. But a local polity is a form of club, and clubs are a
type of polity. Thus, conditions (9.6) and (9.7) must also hold for a single local polity,
and a world of clubs must in principle offer the same potential as the Tiebout model
does for achieving Pareto efficiency defined over the entire population. Moreover,
any problems of stability or Pareto inefficiency that one can show exist with respect
to one model, probably hold for the other.

The following conditions to ensure the global optimality of excludable public
goods provision thus apply to both the clubs and voting-with-the-feet models:3

1. Full mobility of all citizens
2. Full knowledge of the characteristics of all communities (clubs)
3. Availability of a range of community (club) options spanning the full range

of public good possibilities desired by citizens
4. Absence of scale economies in producing the public good and/or smallness

of the optimum scale of production relative to the population size
5. Absence of spillovers across communities (clubs)
6. Absence of geographical constraints on individuals with respect to their

earnings

Assumptions 1 and 6 are peculiar to the voting-with-the-feet model, but some sort
of freedom-of-association assumption is certainly implicit in the clubs model if it is
to produce global optimality. Some special difficulties with respect to assumption 6
are discussed below. Assumptions 1 and 5 tend to work at cross-purposes. The larger

3 See Tiebout (1956), Buchanan and Wagner (1970), Buchanan and Goetz (1972), McGuire (1972), Oates (1972),
and Pestieau (1977).
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the community, the more costly it is to leave it, and the lower mobility is. Thus, exit
is a more reasonable alternative from small than from large communities. On the
other band, the smaller the community, the more likely it is that the benefits from
the provision of any specific public good will spill over onto other communities and
cause externalities across communities and non-Pareto allocations.

Assumptions 2 and 3 raise complementary issues. The basic argument assumes
a full range of possible baskets of public goods available at the start. But how is this
spectrum of opportunities established? Two possibilities come to mind: some central
authority or auctioneer could set up different local communities and clubs with dif-
ferent baskets of public goods and inform all potential citizens of the characteristics
of each community club. There are two obvious difficulties to this resolution of the
problem, however. First, assuming a central authority knows what baskets of public
goods must be supplied disposes of a large portion of the preference revelation
problem, which the model is supposed to solve. If the central authority knew which
people had which preferences, it could simply assign individuals to the appropriate
club or local polity. Second, even if it is to some extent feasible, this solution to the
preference-revelation problem violates the decentralized spirit of the Buchanan and
Tiebout models.4

More appropriate is the assumption that entrepreneurs exist who create clubs and
polities, where needed, for a share of the “profits” generated from providing a desired
quantity or package of public goods. These clubs and polities could be set up on a
not-for-profit basis, in which case the rewards to the entrepreneurial founders would,
presumably, come in a nonpecuniary form, for example, the power and prestige asso-
ciated with founding an organization. Tiebout uses the term “city managers” rather
than mayors for the local polities’ leadership, presumably in recognition of their
entrepreneurial role. Frey and Eichenberger (1995, 1999) have recently emphasized
the creation of public goods clubs, which they name functional, overlapping, and
competing jurisdictions (FOJC) as a way of better matching public good supply and
citizen preferences.

It must also be stressed that many goods with significant joint supply charac-
teristics, but for which exclusion is practicable, are provided by profit-seeking en-
trepreneurs. Television program production and broadcasting are good examples
of an activity with significant joint supply properties, but for which exclusion is
possible with the help of scrambling devices and coaxial cables. Thus, one finds
private firms offering packages of television programs for fees alongside publicly
provided program packages. The former are basically consumption clubs formed to
consume a particular bundle of television programs, while the publicly broadcast
programs are available to citizens only near the points of transmission. Land devel-
opers receive an entrepreneurial return for the particular constellation of public and
private good characteristics that they combine in the communities they create.

As always with a market-provided good or service, full Pareto optimality cannot
be assumed unless the good is provided competitively. Moreover, the provision of
excludable public goods by a monopoly raises efficiency issues that go beyond those

4 See Pauly (1970) and McGuire (1972).
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that exist for a private good monopoly (Brennan and Walsh, 1981; Burns and Walsh,
1981). Nevertheless, the presence of many profit-making firms in competition with
nonprofit clubs and local polities in providing excludable public goods (television,
recreation and sports, education, travel, health care) attests to the importance of the
entrepreneurial function in providing excludable public goods.

Although clubs can be single (swimming) or multiple (tennis, golf, and swim-
ming) goods providers, local polities inevitably supply a number of goods and
services and possess the potential for supplying many more. As the number of pub-
lic good dimensions increases, the plausibility of assumption 3 declines. With one
public good issue to decide, such as the proportion of tulips in the public square,
101 communities suffice to allow each individual to consume his optimal fraction
of tulips to the nearest percentile. With two issues, the proportions of oaks and
tulips, the number of communities needed to ensure Pareto optimality leaps to 101
squared. Each additional public good raises the number of polities required to a
higher exponent. If the number of public goods is very large, one reaches a solution
in which the number of communities equals the size of the population. Each com-
munity/individual becomes a polity with a basket of public–private goods (garden,
woods) tailored to his own tastes, a possible consequence of the model that Tiebout
himself recognized.5

9.3 Global optimality via voting-with-the-feet

Pareto optimality in a global sense requires that the incremental change in net
benefits to the community that an individual joins equal the incremental loss to the
community he leaves:

n∑

i=1

	U i
A = −

m∑

i=1

	U i
B . (9.8)

The change in utility of the nth individual to join community A is his total utility
from being in A(U n

A), just as his loss from leaving B is his total utility in B, U m
B .

Equation (9.8) can thus be rewritten as

U n
A +

n−1∑

i=1

	U i
A = U m

B +
m−1∑

i=1

	U i
B . (9.9)

In a world of pure competition, each factor owner’s marginal product is the same
in all industries and areas. If externalities and other market failures are not present,
the welfare of others is unaffected by one’s location. All 	U i are zero except for
the moving individual, and he naturally locates in his most favored community.
With public goods present, the 	U i for individuals in a community are positive for
an additional entrant, as the total costs of the public good become spread over a
larger number of individuals. A new entrant thus confers positive externalities for a
community producing a pure public good. Alternatively, a new entrant can produce

5 See also Pestieau (1977).
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Figure 9.2. Marginal benefit from migration curves.

congestion costs, negative externalities, to a community that has grown beyond the
optimal size for its locally provided public goods. In either case, since the moving
individual compares only his utility levels in the two communities and ignores the
marginal effects of his move on the others (the 	U is in A and B), voting-with-the-
feet in general will not produce Pareto optimality in the presence of public goods
and externalities.6

To see how a non-Pareto-efficient equilibrium can emerge, assume that there exist
only two communities in which an individual can live, A and B. Each community
is identical as are all of the residents. Each community provides a public good,
which is optimally provided when two-thirds of the potential residents of the two
communities consume it. Thus, there are enough individuals for only one optimally
sized community. The situation is depicted in Figure 9.2. Curve MBA represents the
average benefits to a member of community A from membership in the community
as a function of community size. These first rise as a result of the economies of
scale property of the public good, and then begin to fall as crowding costs begin
to outweigh the benefits from cost sharing. The curve MBA also represents the
marginal benefits to a member of community B from migrating to A. MBB is the
mirror image of MBA defined with respect to the population of B.

The population of B is read from right to left along the horizontal axis. MBB

is also the marginal cost (MCA) to a citizen of B from migrating to A. As usual,
individual equilibrium occurs where marginal cost intersects marginal benefits from
below. No such intersection exists in the figure. The intersection at an equal division
of population is a local minimum. At any distribution in which one community
has a higher population than the other, benefits are higher from membership in

6 See Buchanan and Wagner (1970); Buchanan and Goetz (1972); Flatters, Henderson, and Mieszkowski (1974);
and Pestieau (1977).
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the larger community. Migration is from the smaller to the larger community, and
this continues until all of the population enters into one of the communities. If
congestion costs rise significantly, MBA might decline fast enough following its peak
to intersect MCA. This would yield an equilibrium for the larger of the two cities
at a size above its optimum, but below that of the entire population. In either case,
however, the equilibrium city sizes achieved via voluntary migration are not those
that maximize the average utility level of all individuals in the two communities. The
latter would occur in this example when the population is equally divided between
the two communities. This distribution of population maximizes the average benefits
from being in either community. But, once this point is left, the marginal benefits
from switching to the larger community exceed those of staying, and population
redistributes itself until the stable but inefficient equilibrium is obtained (Buchanan
and Wagner, 1970).

Although the assumption that the optimal-sized community is more than half the
total population may seem unrealistic when one thinks of an area and population as
large as the United States, often the potential migrant may not be considering such
a wide spectrum of options. The relevant choice may be staying in small town B
or moving to nearby large city A. Within this circumscribed range of choice, the
optimal-sized community may be more than half the combined populations of the
two communities, and the tendency for overpopulating the central city may become
evident.

If the optimal-sized polity is less than half the population, the marginal benefits
and cost schedules intersect and yield a stable equilibrium with the population
evenly divided between the two communities. This equilibrium does result in a
maximization of the potential benefits to each citizen, given the constraint that there
should be but two communities. When addditional communities can be created, and
the optimal-sized community is small relative to the total population, we return to
a Tieboutian world in which free migration and the creation of new fiscal clubs can
result in a set of communities, each of optimal size.

Additional complications are introduced into the Tieboutian world, however, if
individuals earn part of their incomes outside the community. Assume again two
communities with identical production possibilities, and individuals of identical
tastes. Within any community, each individual receives the same wage, w , from
supplying his services to the local production process, and a differential income,
ri ≥ 0, that is tied to him and not to his location. This income can be thought of
as coming from dividends, as in Tiebout’s example, or as rents on assets peculiar
to the individual, such as the income of a recording star. We shall refer to this
income as simply rental income, covering all nonlocation-specific sources. Now
consider two communities with equal numbers of workers, identical production
possibility frontiers, and identical tax structures. In equilibrium the total private and
public good production in community A must equal the sum of its rental and wage
income:

NA∑
Yi + G = NAw A +

NA∑
ri . (9.10)
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The utility of a resident of A is given by

Ui (Yi , G, NA), (9.11)

as before. Substituting for G from (9.10) into (9.11), we have

Ui (Yi , NAw A +
∑

ri −
∑

Yi , NA). (9.12)

The assumption of identical tax structures implies that the individual can purchase
the same bundles of private goods, Yi , in both communities. With equal populations
and production possibilities, NA and w A equal NB and w B , respectively. Assuming
the public good is not an inferior good, some of any additional rental income in A
will go to increased public good production. Thus,

∑
ri − ∑

Yi is larger in A than
in B if

∑
ri is larger in A than in B. Since public goods enter an individual’s utility

function with a positive sign, an individual is better off joining the community with
the higher rents, assuming all other community characteristics are the same.

If the communities have different rental incomes, the same set of tax structures
may not be optimal in both communities. Nevertheless, if tastes are the same, an
individual always receives a more attractive tax–public good package from the
community with higher rental income.

Higher rental incomes thus play the same role in attracting individuals from
the other community as does a larger population in the presence of joint supply
characteristics. Indeed, from (9.12) it can be seen that rental income, the wage
rate, and the population size all enter the utility function in the same way through
the public good term. Thus, any increase in population, the wage rate, or rental
income, ceteris paribus, increases an individual’s utility by increasing the quantity
of public goods available. An increase in population also enters the utility function
negatively, however, through the congestion effect represented by the third argument
in the utility function. Increasing population can also be expected to drive the wage
rate down, reducing an individual’s command over private goods, and thereby his
welfare. In contrast, higher rental income has an unambiguous positive impact.

Just as an individual’s welfare is higher if he enters the community with the higher
rental income, the community’s welfare is higher, the higher the rental income of
any new entrant. The depressing effects on wages and costs in terms of increased
congestion from a new member are identical, but the benefits from increased tax
revenue to finance public good provision are obviously greater, the greater the
newcomer’s rental income.7 If the community has expanded to the point where the
marginal gain from spreading the public good’s costs over another taxpayer just
equals the marginal cost in terms of reduced wages and congestion, adding another
individual who is just a wage earner makes the community worse off. But if he has
a high-enough rental income, the additional gains from financing an expansion of
public good supply out of this rental income outweigh these costs. Regardless of
what the community’s size is, an additional member can always increase the welfare
of all existing members if he brings with him a high-enough rental income.

7 This effect is particularly apparent in the Flatters et al. (1974, pp. 101–2) model in which a golden rule is
obtained where all rents go to public good production and all wages to private good production. This model is
based on different assumptions from those of the discussion here, however.
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In the same way that full mobility between communities may not bring about a
Pareto-optimal distribution of the population, where economies of scale in public
good production are large, full mobility is unlikely to bring about a Pareto-optimal
distribution of the population in the presence of rents. In the preceeding example,
the socially optimal distribution of the population is that which equates the marginal
product of a worker in each community. This occurs at equal community sizes. But if
the distribution of rents differs between the two communities, migration toward the
community with the higher rents will occur. This migration will continue until the
fall in marginal product and rise in congestion costs are large enough to offset
the advantage that this community has from higher rents, and average utility levels
in the two communities are equal.

To achieve the socially optimal distribution of population, taxes and subsidies
must he levied on either residence in or movement in and out of a given community.
One possibility is to grant a central authority the right to make transfers across
communities. Such an authority would then determine what the socially optimum
distribution of population was, and levy taxes and subsidies to achieve this optimum
distribution. In the general case, the central authority would attempt to achieve the
equilibrium condition given in (9.9). This requires a tax equal to

∑n
i=1 	U i

A on
community A if A is the community that is, or would become, too large, and a
subsidy equal to

∑m
i=1 	U i

B to community B if it would lose population. If the only
difference between the two communities were the level of rental income, the policy
would be simple to implement. The central authority would levy a tax on rental
income in the community with higher initial rental income and offer a subsidy to
the community with lower rental income to bring about equal rental incomes and
populations in both communities.8

Alternatively, Pareto optimality can be achieved in a decentralized way, by grant-
ing each community the right to tax immigration and emigration. If the externalities
for community A from immigration were positive, it could offer a subsidy to new-
comers equal to

∑
	U i

A and levy an identical tax on emigration. If B did the
same, all individuals would be forced to internalize the external costs their moving
entailed, and Pareto efficiency would be obtained.9

Although these alternatives have identical efficiency outcomes, they differ both in
spirit and in their equity properties. The latter weds Tiebout’s decentralized voting-
with-the-feet with the theory of exclusive clubs to produce a decentralized solution
to the population allocation problem. The enactment of such a system of taxes
and subsidies by local communities immediately provides communities favored by
natural characteristics, population size, income, and so on with a valuable property
right, which they exercise by taxing members outside their community (i.e., those
who would have entered in the absence of the tax-subsidy scheme). The centralized
solution vests the entire population with a property right in both communities and
achieves allocational efficiency by taxing all members of the favored community
to subsidize the disfavored community.

8 Flatters et al. (1974) and McMillan (1975).
9 Buchanan (1971) and Buchanan and Goetz (1972).
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The difference in policies can be most easily seen by considering again our rent
example but assuming that individual rents are not tied to given individuals, but
are locational rents accruing to all residents of a given community. Granting the
right to tax migration into the community with higher rents to its residents would
allow them to achieve permanently higher utility levels than would be achieved in
the less-favored community. Those who were lucky enough or quick enough to be
born or move into a geographically more desirable area would forever be better
off than those left in the less desirable areas. In contrast, the centralized solution
would equate utility levels across communities by taxing the higher rent areas and
subsidizing the low-rent ones.

Even when rental incomes are tied to individuals rather than locations, Tieboutian
revelation of preferences coupled with local taxes and subsidies can raise equity
issues. As noted earlier, a community can always be made better off by admitting
someone whose rental income is high enough. Once a community has reached
its optimal size for sharing the costs of public goods, it might adopt a policy of,
say, admitting only new members who bring with them a rental income above
the average. This can be accomplished by establishing zoning requirements on lot
sizes and apartment dwellings that effectively screen out those with incomes below
a given level. The mobile individual, on the other hand, is better off joining a
community with greater rental income than he receives. The intersection of these
two strategies could be a sorting out of individuals into communities of equal rental
incomes. The identical incomes and preferences assumption that Buchanan assumed
for convenience in initiating the study of clubs is a plausible outcome to a Tieboutian
search for optimum communities (Buchanan and Goetz, 1972; Epple and Romer,
1991).

9.4* Clubs and the core

The preceeding discussion raises three issues with regard to the global properties
of a world of clubs and voting-with-the-feet preference revelation: (1) whether
an equilibrium distribution of the population among the clubs (communities) ex-
ists, (2) whether any equilibrium that occurs is Pareto efficient, and (3) what the
redistributive-equity properties of the outcomes are. To further illustrate these issues
we consider a simple example first presented by Ellickson (1973).

Assume that each individual i has the hyperbolic utility function ui = xi g defined
over private good x and public good g. Each individual in a club consumes the same
quantity of g. Since ∂ui/∂xi = g, the marginal utility of the private good is the
same for all individuals within a club. We are working with transferable utility in x .

The unit costs of providing the good g to clubs of size 1, 2, and 3 are, respectively,
a, b, and c. If a = b = c, we have a pure public good. If a = 1/2b = 1/3c we have
a pure private good. If the good is a pure public good, the optimal club size is the
population. If it is a pure private good, optimal club size is one. We assume a public
good with congestion costs so that

a < b < 2a

b < c < (3/2)b.
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Consider first the quantity of g chosen and utility level obtained when an individ-
ual acts alone. Let wi be i’s wealth. We maximize ui subject to the budget constraint
wi = xi + ag; that is,

Li = xi g + λ(wi − xi − ag). (9.13)

Maximizing with respect to g and xi ,

∂Li/∂g = xi − λa = 0 (9.14)

∂Li/∂xi = g − λ = 0. (9.15)

Solving for xi ,

xi = ag. (9.16)

From the budget constraint and (9.16)

wi = xi + ag = 2ag, (9.17)

from which

ag = wi

2
(9.18)

and

ui = xi g = ag2 = w2
i

4a
. (9.19)

Equation (9.19) gives the security level of utility for any individual i , the level of
utility i can achieve acting alone. No individual joins a club or community unless
she can secure a utility of at least w2

i /4a.
Let us now derive the conditions under which a club of two forms. The

Samuelsonian condition for Pareto optimality requires that the sum of the marginal
rates of substitution (MRS) for the two club members equals the marginal cost of
the public good; that is,

MRSi + MRS j = b. (9.20)

Now

MRSi = ∂ui/∂g

∂ui/∂x
= xi

g
, (9.21)

so that

xi

g
+ x j

g
= b (9.22)

or

xi + x j = bg. (9.23)

The combined budget constraint for the club is

wi + w j = xi + x j + bg. (9.24)
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From (9.23) and (9.24) we obtain the Pareto-optimal quantity of the public good for
a club of two.

g = wi + w j

2b
. (9.25)

To be induced to join a club of two, each individual must achieve a utility level of
at least what she can achieve acting alone. From (9.24) we can write i’s utility as

ui = xi g = (wi + w j − x j − bg)g = (wi + w j )g − bg2 − x j g. (9.26)

Now x j g is j’s utility. If we set that at w2
j/4a, the minimum level j is willing to

accept and be in the club, then whether a club of two forms can be determined by
seeing whether i’s utility in the club exceeds her security level, that is, whether

ui = (wi + w j )g − bg2 − w2
j

4a
≥ w2

i

4a
. (9.27)

Using (9.25) to replace g and some algebra yields

(wi + w j )2

b
≥ w2

i + w2
j

a
(9.28)

as the necessary condition for a club of two to form. Whether a club forms depends
on the respective wealth of i and j and the relative costs of supplying g in the two
contexts. To see what is involved, assume that w j = αwi , where 0 ≤ α ≤ 1. Then
for (9.28) to hold the following condition must be satisfied:

1 + 2α + α2

1 + α2
≥ b

a
. (9.29)

Both sides of (9.29) lie in the range between 1 and 2, but the lower α is, the
lower the left-hand side of (9.29) is. For a club of two to form, j’s income must
be sufficiently high relative to i’s to allow her share of the costs of g to be large
enough to compensate i for the crowding effect j’s joining the club has (i.e., b’s
being greater than a).

The condition for the Pareto-optimal provision of the public good to a club of
three requires that

g = wi + w j + wk

2c
. (9.30)

In a manner analogous to the above demonstrations, one can show that the value
of a coalition of three, V (i jk), is (wi + w j + wk)2/4c. For the grand coalition to
form, (9.31) and (9.32) must be satisfied:

V (i jk) ≥ V (i) + V ( j) + V (k)

V (i jk) ≥ V (i j) + V (k)
(9.31)

V (i jk) ≥ V ( jk) + V (i)

V (i jk) ≥ V (ik) + V ( j)
(9.32)
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where V (i) = wi 2/4a, and V (i j) = (wi + w j )2/4b. Suppose now that i and j have
the same incomes, and k’s income is α fraction of i’s; that is,

wi = w j = w

wk = αw .

Consider just the implications of (9.32). Note first that an outcome in which i and j
form a club dominates an outcome in which either i or j plays alone and the other
forms a club with k:

V (i j) + V (k) ≥ V ( jk) + V (i) = V (ik) + V ( j) (9.33)

since

(2w)2

4b
+ α2w2

4a
>

(1 + α)2w2

4b
+ w2

4a
(9.34)

if b/a < 2 and α < 1. Thus, if only a club of two forms, it will be the wealthier two
individuals that form the club. For the poorer k to be admitted, (9.35) must hold:

(2 + α)2w2

4c
>

4w2

4b
+ α2w2

4a
. (9.35)

The smaller c is relative to b and a, and the larger α is, the more likely (9.35) is to
be satisfied. The poorer k will be invited to join the club by i and j if her income is
high enough.

Now assume that α = 1/3, a = 1, b = 3/2, and c = 2. Given these parameter
values, (9.35) does not hold and a club of three does not form. A club of the two
wealthier individuals will form, however, since 4w2/4b > 2w2/4a with b = 3/2
and a = 1. If the two wealthier individuals can both form a club and keep k out,
they will. If, however, it is not possible to prevent individuals from moving into the
community, k may choose to do so. Whether she chooses to join the community
will depend on her assigned tax share once there. If, for example, the community
were required to finance g by charging all members the Lindahl tax price for g, k
would be better off in the community than if she remained outside and provided g
for herself. Her Lindahl tax price is her MRS, which is xk/g. Thus, from the budget
constraint,

wk = xk + xk

g
· g (9.36)

or

xk = wk/2. (9.37)

Half of k’s income goes to pay for g, and half is left for private good consumption.
Given her Lindahl tax share, her utility in the community of three is

uk = xk g = αw

2

(2 + α)w

2c
= 7

72
w2, (9.38)
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while playing the game alone she has only

uk = α2w2

4a
= w2

36
. (9.39)

Thus, k will choose to join the community if she can, even though the aggregate util-
ity of the community is lower with her in it than it is when she is outside it. It should
also be obvious that k could choose to move to the richer community even if she left
behind other k’s who were made worse off by her departure from their community.

Even though the club of three provides lower aggregate utility than the club of
two plus k playing the game alone, the effective redistribution from the richer two
members to the poorer one when g is provided to all three members and financed at
Lindahl tax prices makes her entry into the community to her advantage. We witness
here exactly the same kind of Pareto-inefficient redistribution that we observed in
Chapter 5 when a pure private good was provided to a community at equal quantities
as if it were a public good and financed at Lindahl tax prices.

The Pareto inferiority of the club-of-three solution in this example implies that i
and j would be better off bribing k to stay out of the community if her entry requires
that she be charged only the Lindahl tax price for g. They even would be better off,
of course, if they could prevent her from entering by forcing her to pay more than
her Lindahl price, by charging her an entrance fee, or by some other institutional
device (e.g., a zoning requirement).

Finally, we show that when the grand coalition is not in the core, no core may
exist, even though a coalition of two can provide its members with higher utilities
than when they play alone. Assume wi = w j = wk = w . Let a, b, and c be such that

V (i jk) = (3w)2

4c
<

4w2

4b
+ w2

4a
= V (i j) + V (k) >

3w2

4a

3w2

4a
= V (i) + V ( j) + V (k).

(9.40)

At least one member of the i − j coalition must pay at most her Lindahl tax
price so that this individual’s utility is at least

ui = w

2
· 2w

2b
= 2w2

4b
. (9.41)

But (9.40) implies that

4w2

4b
>

2w2

4a
= 2V (k). (9.42)

Thus, a member of the i − j coalition who pays at most her Lindahl tax price must
have higher utility than the individual left outside of the coalition. The outside
individual k must be able to offer the member of i − j paying at least the Lindahl
tax price a more attractive proposal to form a two-person coalition and i − j cannot
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be sustained. We have here precisely the same kind of instability we confronted in
Chapter 2 in the presence of multiple externalities (Aivazian and Callen, 1981).

9.5 Voting-with-the-feet: empirical evidence

In the Tiebout model rational individuals exit communities offering less attractive
public goods–tax packages in favor of those providing more attractive packages.
Three sets of testable implications follow from this assumption: (1) individuals do
move in response to local government expenditure–tax offerings, (2) this migration
process sorts people into groups of homogeneous tastes consuming the bundles of
public goods of their choice, and therefore (3) individuals are more satisfied with
their local public goods–tax packages where Tiebout sorting takes place.10

With respect to the first implication, numerous studies have found that both the
levels of local public services and tax rates influence whether a family moves,
and the choice of community into which it moves.11 For example, an examination
of responses to survey questions in the Columbus, Ohio, area in 1966 indicated
a significant correlation between individual perceptions that there were problems
facing the neighborhood and intentions to move (Orbell and Uno, 1972). Moreover,
there was a greater tendency in urban areas to resort to exit instead of voice than
there was in the suburbs. Individuals appeared to feel that voice is a more effective
option in suburbs than it is in the city. John, Dowding, and Biggs (1995) report that
a fifth of those who changed jurisdictions in the London area gave tax rates as an
important factor in their decision to move.12

While the wealthy move away from high taxes, the poor move toward high
welfare payments (Gramlich and Laren; 1984; Blank, 1988; Cebula and Koch,
1989; Cebula, 1991). So systematic is this migration, that state governments take it
into account when setting welfare payment levels. A state that has large numbers of
poor people living in its neighboring states sets a lower level of welfare payments
(Smith, 1991).13

A particularly well-suited group for testing the Tiebout hypothesis is the elderly,
since their incomes are typically from nonwage sources and thus their choice of
residence is not likely to be dependent on characteristics of the job market. Cebula
(1990) found that the elderly were significantly more likely to move to states that
did not have an income tax. Results of Conway and Houtenville (1998), however,
paint a much more complicated picture. They attempt to account for both the tax
incentives that the elderly have to move from one state to another, and for the gov-
ernment expenditure incentives. Their results for out-migration generally support
the predictions of the Tiebout model. Elderly citizens are more likely to leave states
with high tax shares and high prices for public services. High property taxes appear

10 A fourth possible implication, that housing values are bid up in high expenditure/tax communities (Oates,
1969) is more problematic and is not reviewed here. See, however, Edel and Sclar (1974); Hamilton (1976);
and Epple, Zelenitz, and Visscher (1978).

11 For a review of the literature up to 1979, see Cebula (1979). For updates, see Cebula and Kafoglis (1986) and
Dowding, John, and Biggs (1994).

12 See also the additional evidence presented by Dowding and John (1996).
13 For a review of this literature with additional references see Brueckner (2000).
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Table 9.1. Frequency distribution of income homogeneity indexes, Los Angeles county
municipalities, 1950, 1970

0.333–0.339 0.340–0.349 0.350–0.369 0.370–0.379 0.400+ Total

1950 25 5 5 3 4 42
(0.60) (0.12) (0.12) (0.07) (0.010) (100)

1970 (old cities) 9 13 11 4 5 42
(0.21) (0.31) (0.26) (0.10) (0.12) (100)

1970 (new cities) 1 9 12 1 7 30
(0.03) (0.30) (0.40) (0.03) (0.23) (100)

1970 (all cities 12 22 23 5 13 75
including 3 old
1950 cities for
which 1950 data
were missing)

(0.16) (0.29) (0.31) (0.07) (0.17) (100)

Note: Percentages in parentheses.

Source: Miller, Cities by Contract, Cambridge, MA: MIT Press, 1981, p. 134.

to be a particularly strong stimulus to exit a state. Conway and Houtenville’s results
for in-migration do not support the Tiebout hypothesis, however. The elderly tend to
move into states that have much the same characteristics as the ones that they leave.
Factors other than the composition and efficiency of the public sector across states
appear to determine the elderly’s choice of a new home, once they choose to move.14

As in so many areas, California has led the world in the increasing trend toward
greater mobility, with Los Angeles being the archetypical late-twentieth-century
city. If the Tiebout process succeeds at sorting people into more homogeneous local
communities, then the effects of the process should be apparent in Los Angeles.
They are.

Gary Miller (1981, chs. 6 and 7) computed Herfindahl-like indices of income
inequality (the sum of the squares of the percentages of the population in different
income strata) for municipalities in Los Angeles County in 1950 and 1970. Since
he used only three income strata, complete income heterogeneity would imply an
index of 0.333, while complete homogeneity (all residents in the same income
strata) would imply an index of 1.0. In 1950, 60 percent of the 42 cities for which
data were available were virtually indistinguishable from the maximum degree of
heterogeneity, and from Los Angeles County as a whole (index = 0.335) (see
Table 9.1). Only 10 percent of 1950 municipalities fell into the most homogeneous
category (0.400+).

The distribution of indices in 1970 shifted distinctly toward greater homogeneity,
with only 16 percent of the municipalities in the most heterogeneous category and
17 percent in the most homogeneous category, even though Los Angeles County

14 Part of the explanation for the inconsistency between Conway and Houtenville’s results and the Tiebout hy-
pothesis may be due to the level of aggregation of their analysis. States with high property taxes and levels of
public services may on average attract individuals who make desirable neighbors. The local communities in
which the elderly locate in these states may, however, have low education expenditures and property taxes. The
elderly’s choice of a new home may also simply be dominated by nonpublic-sector factors like the desire to be
near children or grandchildren.
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as a whole remained heterogeneous in income in 1970 (index = 0.334), as it was
in 1950. Perhaps the strongest evidence that the Tiebout process does result in in-
creased income homogeneity comes from the 30 newly created municipalities. To
the extent that new municipalities come into existence to satisfy demands unmet by
existing communities, their composition should accord most closely, in an age of
high mobility, with the Tiebout hypothesis. Only 1 of the 30 newly created munic-
ipalities had income heterogeneity comparable to that of the entire county; almost
one-fourth of the new municipalities fell into the most homogeneous category. In
Miller’s study, it appears to be largely a common preference for lower taxes and
the avoidance of the redistributive outlays of the larger, older cities that drives the
formation of new, suburban communities. Miller also presents evidence of increas-
ing racial homogeneity within, and increasing heterogeneity across Los Angeles
municipalities between 1950 and 1970.

Grubb (1982) also documents Tiebout sorting in the Boston metropolitan area,
and Hamilton, Mills, and Puryear (1975) find less inequality of income within
Standard Metropolitan Statistical Areas (SMSAs), the greater the number of school
districts from which citizens can choose, and in general a better fit to Tiebout-model
variables for suburban than for central city observations. Similar results have been
reported by Eberts and Gronberg (1981). The Tiebout process is again found to
work as predicted, and in so doing to produce less dispersion of incomes within the
local polity.

Using a much longer time span than all the other studies, Rhode and Strumpf
(2000), however, have found evidence of decreasing heterogeneity across commu-
nities using several measures of heterogeneity. Their work suggests that additional
factors beyond mobility affect intra- and intercommunity heterogeneity over the
very long run.15

Corroborative evidence of a different kind has been presented by Munley (1982)
and Gramlich and Rubinfeld (1982a). Tiebout sorting should be more complete the
greater the number of different political jurisdictions in which a mobile citizen can
choose to live. Consistent with this prediction is Munley’s finding that the dispersion
of voter demands for education in Long Island, New York, decreased as the number
of school jurisdictions in a geographic area increased. Similarly, Gramlich and
Rubinfeld find a smaller residual variance in expenditure demands in the Detroit
metropolitan area than in other parts of Michigan where a smaller number of local
communities are available to the citizen.

Implicit in the Tiebout process is the assumption that when citizens with ho-
mogeneous preferences form a community, the community supplies the level of
expenditures that these citizens demand, and thus that the citizens are more satis-
fied with the bundles of local public goods, which they consume. This part of the
Tiebout model is supported by Gramlich and Rubinfeld’s (1982a, p. 556) finding
that two-thirds of Detroit metropolitan area voters surveyed wished to see no change
in government expenditures, and the average desired change was only −1 percent.
Although the percentage of voters desiring no change in expenditures (60 percent)

15 Stein (1987) also offers equivocal evidence regarding Tiebout sorting.
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was high throughout the rest of Michigan, that this percentage is lower than for
Detroit suggests that the greater number of communities in which Detroit metropoli-
tan area residents can choose to reside allows them to locate in communities that
better provide them with the level of expenditures they demand.

Gramlich and Rubinfeld’s findings are corroborated by Ostrom (1983) and
Mouritzen (1989), who both report that citizens express greater satisfaction with
local public services in urban areas with larger numbers of local jurisdictions.
Brueckner’s (1982) evidence that property values in 54 Massachusetts commu-
nities suggested neither an over- nor underprovision of local public goods provides
still further support for the Tiebout hypothesis.

9.6 Voluntary association, allocational efficiency,
and distributional equity

Wicksell’s voluntary exchange approach achieves allocational efficiency by impos-
ing a unanimity rule on the polity so that each collective decision must benefit all
before it can pass. The approach assumes from the beginning that a predefined polity
and citizenry exist.

The theory of clubs and voting-with-the-feet seek to determine a Pareto-optimal
distribution of public goods through the voluntary association of individuals of
like tastes. Here the dimensions of the polity and citizenship are outcomes of the
“voting” process. These processes generally achieve Pareto optimality by grouping
individuals into clubs and polities of homogeneous tastes. In the extreme, they
satisfy Kramer’s (1973) severe condition for consistent majority rule decisions, that
all individuals have identical indifference maps, through the imposition of a silent
unanimity rule.16 These processes can realistically be assumed to come close to
satisfying this goal, when, relative to the size of the population, (1) the number of
public goods is small and/or (2) the number of distinct preferences for combinations
of public goods is small. Since the task of public choice is the revelation of (differing)
individual preferences for public goods, club formation and voting-with-the-feet,
in part, solve the public choice problem by limiting its scope.

Despite these qualifications, the ability to exclude some individuals from the
benefits of a public good remains a potentially powerful mechanism for revealing
individual preferences. If A seeks the construction of tennis courts and B a golf
course, then in a community in which all must consume the same bundle of public
goods, and preferences are revealed by voting, regardless of what the eventual
outcome is, it is likely to involve nonoptimal quantities of at least one good for one
of the voters. This voter, say, A, is then worse off than she would have been had B
also preferred tennis to golf and was willing to bear a larger share of this sport’s
costs. If A were incumbent to the community and B outside, A would clearly prefer
that others with preferences closer to hers join the community, and, if it were in her
power might discriminate in their favor over B.
16 See also McGuire (1974), and on the relationship between voting-with-the-feet and the unanimity rule, see

Pauly (1967, p. 317).
In Frey and Eichenberger’s (1995, 1999) proposal it is not citizen mobility that drives competition across

communities, but the entry and exit of political units in a federalist system.
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None of this is very troubling if the public goods are tennis and golf, and the
polities private clubs. No one objects too strenuously to a tennis club’s restricting
membership to those who want to play tennis. But the implications are less comfort-
ing for more general definitions of public goods. As we have seen, when individuals
have positive income elasticities of demand for public goods, they can benefit from
being in a community with incomes higher on average than their own from the
additional units of the public good it provides. Even when each individual is taxed
her marginal evaluation of the public good – that is, the Lindahl price – an effective
redistribution from rich to poor occurs through the egalitarian distribution of the
public good that of necessity occurs when rich and poor consume it together. But
one’s income elasticity of demand can be regarded as a sort of “taste” for a public
good. If the incumbent membership of a local polity is free to exclude new members,
then one can expect a sorting out of individuals into local polities of identical tastes
and incomes, thus thwarting the possibility for this type of redistribution.

Wicksell assumed that voting on allocational issues took place following the
determination of a just distribution of income. The same assumption could be made
to support a voluntary association solution to the public good problem. But here
it must be recognized that the voluntary association approach is likely to affect
the distribution of income, while revealing preferences for public goods. A given
distribution of private incomes might be considered just when individuals reside
in communities of heterogeneous income strata, so that the relatively poor benefit
from the higher demands for public goods by the relatively well-to-do. The same
distribution of income might be considered unjust if individuals were distributed
into communities of similar income and the relatively poor could consume only
those quantities of public goods which they themselves could afford to provide.

The latter is the logical outcome of the voting-with-the-feet process, and one that
is coming to pass. If the resulting distribution from this process were thought to
be unjust, one could correct it by making transfers across communities, but here
one runs directly into the issue of the proper bounds of the polity and the rights of
citizenship.

In a federalist system there are two possible ways to view citizenship. Primary
citizenship can reside with the local polity, and the central polity can be thought of
as a mere union or confederation of the local polities with certain powers delegated
to it. Conversely, primary citizenship can reside with the central state, with the local
polities being merely administrative branches of the central government and having
powers delegated from above. Under the first view of the polity, it would seem that
the rights of the local polity to define its own citizenship and to pick and choose
entrants would dominate the right of citizens in the larger confederation to migrate,
free of hindrances, to any local polity. Here we see a direct clash between two of the
conditions for achieving a decentralized, efficient allocation of public goods: the
full mobility assumption, and the right of the local polity to tax and subsidize migra-
tion. If primary citizenship lies with the central state, then presumably individuals
would be free to enter and exit local communities without incurring locally imposed
penalties. Equity issues would be viewed from the perspective of the central polity,
and it would be free to engage in intergovernmental transfers.
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The same distinction exists with respect to clubs. The freedom to form volun-
tary associations can be regarded as one of the basic rights of the individual. To
exercise this right in an optimal way, club members must be free to determine
the quality and quantity characteristics of the excludable public good supplied to
themselves and the size of the club’s membership. When the supply functions for
excludable public goods and the size of the population allow for the formation of
many, individually optimally sized clubs, voluntary club formation can achieve a
Pareto-optimal allocation of resources across the whole community. The outcome
is entirely analogous to the Pareto-optimal allocation of resources that voluntary
actions in the market achieve when large numbers of buyers and sellers exist. In-
deed, firms are merely clubs of factor owners formed to achieve economies of joint
supply in production, where the clubs discussed in this chapter arise to achieve
economies from joint supply in consumption. Once again as in the market, how-
ever, when technology and population size combine to yield but a small number
of optimally sized clubs, the independent utility-maximizing decisions of individ-
uals may not achieve an outcome that is optimal from the perspective of the entire
community.

In Chapter 2 we argued that the state emerges as a low-transaction-cost institution
for achieving the cooperative agreements necessary for Pareto optimality in the
presence of public goods and externalities. By extension, clubs, local polities, and
the whole federalist institutional structure of the state might be formed to minimize
the transaction costs of making collective decisions (Tullock, 1969; Breton and
Scott, 1978).17 But the discussion of this chapter reveals that the creation of new
political jurisdictions within the state, the assignment of functions and revenue
sources to different units, and the definition of citizen rights within a federated state
raise issues that go beyond transaction costs savings and allocative efficiency. They
go to the heart of the normative characteristics of the polity.

9.7 The theory of revolution

When neither the ballot nor the feet constitute adequate modes of expression, there
is still Chairman Mao’s barrel of the gun. One might expect to find more said about
revolutions than has been the case, given their role in real-world politics. For the
public choice analyst, the puzzle of revolutions is why individuals participate in
them, and thus why they ever occur.

Consider the decision of individual i as to whether to participate in a revolution in
her country, and if so how much time to contribute. She is unhappy with the present
regime and anticipates benefits of βi should the revolution succeed and a new order
be imposed. The probability of this occurring is a function of the time i contributes
to the revolution, tir , and the time all other citizens contribute, Oir = ∑

j �=i t jr . Call
this probability π (tir , Oir ). In addition to the gains, should the revolution succeed,
i may receive personal pleasure from participating in the revolutionary movement,
whether it succeeds or not, Pi (tir , Oir ).

17 By further analogy, clubs of factor owners (firms) arise to minimize transaction costs in production (Coase,
1937).
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Against these benefits the costs of participation must be weighed. Should i be
caught and punished, she faces a fine or imprisonment promising a utility loss Fi .
The probability that she will be caught, Ci , is a function of the time she devotes
to the revolution, tir , the time others devote, Oi , and the resources expended by
the regime to crush the revolution, R, that is, Ci (tir , Oi , R) with expected partial
derivatives

∂Ci

∂tir
> 0,

∂Ci

∂Oi
< 0,

∂Ci

∂ R
> 0.

In addition, by devoting time to the revolution, i foregoes income. If w is the market
wage, then this opportunity cost is wtir .

The expected benefits from participating in the revolution are then

Ei = βiπi (tir , Oir ) + Pi (tir , Oir ) − Fi Ci (tir , Oi , R) − wtir . (9.43)

Maximizing (9.42) with respect to tir , we obtain

βi
∂πi

∂tir
+ ∂ Pi

∂tir
= Fi

∂Ci

∂tir
+ w (9.44)

as the condition i must satisfy when determining her optimal level of revolutionary
activity. The marginal expected gain in public good benefits (βi ) from an extra hour
of participation plus the marginal personal enjoyment must equal the added risk of
being caught when spending another hour in the revolution plus the foregone wage
from not having worked that hour.

With Oi large, the change in both πi and Ci from an additional hour of participa-
tion for the average person will be negligible. Whether someone participates or not,
and if so to what degree, thus depends almost solely on the purely personal satisfac-
tion from participation in the revolutionary movement weighed against the foregone
income from taking time away from market activity (Tullock, 1971a, 1974), a result
resembling that in the voting literature.

For the average citizen, the benefits from the revolution’s success are the pure
public good benefits from living under one regime rather than under another. But for
a few, βi represents the benefits from a position in the new government formed after
the revolution. For these leaders, both βi and ∂π/∂tir may be much larger than for
the average individual. Thus, it is easier to explain the participation of the leaders
of a revolutionary movement using a rational choice model than the participation of
the rank and file (Silver, 1974; Tullock, 1974). Note, however, that for the leaders,
Fi and ∂Ci/∂tir may also be higher. Under a rational choice theory, leaders of a
revolution are like entrepreneurs in the theory of the firm, risktakers with extreme
optimism regarding their ability to beat the odds.

The marginal effect of an average individual’s contribution to the revolution’s
success should fall with the aggregate contributions of others, Oi . This free-rider
effect will lower tir (Olson, 1965; Austen-Smith, 1981a). But there is also safety
in numbers. The marginal risk of being caught, ∂Ci/∂tir , may also shift downward
with an increase in the revolutionary activity of others, thereby encouraging more
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revolutionary participation (Gunning, 1972; DeNardo, 1985). The personal rewards
from participating in the revolution may also be characterized by a bandwagon
effect and rise as others join the movement. Thus, participation levels could be
characterized by increasing or diminishing returns to scale.

An increase in the resources devoted to crushing the revolution should lead to an
increase in the marginal probability of getting caught, and thus discourage partici-
pation. Participation should be lower the higher the pecuniary costs, w .

Although the rational behavior approach to revolutionary activity gives some
insights into why revolutions occur, it does not generate a rich harvest of testable
implications. It does appear, however, that a revolution’s success is greatly affected
by the resources that the regime devotes to stopping it and thereby to curbing
participation (Silver, 1974; DeNardo, 1985).

Perhaps the most distinctive implication of the theory is the prediction that par-
ticipation declines with the wage rate. Austen-Smith (1981a) also has shown that
it declines with a reduction in uncertainty about the wage if participants are risk
averse. Tests of these implications by Finney (1987) indicate that the number of
deaths from political violence in a country is negatively related to both the level and
growth in national income, and is positively related to the standard deviation of the
growth rate (a measure of uncertainty).

Although results such as Finney’s are encouraging, it is yet to be seen how far
a rational behavior model can go in explaining such extreme behavior as occurs
in revolutions. Just as with the voluntary provision of a public good, the optimal
choice for most rational individuals, when a meeting is called to stage a revolution,
is to stay home (Olson, 1965; Dixit and Olson, 2000). Nevertheless, these models
fill an analytical gap in the public choice literature. In a closed polity, an individual
is always in danger of being “exploited” or “tyrannized” by a majority or minority
of her fellow citizens. Her choices in such situations are to continue to rely on voice
in the hope that the outcomes will change, to seek a new polity by migration, or to
create a new one by revolution. The goal of public choice theory must be to explain
all three choices.
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CHAPTER 10

Federalism

Everyone knows that a great proportion of the errors committed by the State legisla-
tures proceeds from the disposition of the members to sacrifice the comprehensive
and permanent interest of the State, to the particular and separate views of the
counties or districts in which they reside. And if they do not sufficiently enlarge
their policy to embrace the collective welfare of their particular state, how can it
be imagined that they will make the aggregate prosperity of the Union, and the
dignity and respectability of its government, the objects of their affections and
considerations? For the same reason that the members of the State legislatures will
be unlikely to attach themselves sufficiently to national objects, the members of
the federal legislature will be likely to attach themselves too much to local ob-
jects. The States will be to the latter what towns and counties are to the former.
Measures will be too often decided according to their probable effect, not on the
national prosperity and happiness, but on the prejudices, interests, and pursuits of
the governments and people of the individual States.

The Federalist (James Madison)

In Part III we examine the properties of the different institutions of representa-
tive government that have been devised to supplement or replace direct democ-
racy as a means of representing individual preferences. We begin with the United
States’s contribution to the evolution of representative government – federalism –
because it is in some ways related to the theory of clubs reviewed in the preceding
chapter.

10.1 The logic of federalism

10.1.1 The assignment problem

Imagine a polity of nine persons divided into three local communities with three
persons each. There are two public goods to be provided, GL and G F , where G F is a
public good like national defense, which when supplied to one community benefits
all, and GL is a public good with localized spillovers, like police protection. Let GL

and G F be single-dimensional public goods, and the nine members of the polity
have single-peaked preferences with ideal points as depicted in Figure 10.1. All

209
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Figure 10.1. Ideal points in a federalist polity.

nine consume G F in equal quantities. Individuals A1, A2, and A3 belong to local
community A, and they consume only the amount GL supplied to their community.
The same is true for the three individuals belonging to B and the three belonging
to C .

Suppose now that the amounts of both GL and G F are decided by the larger
community of nine using the simple majority rule, and that the quantity of GL

chosen by the larger polity is provided to each of the three smaller ones. With
single-peaked preferences and single-dimensional issue spaces, the logic of the
median voter theorem applies, and the quantities of both GL and G F provided
correspond to the ideal point of the median voter in the polity of nine, B2. Because
G F has the properties of a pure public good for the larger community of nine, any
quantity of GL and G F chosen must be consumed by all nine citizens and, given that
the simple majority is used to select this quantity, the amount B2 can be regarded as
the optimum. But the public good properties of GL allow different quantities of it to
be provided to each of the three local communities. It is obvious from the location of
the ideal points in Figure 10.1 and the assumption of single-peaked preferences that
the members of community A can all be made better off if a smaller quantity of GL

than B2 is supplied, and the members of C will be better off with a larger quantity.
Such quantities will be chosen if each local community can choose its own quantity
of GL using the simple majority rule. Thus, a superior institutional arrangement
to having the quantities of both GL and G F decided by the larger community is
to assign the authority to decide G F to the larger community, and the authority to
decide GL to the three smaller ones. Having done so, one has created a federalist
state.

A federalist state has two salient properties: (1) separate and overlapping lev-
els of government exist and (2) different responsibilities are attached to the dif-
ferent levels of government. The polar case of a federalist system would have
specific authorities for different activities assigned to each level of government,
with each level able to determine both the expenditure levels for the activities as-
signed to it, and the taxes to cover these expenditures. No federalist country fits
this polar case, however. In the United States, for example, primary responsibility
for law enforcement lies with state and local levels of government, but Congress
has passed laws governing certain criminal offenses, and federal police – like the
FBI – often duplicate or assist the activities of state and local police. In many
countries commonly thought of as federalist states, like the Federal Republic of
Germany, regional and local levels of government have very limited authority to
levy their own taxes, and thus are limited to allocating funds raised by and trans-
ferred to them by the central government. Nevertheless, all countries that are gen-
erally regarded as federalist in structure exhibit these two salient features to some
degree.
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A normative justification for the state is to provide public goods and resolve
market failures and social dilemmas. The extension of this logic to a political
community composed of states within states would determine the bounds of each
governmental component on the basis of the extent of the spillovers from the public
goods it was assigned, or the size of the community that was caught in a prisoners’
dilemma. If the dimensions of the spillovers from two public goods were identical,
both could be assigned to the same level of government. If, however, no two public
goods had exactly the same geographic spillovers, the optimal federalist structure
would see each public good provided by a different government, each law determined
and enforced by a different government. An individual could easily be a citizen in
thousands of different, overlapping governments.

Quite obviously such a situation could not be optimal. We have run into our old
friend “transaction costs,” and just as the existence of transaction costs ultimately
explains the existence of the state, the existence of transaction costs explains why a
federalist state is optimally composed of a few levels of government with multiple
functions assigned to each level rather than thousands of levels of government with
one task each. Even in a direct democracy, each citizen must incur the costs of
participating in the meetings that decide what actions are warranted. He then must
monitor those who carry out the tasks he has authorized. Replacing direct democ-
racy with representative democracy lifts the burden of actually deciding budgets
and taxes from the citizen to his representatives, but adds the burdens of having to
participate in the process that selects the representatives, and extends the citizens
monitoring duties to both the representatives he has chosen and the bureaucrats who
execute the collective decisions. If citizens are mobile across communities, we must
add in the costs of their having to decide which community to live in, and then of
moving to it. When those who design a federalist system address the assignment
problem, they must balance all of these transaction costs of having multiple levels of
government against the informational efficiencies that arise from having the dimen-
sions of a governmental unit match the benefits this government can provide to its
citizens.

Why then not have a single level of government that decides all issues? The nonop-
timality of this assignment in our example is contingent upon our constraining the
upper level of government to choose the same levels of x for each community. But
there is no reason to impose such a constraint. With freedom to select different GLs,
a proposal to supply A2 of GL to community A, B2 to B, and C2 to C defeats a
proposal to provide B2 of GL to all three communities. The three citizens of B are
indifferent between these two proposals, while the six voters from A and C favor
separate levels of GL . Thus, a single assembly of all citizens assigned responsi-
bility for determining the levels of both local and national public goods could, in
principle, duplicate the outcomes arising when the public goods are assigned to
local communities. The explanation for why the levels of all public goods are not
decided in a single assembly of all citizens (or of their representatives) is again
a matter of transaction costs. Once we expand the list of public goods to include
all local, regional, and national goods, the task that a single assembly would face
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deciding the levels of each bundle of goods for each community would become
mind-boggling.1

10.1.2 Federalism with geographic representation

The discussion so far has assumed that direct democracy is employed at both levels
of government. Let us now assume that representative government is employed at
the higher level of government. Each local community elects one representative to
an assembly of the higher level of government. (The remainder of Part III deals
with representative government, and so we shall not go into the details of how it
functions here, but rather consider simplified versions of it.)

Assume first that the authority to decide the level of G F has been assigned to
the representative assembly of the higher level of government, and that the levels
of GL continue to be decided using direct democracy and the simple majority rule.
Under these assumptions, the quantities of GL chosen in the three communities will
continue to correspond to the ideal points of the median voter in each community, and
can be regarded as optimal, given the constraint of using the simple majority rule.2

Let us assume that representatives are elected using the plurality or first-past-
the-post system. The candidate receiving the most votes wins. If the only issue that
the representative assembly decides is the quantity of G F , then the candidates can
be expected to compete for votes by promising to vote for certain levels of G F , if
elected to the assembly. The issue to be decided is which position along the G F line
the winning representative occupies. The median voter theorem again applies, and
the three elected representatives favor the quantities of G F corresponding to points
A2, B2, and C2. If the representative assembly decides the quantity of G F using the
simple majority rule, B2 is chosen and this system of federalism and representative
government selects the same outcomes as would be chosen under direct democracy
at each level.

Assume now that the representative assembly is also authorized to decide the
quantities of GL . If we again assume that the same quantity of GL must be sup-
plied to each local community, then the outcome under this form of geographic
representation is the same as under direct democracy. Representative A2 favors B2

over any point to its right, representative C2 favors B2 to any point to its left, and
representative B2 favors B2 over all other points, so B2 wins. Geographic represen-
tation in this case produces the same outcome as direct democracy would, and the
same is also true if we allow the quantities of GL supplied to each community to
vary.

1 The classic economic studies linking the characteristics of public goods and transaction costs to the assignment
of tasks are by Tullock (1969), Oates (1972), and Breton and Scott (1978). This literature is reviewed by Inman
and Rubinfeld (1997).

2 The chosen quantities will not in general maximize the sum of the utilities of the communities’ members or the
sum of their consumer surpluses. Thus, by these normative criteria, the chosen outcomes are inferior to, say, those
that would be chosen using the demand-revelation process. The proposition that the outcome corresponding
to the ideal point of the median voter does not maximize the sum of utilities is demonstrated in Chapter 20.
The different normative criteria that one might apply to the collective decision process are the subject matter of
Part V.
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The situation changes, however, once we expand the dimensionality of the issue
set and introduce taxes.

10.2 Why the size of government may be “too large”
under federalism

10.2.1 Logrolling

Assume that we continue to have a single-dimensional issue space as depicted in
Figure 10.1 with the same nine voters as before. A representative assembly has been
elected consisting of three representatives who favor the positions A2, B2, and C2.
The assembly is now free, however, to determine both the spending on the local
public good and the taxes to pay for it. One possible outcome would be to supply the
amounts A2, B2, and C2 of GL to the three communities with tax rates chosen so
that each community’s tax payments just covered its own consumption of GL . But
this outcome would be inferior from the point of the Bs and Cs, say, to one in which
a tax was levied on the As but no GL was supplied to them, and this revenue was
used to pay for GL in B and C . Such an outcome would lower the effective tax rates
that the Bs and Cs would have to pay for GL and G F , and thus would shift the ideal
point of each member of community B and C to the right in Figure 10.1. Thus, their
representatives would favor higher levels of GL in both communities. A coalition
between the representatives of B and C would favor this outcome, therefore, to
one in which each community chooses its own level of GL and pays for it out of
its own taxes. If a coalition between the representatives of B and C could form, it
could impose this outcome, and there would be “too much” GL provided in these
communities relative to the levels that would arise if the provision of GL were the
responsibility of each local government.

This example resembles Tullock’s (1959) example of the overprovision of roads
among a community of 100 farmers, where each farmer is served by one road.
Tullock does not assume the existence of representative government, and the over-
provision outcome might well occur in a direct democracy. The individual citizens
in B and C have just as great of an incentive to discriminate against A as do their
representatives. This sort of discrimination and potential inefficiency is not per se
a product of their being a federalist system and geographic representation; it is
due solely to the use of the simple majority rule. What federalism and geographic
representation are likely to affect is the form that discrimination and redistribution
take, not their existence.

To see this, consider what might occur under the polar alternative to this form
of geographic representation – at-large representation. All voters no matter where
they live must choose from the same list of candidates. Of course, nations consist
of more than nine persons, and their national legislatures have hundreds of seats.
Citizens do not choose among individuals to fill these seats, but among parties. In
an at-large representation system, citizens choose from a list of parties, and several
parties can be expected to win seats in the legislature.3 Let us, therefore, think of

3 The characteristics of multiparty systems are the subject of Chapter 13.



214 Federalism

the citizens as being represented by parties, but continue for simplicity to assume
that there are only nine citizens in the entire polity with preferences for GL and
G F as in Figure 10.1. If we continue to assume that these citizens are separated
geographically into three smaller communities containing the three As and so on,
then it would be reasonable to expect an at-large election to produce three parties –
the A, B, and C parties – with equal numbers of seats in the national assembly. This
allocation of seats can be expected to produce exactly the same outcomes as under a
geographic system of representation. With a geographic distribution of preferences
over the set of collective decisions to be decided, as just described, there is no reason
to expect great differences in the outcomes under at-large representation.

Consider now, however, a different geographic distribution of preferences. Instead
of communities A, B, and C , we have three communities 1, 2, and 3, with citizens
A1, B1, and C1 in community 1; A2, B2, and C2 in community 2; and so on. The
high, medium, and low demanders are dispersed evenly across the country. With
this geographic distribution of preferences over the set of collective decisions to
be decided, geographic representation will lead to the three communities being
represented by individuals who hold the positions B1, B2, and B3. B2 will again be
the quantity of G F chosen. If the quantities of GL are selected in the higher level of
government’s assembly, a coalition between the representatives of two of the local
communities can again be expected to discriminate against the third by, say, taxing
it for GL but not providing it, and instead providing more GL to themselves.

The situation is likely to be quite different under at-large representation, how-
ever. Here one could again expect A, B, and C parties to win seats by promising
to represent the high, medium, and low demanders for GL and G F . A coalition
between two of the parties would now be based on the levels of their demands for
the public goods, and discrimination would likely be against either the high- or the
low-demand groups, depending on which coalition formed. If the differences in the
demands for the public goods were based on differences in incomes, with the Cs
having the highest incomes, then the discrimination and redistribution that would
result under the simple majority rule would be related to an individual’s income and
not her geographic location. Note that under at-large representation, if the levels of
GL in each local community were decided at the national level, a coalition between
the A and B parties would ceteris paribus favor a uniform provision of GL in all local
communities that was between A3 and B1, and thus less than the outcome in two of
the three communities, when they alone are responsible for this decision.4 This is
why the words “too large” are placed in quotation marks in the title of this section.
In a federalist system, the discrimination and redistribution that result when higher
levels of government provide local public goods are likely to result in greater quan-
tities of local public goods being supplied to some communities than would occur
if each local community chose its own quantity, and smaller quantities in others.

This latter conclusion depends on there being the kind of exploitation of the
minority by the majority under the simply majority rule that Tullock described in

4 Baron (1993) presents a model in which the provision of a local public good by the central government can have
equally ambiguous results.
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his farmers/roads example. Some have argued that this sort of discrimination does
not in fact occur. We examine their arguments next.

10.2.2 Universalism

The results of the previous section presume that a winning coalition in the legislature
of the central government exploits the potential inherent in the majority rule and
provides the local public good to only its members and/or provides these goods
using discriminatory tax formulas. This sort of “tyranny” by the majority coalition
has obvious attractions for its members but, given the high probabilities of cycling,
it also has its risks. The representative or party that finds itself in a winning coalition
today may be on the losing side tomorrow. To avoid such risks, several authors have
claimed that legislatures adopt a norm of universalism. Every local community is
supplied any local public that the central government supplies.5

If the legislature of the higher level of government is to choose the levels of
GL for each local community using a norm of universalism, one might expect it
to supply the amounts A2, B2, and C2 if the citizens’ preferences were as depicted
in Figure 10.1. The empirical evidence in support of universalism suggests that
the high demanders have greater influence in the legislature, however (Weingast
and Marshall, 1988; Hall and Grofman, 1990). Thus, instead of the set of outputs
A2, B2, and C2 being provided, A3, B3, and C3 are.

Often the effect of geographic representation seems not to be that a particular
local public good is provided by the central government to each local community,
but that different local public goods are provided. Each representative in the federal
legislature proposes a “pet project” that her constituents would like to see the federal
government finance. The application of the norm of universalism results in all of
their wishes being fulfilled.

Schwartz (1994) presents a model to explain why this comes about. Each rep-
resentative is concerned only about being reelected, and her constituents are only
concerned about their pet projects being provided. The constituents ignore the costs
of these projects, which are spread across the entire federal polity, and the outcome
is that bundles of local public goods get provided by the central government that
individually would have been turned down by their respective local communities.
Too much of each local public good is provided.

10.3 Intergovernmental grants under federalism

One important feature of federalist systems is that one level of government may
not actually provide a public good for another level, but merely transfers money to
it. These intergovernmental grants are usually from the higher levels to the lower
ones, but not always. The European Union’s budget is made up of grants from the 15
national governments of the countries in it. In this section we explore the properties

5 An explanation for universalism that is less dependent on the assumption of selfish utility maximization would
be that members are moved out of a sense of fairness to apply legislation universally. See Weingast (1979), Niou
and Ordeshook (1985), and Weingast and Marshall (1988).
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of such grants. We first look at the normative argument for having such grants, and
then at the empirical evidence relating to their effects.

10.3.1 Intergovernmental grants to achieve Pareto optimality

Intergovernmental grants can improve the allocation of resources when a locally
provided public good has positive externalities. One example of such a public good
is highways. In some federalist systems, like the United States, each regional gov-
ernment is responsible for building and maintaining the roads in its political juris-
diction. In addition to its own citizens using these roads, however, the citizens of
other jurisdictions sometimes use them. To achieve Pareto optimality the demand
for maintenance and construction of these roads should be measured by summing
the demand schedules of all users, whether they are citizens of the jurisdiction or
not. But the political system only records the demands for roads in a given juris-
diction of its own citizens. The demand for roads by all citizens in the country is
underestimated, and the resulting quantity of road services provided is less than the
Pareto-optimal quantity.

In this example, the provision of roads by one community leads to a positive
externality with respect to other communities, and the problem can be investigated
like that of any externality. The problem is exactly like that analyzed in Section 2.6
except that the externality is symmetric. In the case of two communities, A and B,
the amount of the public good, G A, that A consumes equals its own provision of
roads, RA, plus a fraction sA of the amount of roads supplied by B, 0 < sA < 1;
and the same is true for B:

G A = RA + sa RB, G B = RB + sB RA. (10.1)

If all citizens in A have the same incomes, YA, and utility functions, UA(X A, G A),
then they will unanimously agree to construct the amount of roads that maximizes
the following Lagrangian:

L I = UA(xA, G A) + λ(YA − Px xA − Pr RA), (10.2)

where Px and Pr are the prices of the private good X and roads, and G A satisfies
(10.1). Maximization of (10.2) leads to the familiar first-order condition

∂UA/∂G A

∂UA/∂ X A
= Pr

Px
. (10.3)

An analogous condition could be derived for the representative citizen from B (all
Bs also have identical utility functions).

To obtain the Pareto-optimal quantity of roads, we maximize the utility of a
representative A with respect to the four decision variables X A, X B, RA, and RB ,
subject to the constraint that the utility of a representative B is held constant, and
the aggregate budget constraint.

L P O = UA(X A, G A) + λ(ŪB − UB(X B, G B))
+ γ (YA + YB − Px X A − Px X B − Pr RA − Pr RB). (10.4)
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This yields the four first-order conditions:

∂L P O

∂ X A
= ∂UA

∂ X A
− γ Px = 0

∂L P O

∂ X B
= ∂UB

∂ X B
− γ Px = 0

∂L P O

∂ RA
= ∂UA

∂G A

∂G A

∂ RA
− λ

∂UB

∂G B

∂G B

∂ RA
− γ Pr = 0

∂L P O

∂ RB
= ∂UA

∂G A

∂G A

∂ RB
− λ

∂UB

∂G B

∂G B

∂ RB
− γ Pr = 0.

(10.5)

From (10.1) we have

∂G A

∂ RA
= 1,

∂G A

∂ RB
= sB,

∂G B

∂ RB
= 1,

∂G B

∂ RA
= sA. (10.6)

Substituting from (10.6) into (10.5) and rearranging yields (10.7):6

∂UA/∂G A

∂UA/∂ X A
= Pr

Px
− sB

∂UB/∂G B

∂UB/∂ X B

∂UB/∂G B

∂UB/∂ X B
= Pr

Px
− sA

∂UA/∂G A

∂UA/∂ X A
.

(10.7)

Equation (10.3) states the condition that is fulfilled when the representative citizen
from A maximizes her utility ignoring the consequences of this decision for B. An
analogous condition holds for B. Substituting these into (10.7) gives us

∂UA/∂G A

∂UA/∂ X A
= (1 − sB)

Pr

Px

∂UB/∂G B

∂UB/∂ X B
= (1 − sA)

Pr

Px
.

(10.8)

To achieve the Pareto-optimal supply of roads in the two communities a Pigouvian
subsidy must be offered to a community per unit of roads purchased that equals the
proportionate spillovers from its roads onto the other community.

One way to obtain this outcome is for the higher level of government to levy lump
sum taxes on both communities and then offer each of them subsidies in the form of
matching grants. The effects of a matching grant on a local community’s purchases
are illustrated in Figure 10.2. In the absence of any grant the community faces the
budget constraint BB and purchases X0 of the private good and G0 of the public
good. A 50 percent matching grant results in the federal government’s purchasing
one unit of G for every unit of G purchased by the local community and is equivalent

6 Compare the analogous derivation for externalities in equations (2.34) through (2.41).
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Figure 10.2. The effects of matching grants.

to a 50 percent reduction in the price of G to the local community. This shifts the
community’s budget constraint line out to BB′, and it now purchases GMG of the
public good. If G is a normal good, both the substitution and the income effects of
the matching grant cause the amount of G purchased to increase. These two effects
work in opposite directions with respect to its consumption of the private good X ,
however, and the net effect could be a reduction in the amount of X purchased.
Should this occur, the increase in the amount of G brought about by the matching
grant would be greater than the amount of money actually transferred from the
central to the local government. Thus, matching grants are a potentially powerful
way to influence the patterns of spending by local communities.

A second form of intergovernmental grant often employed is an unrestricted or
general grant. As its name implies such grants are unconditional and allow the local
government the freedom to spend the money any way it chooses, including as a tax
expenditure, that is by cutting its local taxes to some or all of its citizens and thereby
allowing them to use some of the grant to increase their private consumption. The
effects of an unrestricted grant are illustrated in Figure 10.3. In the absence of the
grant the community’s budget constraint is BB and it purchases X0 and G0 of the two
goods. The unrestricted grant allows the community to increase its consumption of
the private good by B ′ − B if it offsets all of the grant by a tax cut, or to increase its
consumption of public goods by this amount. The community’s budget constraint
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Figure 10.3. The effects of unconditional and earmarked lump-sum grants.

line shifts out to B ′B ′, and it now purchases GUG of the public good and XUG of the
private good. If both G and X are normal goods, the amounts of each purchased
increase. An unrestricted grant’s only impact on the quantity of local public goods
purchased comes through its income effect, and thus it can be expected to lead to a
smaller increase in the local community’s spending on public goods than a matching
grant.

A third form of intergovernmental grant is an earmarked or specific grant. Ear-
marked grants can only be used to finance the programs for which they are ear-
marked, but they resemble unconditional grants in that they do not constrain the
local government to spend any specific amounts of its own money on these pro-
grams. Thus, specific grants can also provide local governments with the freedom
to reduce their taxes. An earmarked grant does not allow the community to reduce
its consumption of the public good for which it is earmarked below the level of the
grant. Thus, an earmarked grant of the same magnitude as the unrestricted grant
just discussed would shift the community’s budget constraint line out by B ′ − B
from point B on the X axis (see Figure 10.3). The new budget constraint becomes
the kinked line BB′′B ′. If the quantity of the public good that the community would
have purchased in the absence of the specific grant exceeds the amount of the grant,
which is the case in Figure 10.3, then an earmarked grant’s only impact on the
quantities of the two goods purchased also comes entirely through its income effect,
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and the outcome is exactly the same as if there had been no conditions attached to
the grant. If the quantity of the public good that the community would have pur-
chased in the absence of the specific grant is less than the amount of the grant, then
an earmarked grant increases the quantity of the public good purchased up to the
level of the grant. Of the three grants discussed, clearly matching grants give the
central government “the most bang for its buck” in affecting the direction of local
government spending, and thus are most compatible with a “spillovers” rationale
for intergovernmental grants.

An alternative justification for intergovernmental grants is to offset differences in
fiscal capacities across communities. Consider again the example using Figure 10.1,
and assume that the reason community A wishes to purchase less of the two public
goods is that its citizens have lower incomes than in B and C . Following the argument
for Pareto-optimal redistribution presented in Chapter 3, citizens in B and C may
get utility out of transferring money to community A. A proportional or progressive
federal income tax combined with a federal grant to A could thus be a form of
Pareto-optimal redistribution.

If citizens in A prefer smaller quantities of public goods than those in B and C be-
cause they are poorer than the citizens of B and C , then consumption of private goods
in A also will be lower than in the other two communities. If now citizens in B and C
merely wish to raise the welfare of citizens in A through intergovernmental grants,
then they will do so by voting for an unrestricted grant. Such a grant allows citizens in
A to use the funds any way they choose, and thus to allocate these funds between pub-
lic and private goods to maximize their utilities. It is the form of intergovernmental
grant which is most compatible with citizen/consumer sovereignty. Thus, the logic
underlying the optimal form of intergovernmental grant is completely reversed when
the goal is to achieve Pareto optimality – where matching grants are to be preferred
to correct inefficiencies arising from intergovernmental spillovers, unconditional
grants are optimal to eliminate the “interpersonal externalities” that arise when the
residents of wealthy communities contemplate the situation of people in poorer ones.

Sometimes it is argued that intergovernmental grants to poorer communities are
needed, not simply to allow the citizens in these communities to increase their
welfare as best they see fit by expanding their consumption of both private and
public goods, but rather to allow (induce) them to increase their purchases of specific
governmentally provided goods. Citizens in wealthy communities only get utility
out of the additional consumption of certain public goods by a poor community.
One example of such a good might be education. If A must provide education to its
citizens out of its own tax revenues, the median voter favors A2 of education. But
citizens in B and C believe that no child should receive less of an education than
is implied by, say, B2 of education. If such were the case, matching or earmarked
federal grants to local communities for education might be needed to achieve Pareto
optimality.

There are other factors that affect the nature and size of intergovernmental grants,
but many of these are hypotheses about why these grants actually exist, rather than
hypotheses about why they ought to exist. We take them up in the next subsection,
therefore.
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10.3.2 The empirical evidence on intergovernmental grants

The analysis of intergovernmental grants leads to some very clear predictions as to
their effects on local governments’ spending. If a local government’s budget is, say,
5 percent of the income of its residents, and the income elasticity of demand for local
public goods is one, then 5 percent of any block grant to a local government should
wind up as an increase in local government spending, and the rest be allocated to
the private consumption and savings of its residents, since for such an unconditional
grant, only its income effect is at work. This simple prediction has, however, been
consistently disconfirmed in the empirical literature. Local government spending
has been found to increase by anywhere from 25 percent of the size of the grant
to over 200 percent, with the average estimate exceeding 50 percent.7 Money from
the central government transferred to a local government largely “sticks where it
lands” – in the local government’s budget. So consistent is this result that it has
acquired its own name: the flypaper effect.

Such a consistent and dramatic refutation of the predictions of the simple gov-
ernmental grants model has led to a huge literature, which has either reworked the
model to try and get it to fit the data, or reworked the data to try and get them to fit
the model.8 The literature is too vast for us to wade very deeply into it. We content
ourselves here, therefore, with an examination of two explanations for the flypa-
per effect that rely on public choice reasoning, and a brief look at the econometric
criticisms.

One explanation for the flypaper effect is that it is due to fiscal illusion (Courant,
Gramlich, and Rubinfeld, 1979; Oates, 1979) . Tanzi (1980) has traced the concept
of fiscal illusion back to John Stuart Mill and also cites Pareto as a source. But it is
to the Italian economist Puviani (1897, 1903) that credit must go for emphasizing
the importance of fiscal illusion to a positive theory of government (see also the
discussion in Buchanan, 1967, pp. 126–43). The general idea of fiscal illusion is
that there are certain revenue sources of the government that are unobserved or not
fully observed by the citizens. If money from these sources is spent, some or all
citizens benefit from these expenditures, and support for the government increases.
Because the citizens are unaware of the source of these expenditures, they do not
perceive the pain of having either paid higher taxes or foregone a tax cut to bring
about this increase in expenditures. Thus, spending revenue from sources that are
hidden from the citizens’ view by fiscal illusion should increase the popularity of
the government and thus those in government who seek reelection have an obvious
incentive to spend any revenue that is subject to fiscal illusion, and seek revenue that
has this characteristic. With respect to intergovernmental grants the fiscal illusion
argument is that voters do not perceive that these grants are implicitly to them and
not to those in their local government, and thus that all of the money could be

7 The 25 percent figure comes from Gramlich and Galper. Kurnow (1963), the earliest study that Gramlich (1977)
lists in his survey of the empirical literature, estimated increases in local expenditures that were 245 percent of
the size of the grant.

8 For surveys of this literature, see Gramlich (1977), Inman (1979), Fisher (1982), Heyndels and Smolders (1994,
1995), Hines and Thaler (1995), Becker (1996), and Bailey and Connolly (1998).
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given to the voters if those in government chose to do so. The citizens’ ignorance of
the economics of intergovernmental grants leads to fiscal illusion regarding these
grants. This fiscal illusion allows those in the local government to spend a higher
fraction of the grant money than would maximize the voters’ utilities. The local
government exploits this opportunity and the “paradox” of the flypaper effect is
explained.

The preceeding explanation of the flypaper effect relies on the motivation of
elected officers in local government to increase their popularity. A second expla-
nation of the flypaper effect emphasizes the motivation of the unelected officers in
local government who reside in its bureaucracies. Niskanen (1971) has hypothe-
sized that government bureaucrats seek to maximize the size of their budgets. His
theory also relies on information asymmetries, but now it is the elected members of
government who lack information and are exploited by the appointed bureaucrats
who have it.9 An explanation for the flypaper effect based on this theory could run
as follows: the central government provides a grant earmarked for education to a
local government. The grant is less than the local government’s current education
budget, and thus is equivalent to an unconditional grant and should result in only
a modest increase in local education expenditures. Members of the local education
bureaucracy, however, are keen on spending the money and take advantage of the
elected politicians’ ignorance of the costs and benefits of education to convince
them that this money “really is needed to improve the quality of local schooling.” A
large fraction of the grant winds up as an addition to the local education budget.10

The prediction of a modest budgetary impact of intergovernmental grants applies
only to unconditional and (most) earmarked grants. The budgetary impact of match-
ing grants could be large. It is not always easy to determine the nature of the grants
made, however, and thus some matching grants have been included in the empirical
studies that find a flypaper effect. This is one possible empirical explanation for it.

A related explanation is that an earmarked grant may, implicitly, be a matching
grant (Chernick, 1979). When the central government decides to provide a local
community with a grant earmarked for education, it presumably does so because
it wants the local government to spend more on education. If the local government
chooses to use most of the grant to cut taxes and not increase education outlays, the
central government’s objective has not been met. This outcome could significantly
reduce the probability of a similar grant from the central government in the future.
If members of the local government realize this – and if they do not, members of the
central government are likely to make them aware of this danger – they will treat the
earmarked grant as a matching grant and expand their education budget by more
than the amount warranted from the income effect of the grant alone. It is better for
the elected local politicians to obtain money from the central government, even if
they must spend it on education, than not to obtain it at all.

9 Niskanen’s theory is discussed in Chapter 16 along with the related theory of Brennan and Buchanan (1980).
10 Wilde’s (1968, 1971) explanation for the flypaper effect anticipates Niskanen’s model to some extent. Schneider

and Ji (1987) provide empirical support for a bureaucratic power explanation by showing that the extent of
competition between governments, which presumably reduces a bureaucracy’s monopsony power, reduces the
magnitude of the flypaper effect.
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Several criticisms have been made of the econometrics employed in flypaper-
effect estimations. But improving the econometrics alone does not seem capable of
eliminating it.11 Perhaps the simplest, and yet potentially most devastating attack
on the empirical evidence for a flypaper effect is by Becker (1996). She is able to
eliminate the flypaper effect simply by substituting a logarithmic functional form for
the linear one commonly used. In much econometric work, such substitutions have
only modest effects on the conclusions drawn. That it should have such a dramatic
effect in this literature is noteworthy. Pending confirmation of Becker’s findings
with other data sets, however, one still must conclude that a significant fraction of
federal grant money seems to stick where it lands at the local governmental level.12

10.4 Why the size of government may be “too large”
and “too small” under federalism

Much of the public choice literature, as with that on the flypaper effect, argues
in one way or another that government grows to be too large, too large in the
sense of being larger than the size that would maximize the median voter’s utility,
or would maximize some welfare function defined over the utilities of members
of the community. There are some reasons to believe that at least some parts of
the government sector may be too small in a democracy, however. This danger is
particularly likely in a federalist state with geographic representation.13

To illustrate how government expenditures can be too large and too small at
the same time we assume a two-level federalist state. Instead of assuming that
the preferences of the median or representative voter are decisive, as in the two
earlier models presented in this chapter, we assume that the preferences of those
in the government are decisive. The main goal of elected government officials is
assumed to be reelection. The more the government spends, holding taxes constant,
the happier voters are and the higher the probability of incumbent politicians being
reelected. Assuming that this probability increases at a diminishing rate, we can
depict the marginal valuation of expenditures by elected officers in the local and
federal governments as MVL and MVF in Figures 10.4a and 10.4b. (If we were to
assume that it is the preferences of those in the bureaucracy that are decisive, and
that they are budget maximizers, then these curves represent the marginal utilities
of bureaucrats in the local and federal governments.)

While spending money wins votes, ceteris paribus, raising taxes loses them. MCL

and MCF in Figures 10.4a and b depict the marginal costs in reduced popularity
from raising the revenue to pay for the expenditures at the two levels of government.
If the constitution assigns local public goods to the local government, and national
public goods to the federal level, then the local and federal governments choose
to supply the quantities G 0

L and G 0
F , where the marginal gain in the probability of

11 See Wyckoff’s (1991) review and tests.
12 Worthington and Dellery (1999) have confirmed Becker’s finding using grants data in Australia.
13 Downs (1961) was one of the first to argue from a public choice perspective that government may be too small

in a democracy.
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Figure 10.4. Effects of grants on government expenditures in a federalist system.

being reelected from an increase in expenditures just equals the reduction in the
probability of being reelected from an increase in taxes.

Now assume that representatives to the national legislature are elected geograph-
ically, and that this legislature is free to provide local public goods directly, or to
provide grants to the local government. These representatives can then increase
their chances of being elected by both spending more on the national public goods
and by spending more on the local ones. Let MVG

F in Figure 10.4b represent the
marginal valuation of those in the national legislature of increases in local expen-
ditures for this reason. The marginal valuation of expenditures at the federal level
on both national and local public goods is then MVF + MVG

F . The new level of
total federal expenditures including grants to the local government or direct pur-
chases of local public goods is GT

F , which is made up of GG
F in expenditures by

the central government on national public goods, and GG in grants or direct local
expenditures (GG = GT

F − GG
F ). The central government’s total outlays increase;

its expenditures on national public goods decline from G 0
F to GG

F . Financing local
public goods out of federal revenues has crowded some national public goods out of
the federal budget. If G 0

F were the optimal level of expenditures on national public
goods, then the shift of funding of some of the local government’s budget to the
national level would have resulted in too small of a federal budget on national public
goods.14

Turning to the local level of government in Figure 10.4b, we see that a grant of
GG shifts the local government’s marginal cost schedule over to MCG

L . The new
level of local expenditures including the grant is GG

L . Even though we have assumed

14 A model in which political competition leads vote-maximizing politicians to choose Pareto-optimal quantities
of public goods is discussed in Chapter 12. This model would predict a decline in welfare from allowing the
central government to finance local public goods, and the resulting outcome as depicted in Figure 10.4b.
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that the grant was a block grant rather than a matching grant, by allowing the local
government to cut taxes somewhat, the grant lowers its marginal costs of purchasing
local public goods and results in an increase in expenditures on local public goods
of GG

L − G 0
L , an amount that exceeds that which we would expect from the income

effect alone.15

A comparison of Figures 10.4a and 10.4b reveals that the net effect of the inter-
governmental transfers on the total size of the government sector is positive. The
decline in spending on the national public goods, G 0

F − GG
F , is less than the increase

in expenditures on local public goods, GG
L − G 0

L . A federalist form of government
with geographic representation and intergovernmental grants can result in less than
the optimal expenditures at the national level and more than the optimal level at the
local level.

Grossman (1989a) has tested the prediction that intergovernmental grants lead to
a larger total government sector using both cross-sectional and time series data for
the United States.16 His cross-section estimates were for 1976–7 using data from
the 48 continental states. One set of estimates is given in (10.9):

G = .036∗∗ + 6 × E−5∗∗
TR + 4 × E−6∗

Y + 1 × E−4∗∗
FTR + 3 × E−4 MFG

n = 48, R̄2 = .583 (10.9)
∗∗ = significant at 5 percent level, ∗ = significant at 10 percent level.

In this equation, G is state and local taxes as a fraction of personal income; TR
is state transfers to local communities divided by state population, FTR is federal
transfers to the state divided by state population, and MFG is state population
divided by the number of multiple function governments in the state (basically
cities and counties). The third variable was insignificant, but the other two were
significant. The positive coefficient on TR indicates an increase in the size of the
total government sector in a state in proportion to the amount of funds passed
from the state-level government to local ones. The positive coefficient on FTR is
evidence of the flypaper effect. Grossman’s estimate implies an elasticity of state
expenditures out of federal grants of 31 percent. His time series estimates using
federal, state, and local government expenditure data also confirm the hypothesis
that intergovernmental transfers in a federalist system lead to an expansion of the
total size of the government sector.17

A somewhat different form of governmental waste occurs when two governments
compete to supply the same service. Here a form of “common pool” problem arises
with both governments over exploiting the pool of tax payer resources.18

15 The difference in the results from this model and the simple model of grants used in the previous section
arises because that model implicitly assumed that the marginal costs of purchasing more public goods were
constant in the absence of matching grants, where here we assume that the marginal costs to the politicians are
increasing.

16 The above model is a simplified version of Grossman’s. For a much more elaborate model of intergovernmental
transfers in a federalist system, see Renaud and van Winden (1991).

17 Although Grossman did not test explicitly for the presence of crowding out, the fact that one of the predictions
of his model was supported leads one to expect that its other implications are also likely to be present in the
data.

18 See models and evidence provided by Flowers (1988), Migué (1997), and Wrede (1999).
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Table 10.1. Distribution of European Union expenditures by budget category,
1985 and 1995 (percentages)

1985 1995

Redistribution Agriculture and fisheries 72.9 53.6
Regional policy 5.9 13.6
Social policy 5.7 11.9

Allocative efficiency Research, energy, transport 2.6 5.6
External policies . 6.2

Administrative costs 4.6 5.1
Miscellaneous 4.4 4.5

Source: Goodman, 1996, pp. 101, 105–6.

The possibility that under geographic representation local interests shift local
projects to the national budget and thereby crowd out national interests has largely
been discussed in the context of the United States.19 However, the European Union
(EU) in many ways provides a cleaner and more dramatic example of this phe-
nomenon. The most important decision-making body of the EU is the Council,
which meets in Brussels. Each member country is represented on the Council by
delegates appointed by each country’s government. Thus, in the EU’s most impor-
tant decision-making body, representation is geographically based, as in the United
States.

The Council faces a very severe budget constraint. Its funds come from con-
tributions from the member countries, which are already pressing up against the
upperbound of the tax revenue that they can raise (see Chapter 22). The entire bud-
get of the EU amounts to less than 3 percent of the EU’s GDP. Thus, if any local –
in this case national – public programs work their way into the EU’s budget, the
potential for crowding out European-wide public goods is large.

On the other hand, until 1991 the Council made decisions using the unanimity
rule. Given our discussion of this rule in Chapter 4, one might have expected that
its use would prevent local public goods and involuntary redistribution from enter-
ing the EU’s budget, but this has not been the case. Instead, the Council seems to
have practiced the same kind of universalism that many see in the U.S. Congress.
Table 10.1 breaks the EU budgets in 1985 and 1995 down into various large cate-
gories. Outlays that were purely or largely redistributional made up almost 85 percent
of the EU budget in 1985, and almost 80 percent in 1995. Activities that could be
fairly clearly identified as having salient public good properties accounted for only
2.6 percent of the EU budget in 1985. Even if we categorize the EU’s aid to non-EU
countries (External Policies) as a “Pareto-optimal redistribution,” and thus a form
of allocative efficiency activity, outlays to improve allocative efficiency accounted
for only 11.2 percent of the EU budget in 1995.

Today the biggest single item in the EU’s budget is, as it has always been, subsidies
to farmers. One might argue, at the national level, that these could constitute a

19 See, for example, Ferejohn (1974) and Fiorina (1977a).
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form of Pareto-optimal redistribution. French citizens get utility from seeing French
farmers better off, and therefore are willing to pay higher prices for food and higher
taxes to subsidize their farmers. It is hard to press this argument at the level of
the EU, however. To do so one would have to argue that the average citizen in,
say, Portugal, gets utility from seeing French farmers better off – even though the
average French farmer is richer than the average Portuguese citizen. What explains
the predominance of agricultural redistribution in the EU’s budget is the same kind of
pork-barrel politics that has led to large farm subsidies in America. Each European
country’s farmers can impose sufficient political costs on its government to induce
it to lobby hard for high subsidies.

Given the scale of redistribution in the EU, and given the size of its budget,
there is nothing left over to finance those European-wide public goods that ought to
justify its existence – like foreign policy and defense. Assuming that there are some
European-wide public goods, then the EU’s redistribution policies, fostered by its
confederalist political structure with geographic representation, has resulted in too
small of government outlays in the one area that should justify the EU’s existence –
the provision of these public goods.

10.5 The problem of centralization under federalism

The 1949 Constitution of the Federal Republic of Germany did indeed create a
federal republic. The constitution assigned specific sources of tax revenue, like the
personal and corporate income taxes, and wealth and death taxes, to the Länder, the
regional governments in Germany. In 1950 roughly 40 percent of all tax revenue in
Germany was raised by the regional and local governments. By 1995 this figure had
fallen to a mere 7 percent, as the federal government had taken over all major sources
of tax revenue (Blankart, 2000).

In 1929 expenditures by the federal government in the United States were less
than half of state and local governments’ expenditures. Today they are more than
50 percent greater than state and local expenditures.20

This process of centralization of governmental finances has been repeated again
and again in many countries. So common is it that some Europeans refer to it
as Popitz’s law in reference to the German scholar who discussed “the power of
attraction of the central government” more than 70 years ago.21

In Blankart’s (2000) account of the workings of Popitz’s law in Germany over the
second half of the twentieth century, elected members of the Länder were willing
accomplices in the process which stripped their governments of their tax authority.
They did so to free themselves of the necessity of having to compete with one
another in setting tax rates. The central government effectively helped organize a
cartel among the Länder governments to eliminate tax competition.

Grossman and West’s (1994) description of the process of centralization in Canada
over the same period is very similar to that of Blankart for Germany. A cartel among

20 See Table 21.1.
21 See discussion in Vaubel (1994) and Blankart (2000).
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the Canadian provinces in conjunction with the central government has significantly
reduced differences in tax rates across the provinces. To reduce the competitive
pressure Tiebout migration places on the provinces, equalization grants from the
federal to the provincial governments have been instituted.

Cartels among lower levels of government to eliminate tax competition and
migration do not merely help centralize governmental activity; they increase its
scale. The mechanics of this process are much the same as those described ear-
lier with respect to the effects of intergovernmental grants on government size.
Grossman and West provide econometric evidence that links the centralization
of government activity in Canada to the growth in size of its total government
sector. Blankart provides more indirect evidence for Germany in the form of
a comparison between Germany and Switzerland. Whereas governmental rev-
enue sources have become dramatically more centralized in Germany since World
War II, in Switzerland they have become more decentralized. During the same
time period, Germany’s governmental sector has grown 20 percent faster than
Switzerland’s.22

Switzerland’s example shows that Popitz’s law can sometimes be repealed. Sev-
eral features of Switzerland’s political institutions help account for this achievement.
Swiss citizens are able to petition for a referendum to reconsider any major action
by their elected government. These referenda have often been used to repeal in-
creases in expenditures and taxes. Some local communities continue to employ
direct democracy, thereby eliminating the possibility of those in government sub-
stituting their preferences regarding government programs for those of the citizens.
Most importantly, Swiss citizens have consistently resisted attempts to weaken their
direct control over government as, for example, in their repeated rejection of entry
into the EU.23

Potentially, the constitution can also help preserve a decentralized federalist
structure by clearly assigning different functions and revenue sources to the dif-
ferent levels of government. Such an assignment was present in the 1949 German
Constitution, however, and it was simply amended to accommodate the centraliza-
tion process, as was Canada’s (Blankart, 2000; Grossman and West, 1994, p. 22).
Section 8 of the U.S. Constitution assigns a short and rather specific list of func-
tions to the federal government, except for the first in the list – to “provide for the
common Defense and general Welfare of the United States.” This constitutional
assignment of functions succeeded in preventing the central government from en-
croaching upon the activities of state and local governments for a century and
a half, until the Constitution was “amended” by judicial reinterpretation in the
1930s. The lesson one draws from these examples is that a constitutional assign-
ment of functions must be accompanied by procedures that make amendment of the
constitution difficult, and that the judiciary must be steadfast in its interpretation

22 See Table 21.2.
23 For further discussion of the Swiss case, see Frey (1994). Vaubel (1996) also finds in a cross-national compar-

ison that referenda on federal tax increases deter centralization. He identifies several other factors that deter
centralization including, most importantly, the age of the constitutional court.
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of the constitution for it to be effective in preventing the erosion of a federalist
structure.24
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CHAPTER 11

Two-party competition – deterministic
voting

Politicians neither love nor hate. Interest, not sentiment, governs them.

Earl of Chesterfield

. . . a candidate for the Presidency, nominated for election by the whole people,
will, as a rule, be a man selected because he is not open to obvious criticism, and
will therefore in all probability be a mediocrity.

Sir Henry Sumner Maine

With large numbers of voters and issues, direct democracy is impossible. Even in
polities sufficiently small so that all individuals can actually come together to debate
and decide issues – say, a polity of 500 – it is impossible for all individuals to present
their own views, even rather briefly, on every issue. Thus the “chairman’s problem”
is to select individuals to represent the various positions most members of the polity
are likely to hold (de Jouvenal, 1961). When the polity is too large to assemble
together, representatives must be selected by some means.

The public choice literature has focused on three aspects of representative democ-
racy: the behavior of representatives both during the campaign to be elected and
while in office; the behavior of voters in choosing representatives; and the character-
istics of the outcomes under representative democracy. The public choice approach
assumes that representatives, like voters, are rational economic actors bent on max-
imizing their utilities. Although it is natural to assume that voters’ utilities are
functions of the baskets of public goods and services they consume, the “natural
assumption” concerning what maximizes a representative’s utility is not as easily
made. The fundamental hypothesis of Downs’s (1957, p. 28) model is that “parties
formulate policies in order to win elections, rather than win elections in order to
formulate policies.” His study was the first to explore systematically the implica-
tions of this assumption, and the literature has developed around the framework he
laid.1

Much of the literature on public choice and political science has centered on
representative democracy because it is the dominant mode of political expression.
Although many of the issues discussed in this literature have been described here in
the context of a model of direct democracy or committees, the committees in mind
are often assemblies of representatives and the coalitions are parties. Many of the

1 For a well-documented defense of the vote-maximizing assumption, see Mayhew (1974).
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Figure 11.1. Median voter outcomes under two-party competition.

problems and results already discussed carry over almost directly into the area of
representative democracy. Thus, the reader will perhaps not be surprised to find the
median outcome, cycling, and logrolling all reappearing.

11.1 Outcomes under two-party democracy

Hotelling first presented the median voter theorem as an outcome of two-party
representative democracy in 1929, and this paper is a clear intellectual antecedent
to both Downs’s and, more directly, Black’s work. Indeed, it could be regarded as the
pioneering paper in public choice, for it was the first direct attempt to use economics
to analyze a political process.

In the Hotelling-Downs model, political opinion is depicted as lying along a
single liberal–conservative (left-right) dimension. Each voter is assumed to have
a most preferred position along the spectrum for his candidate or party2 to take.
The farther the candidate is from this position, the less desirable his election is for
the voter; thus, the Hotelling-Downs model assumes single-peaked preferences.
Figure 11.1 depicts a frequency distribution of most preferred candidate posi-
tions. We assume, first, that this frequency distribution is unimodal and symmetric.

2 The words “candidate” or “party” can be used interchangeably here, for the implicit assumption when discussing
parties is that they take a single position in the voter’s eyes.
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If every voter votes, and votes for the candidate closest to the voter’s most preferred
position, L receives all the votes of individuals lying to the left of X , the midpoint
of the segment LR. R receives all votes to the right of X . If L and R are the positions
that the two candidates take, R wins. L can increase his vote total by moving toward
R, shifting X to the right, as can R. Both candidates are thus driven toward the
position favored by the median voter. The logic of the argument is the same as
that demonstrating the victory of the issue favored by the median voter, for in the
Hotelling-Downs model there is only one issue to be decided: how far to the left or
right the winning candidate will be.

The assumptions underlying this initial result are so unrealistic (one-issue di-
mension; a unimodal, symmetric preference distribution; all individuals vote; two
candidates) that many researchers were naturally led to examine the consequences
of relaxing them. As long as all voters vote, the median outcome holds regardless of
the distribution of preferences. As long as all voters vote, the voters lying between
a candidate’s position and the farthest extreme on his side of the other candidate are
“trapped” into voting for him. Thus, a candidate can “go after” the votes of the other
candidate by “invading his territory” and both continue to move toward the median.

Smithies (1941) pointed out in an early extension of Hotelling’s model, however,
that voters might leave a candidate as he moved away from them to support another
(third) candidate or simply not vote at all. Two reasonable assumptions about ab-
stentions are that (1) candidate positions can be too close together to make voting
worthwhile (indifference), and (2) the nearest candidate may still be too far away to
make voting attractive (alienation). Letting Pj be the platform of candidate j, P∗

i
the ideal point (platform) of voter i , and Ui (Pj ) voter i’s utility from platform j ;
then we can formally define indifference and alienation as follows:

Indifference: Voter i votes if and only if |Ui (P1) − Ui (P2)| > ei for some
ei > 0.

Alienation: Voter i votes if and only if there exists some δi > 0, such that
[Ui (P∗) − Ui (Pj )] < δi , for j = 1 or 2.
The ei and δi are voter specific constants that determine whether they
vote or not.

If the probability that a voter does not vote is an increasing function of the close-
ness of two candidates’ positions, a movement toward the center of a symmetric
distribution of preferences has a symmetric effect on the two candidates’ vote to-
tals. The pull of the median remains, and the equilibrium is again at the median.
Indifference does not affect this result. If the probability that a voter will abstain is
an increasing function of a candidate’s distance from him, the candidate is pulled
toward the mode of the distribution. If the distribution is symmetric and unimodal,
the median and mode coincide, however, and again the median voter result is not
upset. Thus, neither indifference nor alienation, nor the two combined will affect
the tendency of two candidates to converge on the position most favored by the
median voter when the frequency distribution of voter preferences is symmetric
and unimodal (Davis, Hinich, and Ordeshook, 1970).
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The median voter result can be upset, however, if the distribution of voter pref-
erences is either asymmetric or multimodal. If the distribution is asymmetric, but
unimodal, the optimal position for each candidate is pulled toward the mode if vot-
ers become alienated as candidates move away from them (Comanor, 1976). This
can be seen by considering Figure 11.1b. Suppose that both candidates are at M , the
median of the distribution. A move of one to X decreases the probability that the
voters in the cross-hatched region to the right of M will vote for him. The move also
increases the probability by the same amount that the voters in the cross-hatched
region to the left of X will vote for him (the two cross-hatched areas having equal
bases). Since there are more voters in the region to the left of X than in the region
to the right of M , the net effect of a move toward the mode taking into account only
the effect of alienation must be to increase a candidate’s expected vote. However,
because M is the median, the same number of voters must lie to the left and right
of this point, and the effect of alienation on the candidate’s vote must dominate
for small moves from M . As Comanor (1976) has shown, however, the distance
between the median and mode is not likely to be great enough to cause a significant
shift in candidate positions owing to alienation away from those predicted under the
median voter hypothesis.

Figure 11.1c depicts a bimodal symmetric distribution. As one might expect, the
presence of alienation can, via the logic just discussed, lead the candidates away
from the median toward the two modes (Downs, 1957, pp. 118–22). But it need
not. If weak, alienation can leave the median outcome unchanged or produce no
stable set of strategies at all; such is the strength of the pull toward the middle in a
two-party, winner-take-all system (Davis et al., 1970).

A spreading out of candidates may occur if elections consist of two steps: com-
petition for nomination within parties, and competition among parties. To win the
party’s nomination, the candidate is pulled toward the party median; the need to win
the election pulls him back toward the population median. If he treats the other can-
didate’s position as fixed, a Cournot strategy game results, with equilibria generally
falling between the party and population medians (Coleman, 1971, 1972; Aranson
and Ordeshook, 1972; Calvert, 1985).

In Chapter 5 we noted that single-peakedness ensures a majority rule equilibrium
in general only when issues are defined over a single dimension. When this occurs,
single-peakedness ensures that Plott’s perfect balance criterion is met for an outcome
at the peak preference of the median voter. But the single-peakedness condition
does not ensure the existence of an equilibrium when we move to more than one
dimension. The reader will not be surprised to learn, therefore, that the results
concerning the instability of majority rule equilibria in a multidimensional world
carry over directly for the literature on representative democracy. The problem
a candidate faces in choosing a multidimensional platform that defeats all other
platforms is, under majority rule, the same as finding an issue in multidimensional
space that defeats all other issues.

One can combine the assumptions of multimodal distributions and alienation and
envisage a candidate presenting a platform of extreme positions on several issues
and winning the support of a sufficient number of minorities to defeat another
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Table 11.1

Voter

Issue A B C

I 4 −2 −1
II −2 −1 4
III −1 4 −2

candidate taking median positions on all. When this happens, a minority, which
supports a candidate for the position he takes on a couple of key issues, regardless
of his position on others, is essentially trading away its votes on the other issues to
those minorities feeling strongly about these other issues.3

Unfortunately, the possibility of logrolling producing cycles persists. Consider
the voter preferences in Table 11.1. Suppose that two candidates vie for election
on three issues. If the first takes a position in favor of all three, the outcome that
maximizes the net utility gains for all voters, he can be defeated by a candidate
favoring any two issues and opposing the third (say, PPF), since two of the three
voters always benefit from the defeat of an issue. PPF can be defeated by PFF,
however, and PFF by FFF. But all three voters favor PPP over FFF, and the cycle is
complete. Every platform can be defeated.

In a single election, candidates cannot rotate through several platforms, and cy-
cling is not likely to be evidenced. Over time it can be. To the extent that incumbents’
actions in office commit them to the initial platform choice, challengers have the
advantage of choosing the second, winning platform. Cycling in a two-party system
should appear as the continual defeat of incumbents (Downs, 1957, pp. 54–62).4

Thus we confront again the political instability issue, appearing now as the danger
of revolving-door political representation. Yet how well supported is this prediction?
Although it is difficult to discern a cycle from a committee’s actions, the predication
that incumbent candidates are regularly defeated is rather easily tested. In Table 11.2
data are presented on the frequency with which the incumbent party’s candidate is
defeated in a gubernatorial election. To the extent that candidates of the party holding
the governor’s chair must run on the record of the previous governor, whether that is
the same person now running for office or a new one, the cycling theorem predicts the
defeat of the candidate whose party currently is represented in the governor’s chair.

In addition to the cycling theorem’s prediction that the probability of a change
in control of the governorship is one, two other “naive” hypotheses can be put
forward:

1. Random hypothesis: The elections are random events, perhaps because
voters do not take the trouble to gather information about the candidates

3 Downs (1957, pp. 132–7); Tullock (1967a, pp. 57–61); Breton (1974, pp. 153–5). Note that this form of logrolling
is even easier to envisage when issues are arrayed in more than one dimension. When this occurs, one need not
assume alienation to get a dominant logrolling strategy.

4 Of course, one of the advantages of being an incumbent is that one can rewrite the election laws to favor
incumbents.
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Table 11.2. Election outcomes and growth rates, 1775–1996

Difference
Number of Fraction of Winning party’s between 1st Minority

Time period elections changes in partya vote fraction and 2nd parties party totals
(1) (2) (3) (4) (5) (6)

1775–93 41 .273 .708b .489b .073b

1794–1807 85 .133b .700b .426b .026
1808–19 95 .211 .637b,c .297c .022b

1820–34 163 .190b .675b .406b,c .055b

1835–49 201 .292c .551b,c .142b,c .039
1850–9 156 .296 .541b .137b .056b

1860–9 176 .260 .627b,c .271c .017b,c

1870–9 167 .259 .571b,c .177b,c .035
1880–9 160 .244 .580 .196 .036
1890–9 178 .299 .551b,c .172b .070b,c

1900–9 184 .143b,c .588c .218c .043c

1910–19 185 .315c .565b .215 .085b,c

1920–9 187 .211c .619c .269b .031c

1930–9 180 .320c .608 .248 .032
1940–9 178 .243 .633b .272 .010b

1950–9 173 .236 .612 .232 .009c

1960–9 156 .372b,c .568b,c .146b,c .010b

1970–9 151 .391b .596 .160b .024b

1980–9 120 .325 .569 .160 .018b

1990–6 103 .379b .565 .175b .040
1775–1996 3,039 .273 .596 .226 .037

a Adjusted by removing first election in each state, since no party change is possible in this election.
b Significantly different (5 percent two-tail) from mean of remainder of sample.
c Significantly different (5 percent two-tail) from mean of preceding subsample.

Source: Glashan (1979); Mueller (1982); Election Research Center (1985); Scammon, Gillivary, and Cook (1998);
and Congressional Quarterly (1998).

because the incentive to do so is low. This hypothesis leads to the prediction
that the probability of a change in the party of the governor is 0.5 in the
U.S. two-party system.5

2. Conspiracy hypothesis: The incumbents can manipulate the system or voter
preferences so that they are never defeated. The probability of their defeat
is zero.

Since the birth of the Republic, the party of the incumbent governor has failed to
regain the governorship only slightly more than one-fourth of the time. Although
the frequency of change in the party occupying the governor’s chair has increased
since the 1960s, in no decade has the challenging party won a gubernatorial election
as much as 40 percent of the time. On average over the U.S.’s history gubernatorial
elections have produced a turnover in the governor’s chair falling about halfway
between the elections being rigged for the incumbent party and a coin toss. The

5 Some states have at times had more than two parties with candidates for the governorship, but then the appropriate
probability figure is only slightly less than 0.5.
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Figure 11.2. Three-voter electorate with equilateral triangle as Pareto set.

revolving-door hypothesis of cycling theory is resoundingly rejected.6 As with the
outcomes from committee voting, Tullock’s question, “Why so much stability?” is
appropriate.

11.2 Two-party competition in a constrained policy space

11.2.1 The uncovered set

One explanation for the apparent stability of electoral politics, at least as judged by
the policy outcomes of the process, may be that candidates do not choose platforms
from the entire feasible policy space, but restrict their choices to a particular subset
of the policy space.

Consider Figure 11.2, where the ideal points of three voters are again depicted
assuming a two-dimensional issue space. If voter indifference curves are concentric
circles centered at the ideal points, then the lines AB, BC, and AC are contract
curves for each respective pair of voters, and form the sides of the Pareto set.

As indicated in Chapter 5, no point in the x − y orthant can defeat all other
points under majority rule, and the cycling property of majority rule could lead to
a sequence of pairwise votes that leads anywhere in the feasible policy space, for
example, to point i . Moreover, some points like j lying outside of the Pareto set
can defeat points like k inside it in a direct majority rule vote. But do we really
expect candidates in a two-party election to pick platforms like i or even j? Will the

6 Of course, in many state elections only one party has put forward a gubernatorial candidate. But this fact
still seems more in keeping with the conspiratorial hypothesis than with the cycling hypothesis. Given the
inherent vulnerability of the incumbent predicted by cycling theory, why is it that the Democrats in Vermont
and Republicans in Alabama have been so ineffective in coming up with platforms and candidates to challenge
the incumbents?
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inherent attractiveness of platforms near the voter ideal points not manifest itself
somehow?

Tullock (1967a,b) was one of the first to argue that cycling would be restricted to a
fairly circumscribed space near the point where the voters’ median lines intersect.7

Theoretical justification for this prediction has been provided by Miller’s work on
the uncovered set.8

The uncovered set: The uncovered set is the set of all points y within the set of
feasible alternatives S, such that for any other alternative z in S, either y Pz
or there exists some x in S such that y Px Pz, where a Pb means a beats b
under majority rule.

Absent a Condorcet winner, no platform is unbeatable. But if a candidate chooses
a platform from the uncovered set, she knows that she is at most “once removed”
from defeating any platform her opponent chooses. At worst, her platform will be
involved in a cycle of length three with any platform that defeats it. Conversely, if
she chooses a platform that is covered, not only can this platform be defeated, but
the platforms that defeat it include some that her platform cannot defeat. Thus, her
platform can be contained in a transitive triple in which it is the least preferred of
the three platforms.

To see this point more clearly, assume that there are but four distinct choices,
x, y, z, and w , from which two candidates must choose one as a platform. Majority
rule establishes the following binary relationships:

x Py y Pz z Px

x Pw y Pw w Pz.

Outcomes x, y, and z are all uncovered. For example, although z beats x, z is in
turn beaten by y, which x can beat. Similarly, neither x nor z covers w − z because
it loses to w , and x because it is defeated by z. However, y does cover w , since it
both beats w and is defeated by x , which w cannot beat; y defeats both z and w ,
and w defeats only z. The outcome that w defeats is a subset of the outcome that y
defeats. Thus, y dominates w as a strategy choice; y defeats every outcome w can
defeat, and y defeats w , also. The uncovered set, in this case (x, y, z), consists of
the undominated set of platforms.9

Returning to Figure 11.2, we can easily see that j is covered by h, since h beats
j and is in turn defeated by g, but j cannot defeat g. Every point that j defeats is
also defeated by h, so that no candidate should choose j over h.

When there are three voters and the Pareto set is an equilateral triangle, as in
Figure 11.2, the uncovered set is the Pareto set (Feld et al., 1987). But the uncovered

7 A median line divides the issue space so that no more than half of the voter ideal points are on either side of it
(see Chapter 5, Sections 5.4 and 5.5).

8 The initial exposition is in Miller (1980), with a correction in Miller (1983). Further explication is given by
Ordeshook (1986, pp. 184–7) and Feld et al. (1987).

Other papers that argue that observed outcomes under majority rule will fall in a circumscribed area within
the policy space, although not necessarily one that is identical to the uncovered set, include McKelvey and
Ordeshook (1976); Kramer (1977); McKelvey, Ordeshook, and Winer (1978); and Schofield (1996).

9 This property holds in general; see Ordeshook (1986, pp. 184–6).
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Figure 11.3. Three-voter electorate with isosceles triangle as Pareto set.

set can be much smaller than the Pareto set. McKelvey (1986) has proved that the
uncovered set is always contained within a circle of radius 4r , where r is the radius
of the circle of minimum radius that intersects all median lines.10 This latter circle
has been defined as the yolk. With an equilateral triangle, the yolk is tangent to
each side at its midpoint. But consider now the three voter ideal points, which form
an isosceles triangle with a height of 6r , where r is the radius of the circle, which
is again tangent to the three median lines (see Figure 11.3). McKelvey’s theorem
implies that ideal point C , although still within the Pareto set, is now outside the
uncovered set and thus is dominated by points near and along AB.

In Figure 11.4, two more voters have been added with ideal points to either side
of m, the median of AB. The three median lines are now C D, C E , and AB. The
radius of the yolk shrinks to e < r , and so too the dimensions of the uncovered set.
As more and more voters are added to either side of m along AB, the uncovered set
converges on m. The outcome under two-candidate competition, when candidates
restrict their choices to the uncovered set, approaches in this case what one would
expect from the median voter theorem, if voter C were not present, even though
C’s presence suffices to destroy Plott’s (1967) perfect balance condition and the
guarantee of an equilibrium it provides.

As a final example, consider Figure 11.5. Voter ideal points are all arrayed on
the circumference of the circle with radius c centered at o. Plott’s (1967) condition
ensures an equilibrium at o only when voter ideal points occur in pairs at the
opposite ends of lines of length 2c, which pass through o, as for example A and B,
and one voter’s ideal point is at o. Even with no voter’s ideal point at o, however, the
uncovered set shrinks in toward o as more voter ideal points are added at random

10 Feld et al. (1987) prove that the uncovered set is always within 3.7r of the center of the yolk, and conjecture
that for three voters it is within 2.83r of the center.
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Figure 11.4. Five-voter electorate with isosceles triangle as Pareto set.

to the perimeter of this circle, yielding o or points very near it as the predicted
outcomes under two-party competition when candidates choose their platforms
from the uncovered set.

With voter ideal points as in Figures 11.4 and 11.5, one’s intuition suggests that
candidates will choose platforms at or near points m and o. But both m and o can
be defeated under majority rule, as can every other point in the x − y space. Most
of the literature in public choice has been content to leave the discussion at that,
the implication being that any and all outcomes in x − y space are (equally) likely.

Figure 11.5. Six-voter electorate with circular Pareto set.
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The dominance property of the uncovered set seems a compelling reason to choose
points within it, however, and this in turn draws our attention back to points near m
and o.11

11.2.2 The uncovered set with high valence issues

In one of the first critiques of the Downsian spatial model Stokes (1963) chastised
Downs for, among other things, neglecting the existence of valence issues in his
model. Valence issues are issues for which all voters agree that more is better
than less. An example might be honesty. All voters prefer an honest candidate to
a dishonest one, and the more honest a candidate is perceived to be, the higher
she stands in every voter’s estimation. Although Stokes was perhaps justified in
criticizing Downs for ignoring valence issues, in fact their addition to the Downsian
model can help to produce equilibria even with a multidimensional issue space.

To see this assume again that there are only three voters. Let voter i’s utility from
the platform of candidate j be given as follows:

U j
i = Ki + γ Vj − |Ii − Pj |2. (11.1)

Vj is the value of the valence issue in each voter’s utility function and γ is the
weight this issue gets. |Ii − Pj | is the Euclidean distance between voter i’s ideal
point, Ii , and the platform of candidate j, Pj . Assume now that the three voters’ ideal
points are located at the corners of an equilateral triangle as depicted in Figure 11.6,
with the coordinates A(1, 1), B(3, 1), and C(2, 1 + √

3). Assume further that all
voters evaluate candidate 1 higher on the valence issue than candidate 2, V1 > V2.
If candidate 1 chooses as a platform the point one-third of the way up the line
from C bisecting line AB, the utilities to each voter from 1’s platform will be as
follows:

U j
i = Ki + γ V1 − (2

√
3/3)2 = Ki + γ V1 − 4/3. (11.2)

The best response of candidate 2 is to choose the midpoint of one of the lines
between two voters’ ideal points, that is, 2, 2′, or 2′′. This platform promises each
of these two voters

U j
i = Ki + γ V2 − (1)2 = Ki + γ V2 − 1. (11.3)

Thus, if V1 − V2 > 1/3, there is no platform that 2 can choose that will defeat 1.
Ansolabehere and Snyder (2000) have examined the conditions needed to gen-

erate equilibrium strategies in the presence of valence issues. Among the theorems
that they prove is the following:

Theorem: Suppose V1 > V2. Then an equilibrium pair of strategies (P1, P2) exists
if and only if r <

√
γ (V1 − V2),

where r is the radius of the yolk.

11 Goff and Grier (1993) argue that patterns of voting in Congress are more easily accounted for by assuming that
outcomes are falling within the uncovered set.
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Figure 11.6. Three-voter electorate with equilateral triangle as Pareto set.

Thus, for any given distribution of voter ideal points, there exists a difference of
the valence issue(s) between the two candidates sufficiently large to guarantee the
leading candidate on this issue victory, if she selects a platform near the center of
the yolk. The addition of valence issues both increases the likelihood that equilibria
exist, and our expectation that the winning platform will lie near the center of the
distribution of voter ideal points.

11.3 Relaxing the assumptions of the Downsian model

Several authors have questioned the plausibility of some of the assumptions that
underlie Downs’s model. By relaxing these assumptions, one can sometimes find
another explanation for not observing the degree of instability expected from the
model in a multidimensional context. One set of models relaxes the assumption that
a voter votes with probability one for the candidate who takes a position closest
to her ideal point. This class of models is treated in Chapter 12. Here we briefly
discuss two additional modifications of the Downsian model.

11.3.1 Candidates have preferences over policies

Wittman (1973, 1977) was one of the first to question Downs’ assumption that
candidates were only interested in winning elections. If candidates are concerned
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about the policy outcomes of elections, as well as whether they are elected or not,
they will be less quick to abandon certain policy positions to win votes. Wittman’s
suggestion has found considerable empirical support in partisan political cycle
models (see Chapter 19).

Kollman, Miller, and Page (1992) allow candidates to give weight to their own
ideologies when choosing positions, and to have imperfect information on voters’
preferences. Simulations of two-candidate competitions lead to convergence on
centralist positions.

Glazer and Lohman (1999) also model candidates as having personal preferences
on policies, and allow them to precommit to certain policy positions. This action
takes these issues out of the election, and thereby reduces the dimensionality of the
issue space and the likelihood of cycling.

If the issue space can be reduced to a single dimension, the cycling problem
disappears, of course, if we can invoke the single-peakedness assumption. Poole and
Romer (1985) employed a least-squares multidimensional unfolding technique to
map the ratings of members of the House of Representatives by 36 interest groups
into a multidimensional policy space. They found that three dimensions suffice
to obtain all of the predictive power inherent in the ratings, with a single liberal
conservative dimension providing 94 percent of the explanatory power. In a follow-
up study, Poole and Rosenthal (1997) analyzed every roll call vote in the House
and Senate between 1789 and 1985. They too appear to be able to explain most of
the voting behavior of individual members of Congress with a single ideological
dimension.

If the issue space in presidential elections were similar to that in Congress, then
the Poole-Romer-Rosenthal results would imply an issue space for these elections
that conforms to that of the simple Hotelling-Downs model. Most observers of
politics outside of the United States identify at least two salient dimensions to the
political policy space.12 Thus, dispensing with the potential for political instabil-
ity by reducing the issue space to a single dimension does not seem possible for
countries other than, perhaps, the United States.13

11.3.2 Candidates can enter and exit the contests

The Downsian model assumes that candidates are only concerned about winning the
election and treats the number of candidates as a given. In addition to assuming that
candidates are concerned about policy outcomes, a few papers have explored the
implications of allowing candidates (citizens) to enter and exit an election.14

To see what is involved, let us assume that citizens are only concerned about policy
outcomes. They obtain no personal rewards from being a candidate or winning an
election other than that they can implement their most preferred policy. Becoming

12 See, for example, Budge, Robertson, and Hearl (1987); Budge (1994); Laver and Schofield (1990); Schofield
(1993a,b, 1995); and Schofield, Martin, Quinn, and Whitford (1998).

13 Kenneth Koford (1989, 1990) has also challenged the result for the United States.
14 See Palfrey (1984); Feddersen, Sened, and Wright (1990); Osborne and Slivinski (1996); Besley and Coate

(1997); and Congleton and Steunenberg (1998). The following discussion relies on Besley and Coate.
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a candidate implies incurring a fixed cost of C , however. Assume that all citizens
vote for the candidate who promises them the highest utility. With entry and exit
possible, an equilibrium must satisfy two conditions. No citizen who has chosen
to be a candidate can increase her expected utility by changing her platform or
withdrawing from the election. No citizen who is not a candidate can increase her
expected utility by becoming one.

For an equilibrium to exist in which there is only one candidate, there must exist
a platform choice that is a Condorcet winner. One citizen who’s most preferred
outcome is this platform chooses to become a candidate, and no one else bothers to
incur the cost of entry, since no other platform can win. For an equilibrium to exist
in which there are exactly two candidates, there must exist two issues that evenly
divide the electorate, and no third issue favored by a larger number of voters. Since
no one will choose to be a candidate unless he thinks he has a chance of winning,
equilibria with higher numbers of candidates also require a number of separate
issues equal to the number of candidates, which partition the population into groups
of equal size.

One interesting result from the citizen-candidate model is that the equilibrium
under the Downsian spatial model in which two candidates adopt the platform
favored by the median voter is not an equilibrium. If one candidate has taken the
position favored by the median voter, no second citizen would choose to be a
candidate and take the same position, since she would incur the cost of being
a candidate without obtaining any benefits from the victory of a preferred policy.
With a single-dimensional issue space the only equilibrium involving two candidates
has them taking positions on either side of the median position. Each of the two
candidates must have an equal chance of winning, and the gain to each from victory
must exceed the cost of becoming a candidate. The citizen-candidate model of
elections thus gives an additional rationale for candidates in two-party elections not
adopting identical platforms.

11.4 Testing the median voter hypothesis

Numerous studies have attempted to penetrate the “veil of representative democ-
racy” by modeling government expenditure decisions as if they were made along a
single, left-right dimension, and could essentially be treated as the private choices
of the median voter.15 A typical median voter model assumes that voters maximize
utility subject to a budget constraint that includes their tax price for the public good,
and derives the following demand equation for the median voter:

ln G = a + α ln tm + β ln Ym + γ ln Z + µ, (11.4)

where G is government expenditures, tm and Ym are the tax price and income of
the median voter, respectively, and Z is a vector of taste parameters (number of
children, Catholic or non-Catholic, and so on). Equation (11.4) is then estimated
using cross-sectional data on local expenditures of some kind.

15 For surveys of this literature, see Deacon (1977a,b) and Inman (1979).
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A large number of studies have tested some variant on the median voter hypothesis
as given by (11.4). The overwhelming majority claim support for the median voter
hypothesis on the basis of statistically significant coefficients on both Ym and tm of
the correct sign. Denzau and Grier (1984) provide further evidence in support of
the hypothesis by demonstrating that these coefficients vary over a narrow range
when 12 “conditioning” (Z ) variables gleaned from the literature are included in
equations incorporating data on New York school districts.

The merits of the public choice approach can perhaps be best assessed by compar-
ing its findings with those of the “traditional approach,” which related government
expenditures to urbanization, population size and density, mean community income,
and perhaps several other socioeconomic variables, depending on the good in ques-
tion.16 Most of these variables might be included in the Z vector of taste or shift
variables, and many have reappeared in public choice studies. The key innovations
of the public choice approach have been to replace mean income with median in-
come and to add the median voter’s tax price. The inclusion of the tax price variable
is a clear improvement over previous studies that did not include tax shares in the
demand equation, because it indicates that the purchase of public goods is the out-
come of some form of collective choice process in which the cost of the public good
to the voter, as well as its value to him as reflected by socioeconomic characteristics,
is important.

The good performance of median income in explaining local public expenditures
cannot be interpreted as readily as lending support to the public choice approach.
As already noted, most existing studies have assumed that local public good de-
mand is related to mean incomes, and it would take a rather peculiar model of local
public finance to obtain a prediction that income and expenditures were unrelated.
Therefore, the contribution of the public choice approach must be to argue that it
is median voter income that determines public good demand, not mean voter in-
come. Most studies have not tested this hypothesis. Indeed, it is very difficult to
test, given the other assumptions needed to test a median voter demand equation
using cross-sectional data. As Bergstrom and Goodman (1973, pp. 286–7) point
out, to estimate this equation on cross-sectional data one must assume a certain
proportionality between the distributions of voters across local communities to en-
sure that the quantity demanded by the voter with the median income always equals
the median quantity of public goods demanded in each community. However, if this
proportionality holds, the means of the distributions will also be proportional, the
correlation between mean and median income across communities will be perfect,
and there will be no way to discriminate between the public-choice-approach de-
mand equation and its rivals on the basis of this variable. The only way for the public
choice approach to yield different predictions from other models is if the ratio of
median to mean incomes differs across communities; that is, if there are different
degrees of skewness across communities, and these differences in skewness are
important in determining the demand for public goods.

16 For a survey of this literature, see Gramlich (1970).
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Pommerehne and Frey (1976) have tested this latter hypothesis. They found that
the median income variable did work somewhat better at explaining local public
expenditures than mean income did, although the superiority of median income
as an explanatory variable was not particularly dramatic. More convincing sup-
port for the superiority of median income over mean income was obtained in a
follow-up study by Pommerehne (1978), who used data on 111 Swiss municipal-
ities to test the hypothesis. These data have the important and singular advantage
of allowing one to ascertain the effect of having representative democracy, since
the sample contains municipalities that make decisions via direct, town-meeting
procedures and those that rely on representative assemblies. Pommerehne found
that median income performed significantly better than mean income at explaining
public expenditures in cities employing direct democracy. In the cities employing
representative democratic procedures, median income led “to somewhat superior
results,” but its “explanatory power is not significantly better in any expenditure
category.”

Thus, the introduction of representatives into the democratic decision process
does seem to introduce a sufficient amount of “white noise” to disguise or almost
disguise the relationship between median voter preferences and final outcomes.
This throws a cloud of doubt over the U.S.-based estimates, which rely entirely
on representative election outcomes. Interestingly enough, Pommerehne found that
even the existence of an optional or obligatory referendum on expenditure bills
in cities governed by representative assemblies added enough of a constraint on
the representatives’ behavior to make the median voter model perform perceptibly
better than for those cities in which representative democracy was able to function
unchecked.

Turnbull and Mitias (1999) have conducted rigorous econometric tests of the
performance of median voter income and tax price variables in an expenditure
model versus mean values of these variables using county and state level data.
Their tests tend to reject both specifications at both the state and county levels. The
only level of government at which the median voter model is not rejected is at the
municipal level – the lowest of the three levels of government examined.17

Gramlich and Rubinfeld (1982a) have gone even farther in suggesting that the
performance of median voter income in most studies may merely be an artifact of
aggregation in the cross-sectional data used to test the hypothesis. Using survey
data for Michigan, they found that “higher-income individuals within a commu-
nity . . . do not appear to have any greater taste for public spending” than lower-
income individuals. The income elasticity of demand for expenditures “is very
close to zero” when measured within communities (1982a, p. 544). The positive
elasticities estimated in cross sections are due entirely to a positive association
between community income and expenditures, precisely the relationship that the
“traditional approach” estimated and the public choice approach sought to improve
upon.

17 Turnbull and Djoundourian (1994), and Turnbull and Mitias (1999). Further support for the median voter model
using municipal data is provided by Deno and Mehay (1987), Wyckoff (1988), and Turnbull and Chan (1998).
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A further cloud on the predictive power of the median voter model is provided by
the range of estimates of the key parameters that have been reported. The income
elasticities in the Bergstrom and Goodman (1973) study ranged from 0.16 to 1.73,
while the tax price elasticities ranged from −0.01 to −0.50 (Romer and Rosenthal,
1979a, p. 159), although these estimates are for a single model applied to comparable
bodies of data. Deno and Mehay’s (1987) estimate of the income elasticity of demand
for general government services at the municipal level in the states of Michigan and
Ohio is 0.76, while Turnbull and Djoundourian’s (1994) estimate for municipalities
in the five Midwest states of Michigan, Ohio, Illinois, Indiana, and Wisconsin is 0.22.
Turnbull and Djoundourian’s estimate of the tax price elasticity for these five states
(−0.88) comes close to Deno and Mehay’s estimate of −0.72 for Michigan and Ohio,
but both are far away from Deno and Mehay’s estimate for the entire United States
of −0.12.

All of this underlines the point that caution must be exhibited when interpreting
the empirical results from public choice models. As in all areas of economics, the
sophistication and elegance of the theoretical models of public choice far exceed
the limits placed by the data on the empirical models that can be estimated. In going
from the theoretical models to the empirical “verifications,” additional assumptions
and compromises must often be made that further hamper a clear interpretation of
the results as constituting direct support for a hypothesis. What one is willing to
conclude boldly on the basis of results analytically derived from assumed behavioral
relationships, one must conclude circumspectly on the basis of estimated behavioral
equations.

This same caution must be exercised in drawing the broader conclusion that a
given set of results from a model based on public choice supports the public choice
approach. It is common practice in economics to “test” a hypothesis by checking
whether the results are “consistent” with it without exploring whether they are also
consistent with other, conflicting hypotheses. Although it is perhaps unfair to hold
public choice to higher standards than the other branches of economics, I do not
think that this methodology suffices here. To demonstrate that public choice has
something useful to contribute to the existing empirical literature on public finance
and public policy, its models must be tested against the existing models, which ignore
public choice considerations. Unless public choice–derived models can outperform
the “traditional, ad hoc” models against which they compete, the practical relevance
of public choice theories must remain somewhat in doubt. To date, few studies have
attempted such comparisons. Three of those reviewed in this section that do make
such comparisons (Pommerehne and Frey, 1976; Pommerehne, 1978; Turnbull and
Chan, 1998) present evidence that is hardly encouraging as to the potential for
predicting the outcomes of representative government with a model that treats the
median voter as if he were dictator.

11.5 Are local public expenditures public or private goods?

In addition to estimating median income and tax price elasticities, several papers
estimate a “degree-of-publicness” parameter based on the coefficients of the tax
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price and population variables. This parameter is defined in such a way that “if [it]
were nearly zero, there would be substantial economies to large city size since in
larger cities, more consumers could share in the costs of municipal commodities
with only minor crowding effects. Where [it] is about one, the gains from sharing
the cost of public commodities among persons are approximately balanced by the
disutility of sharing the facility among more persons” (Bergstrom and Goodman,
1973, p. 282). All of the studies discussed here find that this parameter is close to one.
Borcherding and Deacon (1972, p. 900) urge that “great care should be exercised
in interpreting” this coefficient, and in particular note that “normative conclusions
drawn from the finding that the goods appear better classified as private or quasi-
private rather than public are highly conjectural.” Nevertheless, the temptation to
make these normative conjectures is obviously appealing to many, and more than
one writer has succumbed to it.18 Such conclusions are not warranted, however.
The coefficients upon which this degree-of-publicness parameter is estimated are
obtained from cross-sectional equations based on observations from communities
of differing sizes, each of which supplies these services (assumed homogeneous
across communities) collectively to all members. A parameter estimate of one for
police protection implies that a citizen living in a city of two million is no better off
after weighing the reduced costs of spreading additional police protection across
more taxpayers against the additional costs (crime?) resulting from crowding than
a citizen living in a city of one million. It does not imply that individuals in the
larger city can contract for “private” police protection as efficiently as municipal
police departments can supply it. Since no private-contract police service systems
are included in the studies, nothing can be said about their costs relative to public
police protection. Nor can one even say that citizens in a part of the city of two
million can efficiently form a club and provide their own police protection. If there
are heavy spillovers from one part of a city to another, there may be no efficient
way to supply police protection to a city of two million other than to supply it to all
collectively, even though the net benefits from police protection to a citizen in a city
of two million may be no greater than those to a citizen of a city half as large. The
conclusion that the results of these studies imply that police protection is a private
good comes from a confusion of the joint supply and nonexclusion characteristics
of public goods. The studies cited above show that the net joint supply benefits of
public good provision have generally been exhausted for the range of community
sizes considered. Whether subsets of these communities can efficiently be excluded
from the benefits of providing these services to other subsets, so that they can be
provided via private or local clubs, is another, as yet untested, hypothesis.

Bibliographical notes

The spatial voting and electoral competition literature has been surveyed by Taylor
(1971), Riker and Ordeshook (1973, ch. 12), Borooah and van der Ploeg (1983),
Enelow and Hinich (1984), Calvert (1986), and Ordeshook (1986, ch. 4; 1997).
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by Romer and Rosenthal (1979a).

For further discussion and critiques of the degree-of-publicness parameter, see
Inman (1979, p. 296) and Oates (1988a).



CHAPTER 12

Two-party competition –
probabilistic voting

It suffices for us, if the moral and physical condition of our own citizens qualifies
them to select the able and good for the direction of their government, with a
recurrence of elections at such short periods as will enable them to displace an
unfaithful servant, before the mischief he mediates may be irremediable.

Thomas Jefferson

The social meaning or function of parliamentary activity is no doubt to turn out
legislation and, in part, administrative measures. But in order to understand how
democratic politics serve this social end, we must start from the competitive strug-
gle for power and office and realize that the social function is fulfilled, as it were,
incidentally – in the same sense as production is incidental to the making of profits.

Joseph Schumpeter

The cycling problem has haunted the public choice literature since its inception.
Cycling introduces a degree of indeterminacy and inconsistency into the political
process that hampers the observer’s ability to predict outcomes, and clouds the
normative properties of the outcomes achieved. The median voter theorem offers
a way out of this morass of indeterminateness, a way out that numerous empiri-
cally minded researchers have seized. But the median voter equilibrium remains
an “artifact” of the assumption that issue spaces have a single dimension (Hinich,
1977). If candidates can compete along two or more dimensions, the equilibrium
disappears and with it the predictive power of the econometric models that rely on
this equilibrium concept.

Not surprisingly, numerous efforts to avoid these dire implications of assuming
multidimensional issue spaces have been made. Some of these were discussed in the
previous chapter. Here we focus upon one set of models that makes a particularly
plausible and powerful modification to the standard two-party spatial competition
model and produces equilibrium outcomes. We begin by reexamining why the stan-
dard model fails to achieve an equilibrium.

12.1 Instability with deterministic voting

Consider again a situation in which there are three voters with ideal points at A, B,

and C in the two-dimensional issue space, x − y (Figure 12.1). With separable
utility functions, voter indifference contours are concentric circles and the Pareto

249
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Figure 12.1. Ideal points of three voters.

set is the triangle with apexes at A, B, and C . The two candidates compete by
choosing points in the x − y positive quadrant.

Our intuition suggests that the candidates choose points inside ABC. Could a point
outside the triangle win more votes than a point inside the triangle, given that the
former must always provide lower utility to all three voters than some points inside
the triangle? Intuition further suggests that competition between the candidates for
the three votes drives the two candidates toward the middle of the triangle, to some
point like M .

But we have seen in Chapter 5 that point M cannot be an equilibrium if candidates
seek to maximize their votes and voters vote for the candidate who takes the closest
position to a voter’s ideal point. If candidate 1 is at M , then 2 can defeat 1 by taking
any position within the three lenses formed by UA and UB, UA and UC , and UB

and UC (see Figure 12.2). Note that these lenses include points like N outside the
Pareto set. But any point that 2 chooses can be defeated by a countermove by 1, and
so on, ad infinitum.

Let us consider again the assumption that each voter votes with certainty for the
candidate whose platform is closest to the voter’s ideal point. Candidate 1 has taken
a position at P1 in Figure 12.3, and candidate 2 is considering taking positions along
the ray AZ. In deciding what point along AZ to choose, 2 contemplates the effect of
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Figure 12.2. Cycling possibilities.

this choice on the probability of winning A’s vote. Under the deterministic voting
assumption that voter A votes for the candidate closest to point A, this probability
remains zero as long as 2 remains outside UA, and then jumps to one as 2 crosses
the UA contour. The probability of A’s voting for 2 is a discontinuous step function
equaling zero for all points outside UA and one for all points inside.

That a candidate expects voters to respond to changes in her platform in such a
jerky manner seems implausible for a variety of reasons. First of all, A is unlikely
to be perfectly informed about the two candidates’ positions, and thus A may not
realize that 2 has moved closer to his ideal point. Second, other random events may
impinge upon A’s decision, which either change his preferences or change his vote

Figure 12.3. Voter A’s response to candidate 2’s moves.
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in an unpredictable way. Third, 2 may not know with certainty where A’s ideal point
lies. Thus, a more realistic assumption about 2’s expectation of the probability of
winning A’s vote is that it is a continuous function of the distance 2’s position lies
from A, increasing as 2 moves closer to A.1

With this plausible alternative to the deterministic voting assumption, two-party
competition for votes can produce equilibrium outcomes.

12.2 Equilibria under probabilistic voting

Deterministic voting models assume that voter choices gyrate schizophrenically as
candidates move about competing for votes. A slight movement to the left loses A’s
vote, but wins B’s and C’s. Candidates seek to maximize their expected number of
votes, and these in turn are simply the sum of the probabilities that each voter will
vote for the candidate. Define π1i as the probability that voter i votes for candidate 1,
and EV11’s expected vote. Then candidate 1 seeks to maximize

EV1 =
n∑

i=1

π1i . (12.1)

Under deterministic voting, π1i and π2i take the following step-function form:

(π1i = 1) ↔ U1i > U2i

(π1i = 0) ↔ U1i ≤ U2i

(π2i = 1) ↔ U1i < U2i ,

(12.2)

where U1i and U2i are i’s expected utilities under the platforms of 1 and 2, respec-
tively.

Probabilistic voting models replace (12.2) with the assumption that the probability
functions are continuous in U1i and U2i ; that is,

π1i = fi (U1i , U2i ),
∂ fi

∂U1i
> 0,

∂ fi

∂U2i
< 0. (12.3)

The task of finding a maximum for (12.1) will be much easier if the π1i are
smooth, continuous concave functions, rather than discontinuous functions. The
probabilistic voting assumption makes this substitution, and it lies at the heart of
the difference between the characteristics of the two models.

The utility functions of each voter can be thought of as mountains with peaks at
each voter’s ideal point. The probabilistic voting assumption transforms these utility
mountains into probability mountains, with the probability of any voter voting for
a given candidate reaching a peak when the candidate takes a position at the voter’s
ideal point.

Equation (12.1) aggregates these individual probability mountains into a sin-
gle aggregate probability mountain. The competition for votes between candidates
drives them to the peak of this mountain.

1 For further justification of the probabilistic voting assumption, see Hinich (1977); Coughlin, Mueller, and
Murrell (1990); and Hinich and Munger (1994, pp. 166–76).
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That the positioning of the candidates at the peak of this mountain is an equilib-
rium can be established in a variety of ways. For example, the zero-sum nature of
competition for votes, combined with the continuity assumptions on the π1i and π2i

(implying the continuity of EV1 and EV2), can be relied upon to establish a Nash
equilibrium if the issue space over which the candidates compete is compact and
convex (Coughlin and Nitzan, 1981a). If the probability functions are strictly con-
cave, the equilibrium is unique, with both candidates offering the same platforms.

12.3 Normative characteristics of the equilibria

Let us examine the properties of the equilibria further by making some specific
assumptions about the probability functions. First of all, we assume that all voters
vote so that the probability that i votes for candidate 2 is one minus the probability
that i votes for 1; that is,

π2i = 1 − π1i . (12.4)

In addition to satisfying (12.3), the probability functions must be chosen so that

0 ≤ f ( ) ≤ 1 (12.5)

for all feasible arguments. As a first illustration, let us assume that fi (·) is a con-
tinuous and concave function of the differences in utilities promised by the two
candidates’ platforms:

π1i = fi (U1i − U2i ), π2i = 1 − π1i . (12.6)

Consider now a competition for votes between the two candidates defined over a
policy space that consists simply of the distribution of Y dollars among the n voters.2

Each voter’s utility is a function of his income, Ui = Ui (yi ), U ′
i > 0, U ′′

i < 0.
Candidate 1 chooses a vector of incomes (y11, y12, . . . , y1i , and so on) to maxi-
mize her expected vote, EV1, subject to the total income constraint; that is, she
maximizes

EV1 =
∑

i

π1i =
∑

i

fi (Ui (y1i ) − Ui (y2i )) + λ

(
Y −

∑

i

y1i

)
. (12.7)

Candidate 2 chooses a vector of incomes that maximizes 1 − EV1, which is to
say a vector that minimizes EV1. If the f (·) and U (·) functions are continuous and
strictly concave, both candidates will choose the same platforms. These platforms
will in turn satisfy the following first-order conditions:

f ′
i U ′

i = λ = f ′
jU

′
j , i, j = 1, n. (12.8)

Each candidate equates the weighted marginal utilities of the voters with the weights
( f ′

i ), depending on the sensitivity of a voter’s voting for a candidate to differences in
the utilities promised by the candidates. The greater the change in the probability of

2 Coughlin (1984, 1986) has analyzed this problem.
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voter i’s voting for 1 in response to an increase in U1i − U2i , the higher the income
promised to i by both candidates.

If the probabilistic response of all voters to differences in promised utilities were
the same – that is, f ′

i ( ) = f ′
j ( ) for all i, j , – then (12.8) simplifies to

U ′
i = U ′

j for all i, j = 1, n. (12.9)

This condition is the same one that must be satisfied to maximize the Benthamite
social welfare function (SWF)

W = U1 + U2 + · · · + Ui + · · · + Un. (12.10)

Thus, when the probabilistic response of all voters to differences in the expected
utilities of candidate platforms is the same, the competition for votes between the
candidates leads them to choose platforms that maximize the Benthamite SWF.3

When the probabilistic responses of voters differ, candidate competition results in
the maximization of a weighted Benthamite SWF.

A reasonable alternative to the assumption that voter decisions depend on the
differences in expected utilities from the candidates’ platforms is that they depend
upon the ratios of utilities, that is, that π1i is of the form

π1i = fi (U1i/U2i ). (12.11)

Substituting (12.11) into (12.7), and recalling that U1i = U2i at the equilibrium, we
obtain

f ′
i

U ′
i

Ui
= λ = f ′

j

U ′
j

U j
, i, j = 1, n (12.12)

as the first-order conditions for expected vote maximization for each of the candi-
dates. When the marginal probabilistic responses are identical across all voters, this
simplifies to

U ′
i

Ui
= U ′

j

U j
, i, j = 1, n, (12.13)

which is the first-order condition obtained by maximizing the Nash SWF

W = U1 · U2 · U3 · · · Un. (12.14)

Once again, candidate competition is seen to result in the implicit maximization of
a familiar SWF.4

As a final example, consider again the spatial competition example with the three
voters depicted in Figure 12.1. Let us assume that the probabilities of i supporting
candidates 1 and 2 are defined by (12.6). Since we know this problem is equivalent
to the maximization of (12.10), we can find the equilibrium platform that maxi-
mizes (12.10). We write the three voters’ utility functions as Ua = Za − (1 − x)2 −
(1 − y)2, Ub = Zb − (5 − x)2 − (1 − y)2, Uc = Zc − (3 − x)2 − (5 − y)2, where

3 Ledyard (1984) obtains the Benthamite SWF using an assumption analogous to (12.6).
4 Coughlin and Nitzan (1981a) obtain the Nash SWF from an assumption about the πi s analogous to (12.11).
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the Zi s represent the utility levels achieved at each voter’s respective ideal point.
The two first-order conditions are

2(1 − x) + 2(5 − x) + 2(3 − x) = 0

2(1 − y) + 2(1 − y) + 2(5 − y) = 0,
(12.15)

from which we obtain the expected vote-maximizing platform for both candidates
(3, 7/3), the point M in Figure 12.1. Competition for votes does drive the two
candidates into the Pareto set to a point in the middle of the triangle.

When one assumes that the probabilities of voter support depend on differences
in expected utility, competition drives candidates toward the (weighted) arithmetic
mean of the voters’ utilities. When the probabilities depend on ratios of utilities,
the equilibrium is driven toward the geometric mean. Still other assumptions about
the relationship between the probability of a voter’s support and his expected util-
ity under the competing platforms would produce equilibria at still other points.
But as long as the probability of winning an individual’s vote responds positively
to increases in the voter’s utility from a candidate’s platform, then equilibria can
be expected to be found within the Pareto set, and thus have desirable normative
properties (Coughlin, 1982, 1992).

12.4 Equilibria with interest groups

The previous section describes a set of results under the probabilistic voting as-
sumption that are indeed salutary. Political competition can produce equilibrium
outcomes, and these outcomes can have potentially attractive normative properties.
In this section we discuss an extension to the probabilistic voting model that sheds
additional light on the nature of the outcomes obtained.

Coughlin, Mueller, and Murrell (1990) have extended the probabilistic voting
model to allow for the impact of interest groups on political competition. Interest
groups are defined as groups of individuals with identical tastes and incomes. If Ui j

is the utility function of voter j who is a member of interest group i , then Ui j = Ui ,
for all j = 1, ni , where ni is the size of the i th interest group. Each individual is a
member of one interest group.

The deterministic voting assumption (12.2) is replaced with the following as-
sumption:

(π1i j = 1) ↔ (U1i > U2i − bi j )

(π1i j = 0) ↔ (U1i ≤ U2i − bi j ) (12.16)

(π2i j = 1) ↔ (U1i < U2i − bi j ).

The bi j are “bias” terms. A bi j > 0 implies a positive bias in favor of candidate 1
on the part of the j th voter in the i th interest group. The utility this voter expects
from candidate 2’s platform must exceed that expected from 1’s platform by more
than bi j , before 1 loses this individual’s vote to 2.
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Figure 12.4. A uniform distribution of biases.

A probabilistic element is introduced into the model by assuming that the bias
terms are random variables drawn from a probability distribution with parameters
known to both candidates. Figure 12.4 depicts a uniform probability distribution for
an individual in a given interest group. This group can be said to be biased in favor
of candidate 1, since the bulk of the distribution lies to the right of the zero bias
line. Nevertheless, some members of this group will be associated with negative
bias terms. If candidate 1 matches 2’s platform, she wins most but not all of the
votes of interest group i .

The assumption that interest groups are biased toward or away from certain
candidates or parties accords with observed voting patterns. Whites in the South and
blacks everywhere in the United States tend to vote Democratic. Yankee farmers tend
to vote Republican. On the other hand, not every Yankee farmer votes Republican.

The assumption that candidates know the distributions of bias terms, but not the
individual bias term, implies that neither candidate can say with certainty how a
given member of a particular interest group will vote. What they can predict is
that they will pick up a greater fraction of an interest group’s vote, the greater the
difference in the utility their platform promises the representative interest group
member over that of their opponent.

Assumption (12.16) makes the probability of i’s supporting candidate 1 depen-
dent on the difference between the utilities promised by the platforms of the two
candidates. The first-order condition for expected vote maximization is thus of the
form in (12.8). When the biases are drawn from the uniform distribution, however,
f ′
i , the change in probability of winning the vote of a member of interest group i , is

just the height of the uniform distribution, hi , from which the bi j are drawn, since
the area of the uniform distribution equals one, hi = 1/(ri − li ). Thus, under the
assumption that the bias terms are uniformly distributed, two-candidate competi-
tion for votes leads each candidate to offer platforms that maximize the following
welfare function:

W = α1n1U1 + α2n2U2 + · · · + αmnmUm, (12.17)

where the αi = f ′
i = 1/(ri − li ). The greater the difference between ri and li , the

boundaries on the uniform distribution for interest group i , the greater the range
over which the bi j are distributed. The greater this range, the more important the
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bi j become in determining how an interest group’s membership votes, and the less
important the promised utilities are. Given the latter, both candidates give less weight
to this group’s interests in choosing platforms.

The results from this probabilistic voting model with interest groups resemble
those of the earlier models in that equilibria exist and are Pareto optimal. In fact,
an additive welfare function is maximized, albeit one that assigns different weights
to the different interest groups.

This latter property raises important normative issues about the equilibria ob-
tained in the competitive struggle for votes. Although candidates are uncertain
about how the members of different interest groups will vote, they are uncertain
in different degrees about different groups. One way in which interest groups at-
tempt to influence public policy is to make candidates aware of potential votes to
be won from their interest group by taking certain positions in their platforms. In-
terest groups try to increase the welfare of their membership by reducing candidate
uncertainty over how their membership votes.

But this in turn implies that different interest groups receive different weights in
the candidates’ objective functions and thus receive different weights in the social
welfare function, which is implicitly maximized through candidate competition.
When candidates are unsure of the votes of different groups, and these groups have
different capabilities in approaching candidates, then one’s benefits from political
competition depend in part upon the interest group to which one belongs. The
egalitarianism inherent in the slogan “one man, one vote” is distorted when interest
groups act as intermediaries between candidates and citizens.

12.5 An application to taxation

12.5.1 The logic

Probabilistic voting models have become increasingly popular over the past 20 years
for analyzing electoral politics. Much of the literature on interest groups has em-
ployed this model, for example, and we shall focus upon it in Chapter 20. Here we
confine ourselves to a brief look at an application of the model to taxation.

Let us imagine a country with a two-party political system. The economy has one
private good, X , and the government supplies one public good, G, which it finances
with taxes on individual incomes. We shall assume that the government can levy a
separate tax, ti , on each individual i . Each individual’s income, Yi , is devoted entirely
to her own personal consumption of X and her tax payment, Yi = (1 − ti )Xi . Under
these assumptions, the expected vote function of party 1, as given in (12.7), is
modified to become

EV1 =
∑

1

π1i =
∑

i

fi (Ui (G, X1i ) − Ui (G, X2i ))

+ λ

(
∑

i

Yi − G −
∑

i

Xi

)
. (12.18)
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To balance its budget, the government must choose individual tax rates, ti , such
that G = ∑n

i=1 ti Yi . Party 1 maximizes its expected vote by choosing G and the ti
to maximize (12.18). Maximizing with respect to G yields the first-order condition

n∑

i=1

f ′
i
∂Ui

∂G
= λ. (12.19)

Setting G = ∑n
i=1 ti Yi in the budget constraint term of (12.18), substituting into

each Ui (G, Xi ) from the individual budget constraints, and then maximizing with
respect to ti gives the following first-order conditions:

f ′
i
∂Ui

∂ Xi
= λ, i = 1, n. (12.20)

A comparison of (12.19) and (12.20) with (2.8) and (2.9) from Chapter 2 reveals
that they are the same except that we have now implicitly assumed that PG = PX =
1, and the γi s from (2.8) and (2.9) have been replaced by f ′

i s. The γi s in (2.8) and
(2.9) were the positive weights placed on each individual’s utility in the SWF (2.6)
that was maximized to find the Pareto-optimal quantity of the public good. The f ′

i s
are the weights that each party implicitly places on the utilities of each individual
when it maximizes its expected vote. As was done in Chapter 2, each f ′

i from (12.20)
can be used to replace an f ′

i in (12.19) to yield

∑

i

∂Ui/∂G

∂Ui/∂ Xi
= 1, (12.21)

where (12.21) is again the Samuelsonian (1954) condition for Pareto optimality in
the presence of public goods when PG = PX . Although each party is only interested
in maximizing its expected votes, the competition for votes forces each to choose
individual taxes and a public good quantity that satisfies the conditions for Pareto
optimality.

Although the outcome of electoral politics from the probabilistic voting model
satisfies the condition for Pareto optimality, the realized utility levels implied by
(12.19) and (12.20) are possibly quite different from those that an impartial social
planner might induce by selecting a set of γ s for his SWF. Equation (12.19) implies
that the political process produces a large quantity of the public good if the votes
of those who favor large quantities of the public good are highly responsive to the
announced platforms of the parties (their f ′(·)s are large). Equation (12.20) states
that individuals whose votes are highly responsive to the announced platforms of
the parties are left with command over larger quantities of the private good (are
assigned low taxes).

This comparison of the first-order conditions that one obtains by maximizing
an SWF, and the first-order conditions that are implicitly obtained through the
process of electoral competition, reveals a perhaps surprising similarity between
the predictions for tax policy that emerge from a positive analysis of taxation using
the probabilistic voting model, and the normative prescriptions that one derives from
optimal tax theory. Both imply, for example, the potential for a highly complex tax
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structure. When individual utility functions differ greatly and yet all must consume
the same quantities of public goods, assigned tax prices may have to differ greatly
to satisfy the first-order conditions for Pareto optimality. When individuals differ
greatly in their access and responsiveness to politics, parties may be forced to offer
individuals and groups greatly different tax prices if the parties wish to maximize
their chances of getting elected.

These predictions from the positive analysis of taxation differ greatly from the
normative prescriptions of scholars like Simons (1938) and most recently Buchanan
and Congleton (1998), who argue that the equitable treatment of individuals requires
that citizens in similar situations be taxed similarly.5 Despite the many advocates of
such forms of horizontal equity, and the many proposals for broad-based and “flat”
taxes, the tax code in the United States and most other developed countries remains
a thicket of exemptions and special privileges. Thus, this prediction of the positive
theory seems, from casual observation, to be borne out. We turn now to some more
systematic evidence regarding the determinants of tax structure.

12.5.2 The evidence

The probabilistic voting model predicts that tax policy is slanted in favor of persons
and groups who are able to deliver votes to a party that offers them favorable
tax treatment. To test the model one needs to identify the persons or groups with
the greatest capacities for delivering votes, and test to see whether they receive
favorable treatment in the tax structure. Since no indexes of political strength are
readily available, the probabilistic voting model does not immediately lead to strong
predictions as to which specific groups are going to receive favorable tax treatment.

A second difficulty in testing the implications of the probabilistic voting model
arises because it makes some of the same predictions as its competitors. For example,
a major result in the optimal tax literature is that tax policy should attempt to
minimize deadweight losses. A vote-maximizing party will also be interested in
containing deadweight losses, however, because they cause it to lose votes. Indeed,
the optimal set of taxes from the point of view of a vote-maximizing party – as for
the welfare function maximizing social planner – would be a set of lump-sum taxes.
The two ideal policies would differ not in the form that the taxes would take, but
rather in their magnitudes. Thus, evidence like that presented by Kenny and Toma
(1997), that tax and seigniorage policy in the United States over time has tended to
smooth income, as the optimal tax literature says it should, is also consistent with
the hypothesis that these policies are introduced by parties seeking to maximize
votes in elections.6

The most obvious alternative to the probabilistic voting model for explaining tax
policy is the median voter model. But here, too, the two models may lead to similar
predictions, if it is reasonable to assume that the middle class is an effective political
group (has a high f ′ in (12.20)). Does the existence of tax deductions for children

5 See the discussion by Hettich and Winer (1999, ch. 5).
6 The same, of course, can be said for many of the other empirical studies that attempt to test propositions from

optimal tax theory. See references in Kenny and Toma (1997) and Hettich and Winer (1999, ch. 8).
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imply that parents are a politically effective interest group, that the median voter has
children, or that the social planner has placed extra weight on the utility functions
of people with children?

Despite these conundrums, in some cases it is possible to infer that an observed
pattern of taxes is consistent with certain groups exercising greater influence in the
determination of taxes. For example, owners of expensive houses are not likely to
get extra weight in a reasonable social planner’s welfare function nor to include the
median voter in their group. Hunter and Nelson’s (1989) finding that the share of
total tax revenue in Louisiana parishes accounted for by property taxes is inversely
related to the percent of the homeowners who own expensive houses, thus seems to
confirm their hypothesis that these wealthy homeowners are an effective political
group in Louisiana.7

Hettich and Winer (1984, 1999, ch. 9) employ the probabilistic voting model to
motivate their study of the reliance on the income tax as a source of revenue across
states. The clearest support for the probabilistic voting model actually comes from
the second equation in their model, which predicts whether a state allows residents
to credit their property tax payments against their state income tax obligations.
Once again wealthy homeowners appear to exert significant political influence as
do citizens over 65.8

Although the number of studies that directly test for the importance of political
strength in determining tax structure is small, the results so far are encouraging.

12.6 Commentary

When Anthony Downs put forward his economic theory of democracy, he seemed
to suggest that the outcomes from a political system in which candidates competed
for the votes of the electorate would somehow avoid the nihilistic implications of
the cycling literature, and more generally Arrow’s impossibility theorem (see, e.g.,
Downs, 1957, pp. 17–19). Downs did not succeed in demonstrating any normative
results concerning the outcomes from political competition, however, and the sub-
sequent literature on spatial voting models proved in one paper after another that
cycling is potentially just as big a problem when candidates compete for votes as it
is for committee voting.

The literature on probabilistic voting appears to drive a giant wedge between
the public choice literature on committee voting and that on electoral competition.
Committee voting is inherently deterministic, and cycling problems will continue to
confound the outcomes from committee voting under rules like the simple majority
rule. But if voters reward a candidate who promises them a higher utility by increas-
ing the likelihood of voting for the candidate, then competition for votes between
candidates leads them “as if by an invisible hand” to platforms that maximize social
welfare. The analogy between market competition and political competition does

7 A parish in Louisiana is the local political unit corresponding to the county in other states. Farmers were also
identified as an effective political group by Hunter and Nelson.

8 Many additional variables, which Hettich and Winer hypothesize will be significant, prove to be so. But often
these other variables might also be consistent with alternative models.
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exist. Both result in Pareto-optimal allocations of resources. Downs’s faith in the
efficacy of political competition has at long last been vindicated.

Several writers have questioned the reasonableness of some of the assumptions
upon which the main theorems in the probabilistic voting literature rest, namely, that
the probability functions of a voter voting for a given candidate are monotonically
increasing and concave in the utility promised to the voter by the candidate, and the
issue set over which the candidates compete is compact and convex (Slutsky, 1975;
Usher, 1994; Kirchgässner, 2000).

Kirchgässner, for example, questions the generality of the probabilistic voting
models by constructing an example for three voters with ideal points located to form
a triangle as in Figure 12.1. He then chooses probabilities such that candidate 2 can
increase her chances of winning the votes of A and B by moving to the midpoint of
AB by more than enough to offset the reduction in the probability of C voting for
her, assuming candidate 1 is located at M . Thus Kirchgässner argues cycling can
also arise with probabilistic voting.

Clearly, a three-voter electorate is a rather unusual assumption and it might be
reasonable to assume that candidates hop about trying to win the votes of two of
the three voters. With a large number of voters and a unimodal distribution of
ideal points, such jumping around with probabilistic voting would seem much less
reasonable. Even with a three-voter electorate, however, the theorems proving the
existence of equilibria under probabilistic voting remain valid – if one maintains
the assumptions of the theorems.

In their proofs of the existence of an equilibrium under probabilistic voting,
Coughlin and Nitzan (1981a,b) assume that the probability of voter i voting for
each of the two candidates is a concave function of the following form:

π1i = U1i

U1i + U2i
, π2i = U2i

U1i + U2i
. (12.22)

Now assume that each voter i’s utility from the platform of candidate j takes the
following form:

U j
i = K− | Ii − Pj |2, (12.23)

where Ii is voter i’s ideal point, Pj is the platform of candidate j , and | Ii − Pj |
is the Euclidean distance between the two points. K is a positive constant that
represents the utility each voter experiences from an x − y combination located at
his ideal point. K must be sufficiently large to make U j

i > 0, if it makes sense to
provide the public goods x and y at all.

If candidate 1 locates at M , equidistant from A, B, and C , and candidate 2 is
halfway between A and B, then the probability of candidate 1 getting the vote of
either A or B is

π1A = π1B =
K −

(
2√
3

)2

K −
(

2√
3

)2 + K − 1
= K − 4

3

2K − 7
3

, (12.24)
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while the probability of getting C’s vote is

π1C = K − 4
3

K − 4
3 + K − 3

= K − 4
3

2K − 13
3

. (12.25)

The respective probabilities for candidate 2 are

π2A = π2B = K − 1

2K − 7
3

, π2C = K − 3

2K − 13
3

. (12.26)

Summing each probability function over the three voters we obtain π1 and π2, from
which it is easy to show that

(π1 > π2) ←→
(

K >
1

2

)
. (12.27)

Recalling that K must be sufficiently large to make the provision of x and y to
the community worthwhile, it is easy to see that (12.27) is satisfied for each of the
platforms of the two candidates. Candidate 2 does not increase her probability of
winning by leaving point M .

If we think of the two candidates as promising different bundles of public goods,
then the imposition of a budget constraint on the government or a resources con-
straint on the economy would suffice to make the issue set satisfy the compactness
and convexity assumption. With two public goods, x and y, and a budget constraint,
B, the condition is satisfied. Are these reasonable assumptions? Is there a finite
probability that a given citizen will vote for candidate 1 for every possible platform
this candidate might choose? Do these platforms range to infinity in some directions
of the issue space? Ultimately, these are questions about the voter’s psychology that
cannot be resolved by logical argument.9

An alternative to testing the accuracy of the assumptions underlying the theorems
is, of course, to test their implications. In a two-party system like that of the United
States do the candidates seem to converge on the same (similar) positions on the
full set of issues? Do the outcomes of the electoral process sometimes produce
candidates who take extreme positions on one set of issues, and other times take them
on a totally different set? If the reader thinks that this is the case, then she should
be skeptical of the assumptions underlying the probabilistic voting models. If she
does not, she can take some comfort in their implications.

Even if we accept the underlying assumptions of the probabilistic voting models
and their implications about equilibria under two-party competition, they can raise
additional normative issues of a less salutary nature. The probabilistic voting model

9 Enelow and Hinich (1989) introduce a probabilistic element in a two-party electoral model as a random error
term in a candidate’s expectation of her share of the vote. Whether an equilibrium exists or not is shown to
depend on “the variance of the random element . . . , the size of the feasible set of candidate policy locations, the
salience of policies among voters, the dimensionality of the policy space, and the degree of concavity in voter
utility functions” (p. 110). Thus, Enelow and Hinich’s probabilistic voting model illustrates some of the points
Kirchgässner makes in his critique. The existence of an equilibrium is not guaranteed by the introduction of
a random element in the two-party model. Once again, however, it is not easy to say whether the assumptions
about the size of the feasible set, concavity of voter utility functions, and so on needed to ensure an equilibrium
are reasonable or not.
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with interest groups implies that different groups receive different weights in the
welfare function, which candidate competition implicitly maximizes. The empirical
literature on taxation discussed earlier and that reviewed in Chapter 20 underscore
the importance of this issue by providing ample evidence of a two-way exchange
relationship between candidates and interest groups. While it is comforting to know
that political competition takes us to an equilibrium on the Pareto-possibility fron-
tier, before we sing the praises of two-party democracy too loudly we might wish to
inquire about where this point on the frontier lies. Before passing judgment on the
merits of a two-party system, it also might be prudent to compare it to its alterna-
tives – one-party and multiparty systems. We take up multiparty systems in the next
chapter, and leave single-party systems for Chapter 18.

Bibliographical notes

The first articles to establish the existence of equilibria under probabilistic voting
assumptions were by Davis et al. (1970) and Hinich, Ledyard, and Ordeshook (1972,
1973). Although the equilibrium result was clearly there, the significance of the
result was not appreciated by this observer, because the probabilistic element in the
models was assumed to be due to abstentions when candidates were too far from
a voter’s ideal point. Thus, equilibria appeared to emerge as a sort of accidental
consequence of some voters refusing to vote. This seemed a shaky foundation upon
which to build a strong normative case for the outcomes from electoral competition.
As the literature has evolved, however, the emphasis has shifted from abstentions to
uncertainty on the part of candidates and/or voters. Relevant papers in this evolution
include Comanor (1976), Denzau and Kats (1977), Hinich (1977), Coughlin and
Nitzan (1981a,b), Coughlin (1982, 1984, 1986), and Ledyard (1984). Enelow and
Hinich (1984, ch. 5), Ordeshook (1986, pp. 177–80; 1997), and Coughlin (1992)
provide overviews of this literature.

The normative significance of the results is brought out most clearly by Coughlin
and Nitzan (1981a), Coughlin (1982, 1984, 1992), and Ledyard (1984) and stressed
most forcefully by Wittman (1989, 1995).

Wittman (1984) extends the equilibrium results to competition among three or
more candidates, Austen-Smith (1981b) to multiconstituency party competition.

Samuelson (1984) assumes that candidates begin at different starting points and
are constrained in how far from these starting points they can move in any elec-
tion. Equilibria occur with the candidates adopting different platforms and having
different expected vote totals. Hansson and Stuart (1984) obtain similar results by
assuming that candidates have utility functions defined over the strategy choices.

The public choice analysis of taxation was launched by Hettich and Winer (1984,
1988), who have also surveyed the major contributions to the literature (Hettich and
Winer, 1997, 1999).

Finally, mention must be made of an important related work of Becker (1983).
Becker does not model the process of political competition, but assumes that govern-
ment is a form of market for equilibrating interest group demands for favors. At the
assumed equilibrium, Pareto optimality holds as in the equilibria of the probabilistic
voting models.



CHAPTER 13

Multiparty systems

There is a radical distinction between controlling the business of government and
actually doing it.

John Stuart Mill

13.1 Two views of representation

Views are divided on the role and function of elections in the democratic process
and, therefore, on one of the basic constitutive elements of democratic theory. In one
view, elections serve primarily to choose a government – a cabinet, administration,
or executive – and only secondarily, if at all, to reflect the preferences or opinions of
citizens. In that view, a cabinet governs as long as it retains the confidence (reflects
the preferences or opinions) of the elected parliament. . . . There is a tendency
for those who opt for that view – which we should note provides the foundation
for the theory of responsible government – to focus on questions and issues that
pertain to cabinets more than on those related to parliament and to citizens.

According to a second view, elections are primarily instruments in the hands
of the public to signal particular preferences or opinions to competing represen-
tatives and only secondarily to fulfill the function of choosing a government. The
basis of that view, which provides the foundation for the theory of representative
government, is the assumption that governments seek to meet the preferences of
citizens for public policies which would otherwise be unavailable or available in
suboptimal quantities.

(Breton and Galeotti, 1985, pp. 1–2)

The two-party or two-candidate competition model of Chapters 11 and 12 provides
a theoretical foundation for the first view of government. As long as the two par-
ties or candidates must from time to time compete for the votes of the citizens,
they will remain responsive to citizens’ preferences. Each citizen’s preference re-
ceives a positive weight in the competing candidates’ objective functions. But with
a large electorate, that weight will be small, and the equilibrium at which the can-
didates arrive may be a great distance from the citizen’s most preferred platform.
Moreover, since the government governs for several years, the “issues” over which
the candidates compete are not specific proposals for expenditures and programs,
but more general ideological and policy positions. Thus, in voting for a particu-
lar candidate the citizen does not vote for someone who will closely and directly
represent the citizen’s preferences. The citizen votes for the candidate or party to

264
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whom he wishes to entrust the power to govern for the upcoming electoral period.
This view of the process of government resembles somewhat Hobbes’s selection
of a sovereign, with the amendment that the sovereign must periodically stand for
reelection.

The “ideal type” for the second view of government is Athenian democracy.
Government outcomes should reflect the preferences of the people as in a direct
democracy. One needs representative democracy only if the polity is too large for
all citizens to assemble and decide issues directly. In choosing representatives, one
seeks to select those whose voting duplicates that which would occur were all of
the citizens to assemble and vote directly on the issues.

Ideal models of the first view of democracy were presented in Chapters 11 and
12. We sketch an ideal representation of the second model of democracy in the
next section, and then go on to discuss proportional representation systems as they
appear in the real world.

13.2 Selecting a representative body of legislators

We seek an assembly in which each citizen is represented by someone whose prefer-
ences are identical to those of the citizen.1 Such a representative assembly cannot be
formed, however, unless some citizens have preferences identical to others. Other-
wise the only truly representative assembly would have to include all of the citizens.
Assume, therefore, that the citizenry can be divided into s groups with all members
of each group having perfectly homogeneous preferences on public issues. Let the
number of citizens with preference of the i th type be ni . Then a fully representa-
tive body can be formed by selecting s individuals, one from each group, giving
each representative votes in the assembly proportional to the number of individuals
represented, for example, the representative of the i th group has ni votes. Such
an assembly would have each citizen represented by someone whose preferences
were identical to those of the citizen, and all citizens’ preferences represented in
proportion to their frequency in the polity.

The simplest way to form such an assembly would be to make the rewards for
serving sufficiently attractive so that members of each group would be induced to
run for office. Assuming citizens vote for representatives with preferences identical
to their own, a fully representative assembly would be formed.

If s were so large as to make the assembly itself unwieldy, then its size could be
limited by (1) fixing the number of seats at some figure m and allowing only the m
candidates with the highest vote totals to take seats, or (2) setting a minimum on the
number or percentage of votes a candidate must receive to be allowed to take a seat
in the assembly. The first proposal guarantees that at most m seats are filled in the
assembly. The second allows a variable number of seats to be filled, but a number
less than s can be guaranteed by setting the number of votes required to be elected
high enough.

1 The model in this section resembles that discussed by Tullock (1967a, ch. 10); Mueller, Tollison, and Willett
(1972, 1975); and Mueller (1996a, ch. 8).
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The second two proposals would both result in some citizens having voted for
candidates who did not win seats in the assembly. This feature could be avoided by
having a second, runoff election among the winners on the first round to determine
the number of votes each could cast in the assembly. Each citizen could then vote for
the representative elected in the first round whose preferences came closest to those
of the citizen. Although representation would then not be perfect, it would come
much closer to the ideal than the outcome from a two-candidate winner-take-all
contest.

Finally, if the feasible size of an assembly m were large relative to s, one could
simply choose m citizens at random from the population and rely on the law of large
numbers to ensure that the assembly formed consists of members whose preferences
are in the same proportions as those of the polity at large (Mueller, Tollison, and
Willett, 1972).

13.3 Proportional representation in practice

A large discrepancy exists between the ideal proportional representation (PR) system
just described and its real-world counterparts. In only two countries, Israel and the
Netherlands, do voters in all parts of the country face the same list of parties
and candidates. In all other countries, the nation is divided into districts with each
district electing several representatives. Thus, the mode of representation is typically
a compromise between the extreme form of geographic representation in the first-
past-the-post systems, and a fully at-large PR system.

In the typical PR system, the legislative and executive branches are combined.
Following an election a head of government and her cabinet is either chosen directly
by the legislature, or appointed by the head of state (the president, the queen)
following the advice of the legislature. Thus, when a set of parties succeeds in
putting together a majority coalition, it can effectively choose the chief executive
and her fellow cabinet members – it can form “the government.”2

In the remainder of this chapter, we discuss the properties of electoral politics in
PR systems, and their consequences. We begin a review of the some of electoral
rules that are found in PR systems.

13.4 Electoral rules

Our ideal PR system had but one district and as many persons elected from that
district as there were seats in the legislature. Real-world PR systems differ in both
the number of districts into which the nation is divided and the number of persons
that can be elected from each district. The fewer the districts into which the polity
is divided and the more persons elected per district, the more a geographically

2 In the United States it is common to refer to “the government” when talking about the legislature, the executive
branch and its accompanying bureaucracies, and even the judiciary. My use of the word “government” in this
book generally follows this American convention. In parliamentary democracies, “the government” typically
refers to the cabinet, that is, the executive authority concentrated in the parliament. In parliamentary democracies,
the wider panoply of public sector activities are lumped under the heading of “the state.”
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based system resembles our ideal PR system. In any system in which more than
one person is elected from a district, a formula must be chosen to translate votes
in the district into seats in the parliament. These formulas can result in differences
between the percentage of the national vote a party gets and its percentage of seats
in the parliament. We shall first illustrate what is involved with five of the most often
used formulas.

13.4.1 The Hare, Droop, Imperiali, d’Hondt, and
Sainte-Lagué formulas

Consider Table 13.1.3 A nation of 10,300,000 voters is divided into 10 districts.
Seats in the parliament are apportioned to each district in proportion to population,
for example, district 1 has twice the population of district 2 and therefore can fill
twice as many seats. The population in each district is such as to make the allocation
of seats exact. Every 100,000 voters elect one representative. (Usually, of course,
even the fairest apportionment of seats results in some differences in voters per
seat across districts.) Eight parties seek seats in the parliament, but all eight do not
run candidates in each district. When a party fails to enter a list of candidates in a
district, an NL (no list) is entered. A voter in any district votes for a single party.
The seats assigned to that district are allocated in proportion to the votes cast in
that district. We have assumed that the allocation rule is the largest remainder rule.
Under this formula, one first calculates the Hare quotient

q = v

s
, (13.1)

where v is the total number of votes cast in a district, and s the number of seats it can
fill. The number of seats won by each party is determined by dividing the number
of votes won by the party, v p, by q . This division gives a nonnegative integer I plus
some fraction f, 0 ≤ f < 1; that is,

v p

q
= I + f. (13.2)

The allocation of seats to parties proceeds by first giving each party a number of
seats equal to its I. The remaining seats are assigned according to which parties
have the largest remainders, f . For example, on the basis of the Is for each party,
the allocation of seats in district 1 gave three seats to A, one to D, and two to G. The
remaining two seats were given to A and H , since they had the highest remainders.

The second-to-last column of Table 13.1 gives the total votes won by each party
(V ) across the nation and the number of seats each would obtain if the formula
in (13.2) were applied to the national totals rather than district by district. The
last column cumulates the seats won across the ten districts. The correspondence
between the seats won in the ten districts and what would have been won if the entire
nation were a district is close, but not perfect. The largest remainder formula when

3 This table and much of the discussion in this section are taken from Mueller (1996a, ch. 10).
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applied to the total votes cast in the nation would assign an extra seat to parties D
and F , and one less seat to B and G.

Although the Hare quotient coupled with a largest-remainders rule for allocating
leftover seats in a district is the most straightforward and easiest to apply, it is not
the only one in use. Two variants on the Hare quotient are the Droop quota, d,

d = v

s + 1
or d = v

s + 1
+ 1, (13.3)

and the Imperiali

i = v

s + 2
, (13.4)

with d as defined on the left side of (13.3) and i rounded up to the next integer.
The d’Hondt method computes no quotient, but rather simply allocates the seats in
a district by repeated application of the largest-remainders principle. The modified
Sainte-Lagué formula uses 1.4, 3, 5, 7, . . . as divisors instead of 1, 2, 3, 4, . . . as
under the d’Hondt. Still other variants on these are or have been used.4 As we shall
see, these differ in how well they match party seats to party votes, but all tend to
achieve a reasonable correspondence between the two.

13.4.2 The single-transferable vote (STV)

In STV systems the citizen votes for a particular candidate, or more accurately
candidates, rather than for a party per se. Namely, each voter ranks the candidates
running in her district. Winners are determined using the second Droop quota defined
above; that is,

d = v

s + 1
+ 1, (13.5)

where v and s are the total votes and seats in a district as before. One first determines
the number of candidates with first-place votes in excess of d . These candidates are
all elected. Any first-place votes for a given candidate above those required for him
to reach d are then assigned to the voters’ second choices. If with these transferred
votes any candidate has more than d, the extra votes are assigned to the voters’
third choices, and so on until the s seats are filled. STV is currently employed
in the Republic of Ireland, Malta, Northern Ireland (to elect representatives to the
European Parliament), Australia (to elect representatives to the Senate), and in some
American cities.

When voters confine their ranking of candidates to those from a single party, STV
results in the same party representation as under the largest-remainders formula
(Lijphart, 1986, p. 175). The main difference between STV and a party list system

4 The various formulas are illustrated and compared by Carstairs (1980, chs. 2 and 3), Balinsky and Young (1982),
Lijphart (1986), and Amy (1993, pp. 225–38).
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is that under the list system the party leadership gets to determine which persons fill
the seats won by the party; under STV the voters make this determination. Under
STV the voters may depose a party leader, for example, by giving her very low
ranks, while under a list system she would be elected so long as her rank among the
party leadership was higher than the number of seats her party won.

STV would seem to have all of the merits of a party list system – the voters can
after all rank the candidates in the same order as that advocated by the party – plus
the obvious advantage of allowing the voters to provide the additional input into
the election process of their views on the relative merits of the party members. A
particular advantage claimed for STV is that it allows ethnic, religious, and gender
groups to single out party members from their group for election.5

13.4.3 Limited voting

Under limited vote systems each voter can cast c votes, c ≤ s, where s is the number
of seats to be filled in the district. The s candidates receiving the most votes in a
district assume its seats in the parliament. The votes are cast for persons rather than
parties, and so limited voting resembles STV in a way since the voter can indicate
which members of a party he wishes to see in the parliament. But the voter can also
cast his votes for persons in different parties. The only country in which limited
voting with c > 1 is used today is Spain to elect the upper house.6

Limited voting is a compromise between pure PR systems in which the parties
or persons receive votes in the parliament in direct proportion to the votes cast
for them, and plurality systems in which representatives are elected with greatly
different numbers of votes. This latter characteristic creates strategic problems for
both the voters and the parties’ running candidates. Suppose, for example, four seats
can be filled from a district and each voter can cast three votes, the typical case in
Spain. A voter might like to see all four seats filled by representatives from his most
preferred party, but can cast but three votes. If the party runs four candidates, the
voter must choose one candidate of the four not to vote for. If all voters who support
this party choose not to vote for the same person, only three members of the party
will be elected. If the number of voters supporting this party is large, however, all
four seats might have been filled by representatives of this party under an alternative
pattern of voting. This may lead some voters to vote for their fourth choice from the
party, say, and not for their first choice, under the expectation that their first choice
will receive considerably more than the number of votes required to get elected.
But if large numbers of voters act the same way, their first choice might fail to get
elected, while their fourth choice is elected.

A symmetric problem faces the parties in choosing the number of candidates
to run. A party that runs four candidates for four seats might spread its votes

5 For further discussion of the merits and demerits of STV, see Hallett (1984), Katz (1984), Amy (1993,
pp. 183–91, 193–7), and Bowler and Grofman (2000b).

6 For a discussion of limited voting in general, and the Spanish experience in particular, see Lijphart, Lopez, and
Sone (1986) and Cox (1997, pp. 115–17).
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so thinly that it elects only two; when by running three it could have elected all
three. If it runs only three, however, it passes up the chance of electing four. These
strategic considerations suggest that limited voting systems are a less attractive
means for eliciting information on voter preferences than PR party list or STV
systems.

13.4.4 Single-nontransferable-vote systems (SNTV)

A special case of limited voting has s > 1 and c = 1. When both s and c equal 1,
we have the plurality system, so that SNTV is clearly closer to a plurality system
than limited voting systems with c > 1. Indeed, when c = s > 1, limited voting
resembles STV, so that limited voting approximates PR or plurality systems as s
and c are large or small. Japan, Korea, and Taiwan have used SNTV, but recent
constitutional changes in Japan have replaced this system with a mixture of single-
member districts that use the plurality rule and a PR system for the remaining
seats.7

13.5 Electoral rules and the number of parties

What difference do the electoral rules make? Under the plurality rule, minority
parties whose support is evenly distributed across the country do not win seats.
Over time, the continual lack of success of these parties can be expected to dry up
their financial support and discourage both their members and leaders. Thus, under
the plurality rule one expects minority parties to disappear, unless their supporters
are concentrated in particular geographic areas. One expects the plurality rule to
produce two-party systems.

In 1954 Maurice Duverger claimed that this tendency under the plurality rule in
fact “approaches most nearly perhaps to a true sociological law.”8 Duverger’s law
rests on the presumption that citizens vote strategically.

To see why consider the decision calculus of a voter under the plurality rule,
when there are candidates from three parties competing for her vote. Based on
preelection polls and the past performance of the three parties in her district, she
judges the probabilities of the three candidates’ victories to be πA > πB > πC . For
her vote to make a difference, the two candidates receiving the most votes must
tie save for her vote, and she must cast the decisive vote for one of them. Unless
πB and πC are very close, the probability of a tie between the candidates from
parties A and C must be much smaller than the probability of a tie between A
and B. If the voter wants to have a real chance of affecting the outcome of the
election, she does not “waste” her vote on the candidate from party C , but rather

7 For further discussion of SNTV systems, see Lijphart, Lopez, and Sone (1986); and Grofman, Lee, Winckler,
and Woodall (1999).

8 As quoted by William Riker (1982a, p. 754). Riker reviews both the intellectual history of the “law” and the
evidence gathered on its behalf.
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gives it to the candidate from either A or B whose victory she prefers. Under the
plurality rule rational voters desert the minority parties in favor of the two leading
parties.9

The logic of the voter’s calculus that underpins Duverger’s law can be generalized
to electoral systems, which allow two or more representatives to be chosen from a
district, and leads to the general prediction that there will be more than two parties
competing for votes when more than one representative is elected from each district.
This prediction is often referred to as Duverger’s hypothesis.

Assume now that two representatives can be elected in a district and there
are candidates from four parties competing for the two seats. The voter judges
the probabilities of each party’s winning a seat to be πA > πB > πC > πD . If
the differences between each pair of probabilities are substantial, the voter will
waste her vote by voting for either party A or for party D. The front running candi-
date is almost certain to win one of the two seats, and so the meaningful competition
is for the second seat. The probability of a tie for second between the candidates of
the parties expected to come in second and third is much greater than the probability
of a tie for second between the fourth-ranked party and any of the other three. If
the voter wants to have a chance of affecting the election’s outcome, she chooses
between the two candidates vying for the marginal seat in the district. If M repre-
sentatives are chosen from the district, then the competition for the marginal seat is
between the candidates ranked M th and M + 1th in the preelection polls, and the
rational voter concentrates on these two candidates.10

This line of reasoning leads to some fairly precise predictions. Not only should we
expect to find only two major parties, where one representative is elected from each
district (single-member districts), the number of major parties should increase with
the average size of an electoral district. The logic linking district size and number
of parties only applies at the district level, however. In a single-member district,
one’s vote is likely to be wasted if one votes for the fourth strongest party in the
district, even if it is on average the strongest party across the country. Thus, both
Duverger’s law and hypothesis must be qualified in countries where party strengths
differ greatly across regions.11

Before one can test whether there is a relationship between the number of repre-
sentatives elected per district and the number of parties, one needs to consider what
is meant by the “number of parties.” In a country with five parties, each obtaining
20 percent of the popular vote, it seems reasonable to speak of there being five
major parties. If the five parties received 60, 30, 7, 2, and 1 percent of the vote,
respectively, however, it would seem more difficult to call this “a five-party system,”
as one would expect it to perform much more like a one-party or two-party system.
To allow for differences in the relative sizes of parties, most scholars measure the

9 If the number of voters in her district is large, the rational voter may realize that the probability of a tie for first
between any two of the candidates is infinitesimal, and not vote at all. Thus, the hypothesis that rational voters
vote strategically includes an assumption that they vote as if their votes had a meaningful chance of affecting
the outcome. We take up the question of why rational individuals vote at all in the next chapter.

10 See McKelvey and Ordeshook (1972), and Cox (1997, chs. 2, 4, and 5).
11 Humes (1990) demonstrates that more than two parties may survive when M = 1, if the decisions of parties to

exit are made simultaneously.
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Table 13.2a. Median numbers of representatives per district (M), effective numbers of
parties (ENV, ENS), deviations from proportionality (Dev), and relative reduction in the
number of parties (RRP)

Districts Year M (effective) ENV ENS Dev (%) RRP (%)

Australia 1984 1.0 2.79 2.38 11.5 18.7
Bahamas 1987 1.0 2.11 1.96 19.2 7.7
Barbados 1986 1.0 1.93 1.25 – 54.4
Belize 1984 1.0 2.06 1.60 22.0 28.8
Botswana 1984 1.0 1.96 1.35 17.2 45.2
Canada 1984 1.0 2.75 1.69 24.9 62.7
Dominica 1985 1.0 2.10 1.76 34.8 19.3
France 1981 1.0 4.13 2.68 20.6a 54.1
Grenada 1990 1.0 3.84 3.08 – 24.7
India 1984 1.0 3.98 1.69 31.8 135.5
Jamaica 1989 1.0 1.97 1.60 – 23.1
Korea (South) 1988 1.0 4.22 3.56 – 18.5
New Zealand 1984 1.0 2.99 1.98 19.0 51.0
St. Kitts and Nevis 1984 1.0 2.45 2.46 – −0.4
St. Lucia 1987 1.0 2.32 1.99 26.0 16.6
St. Vincent and Grenadines 1984 1.0 2.28 1.74 17.8 31.0
Trinidad and Tobago 1986 1.0 1.84 1.18 – 55.9
United Kingdom 1983 1.0 3.12 2.09 23.4 49.3
United States 1984 1.0 2.03 1.95 6.7 4.1

Means 1.0 2.68 2.00 21.1 30.5

Sources: See Table 13.2b.

effective number of parties for a country. This statistic can be calculated based on
the number of votes each party received across the country in the election (ENV),
or based on its number of seats in the legislature (ENS). If v p is the number of votes
party p received in the election, and v is the total number of votes cast, then ENV
is defined as follows

ENV = 1
∑n

p=1

( v p

v

)2 (13.6)

with the analogous formula holding for party seats (sp) in a legislature with s seats

ENS = 1
∑n

p=1

( sp

s

)2 . (13.7)

In the preceeding two five-party examples, the ENV when each party gets 20 percent
of the votes is 5, and in the second case it is 2.2.12

Table 13.2 presents ENV and ENS figures for 19 single-member-district (SMD)
and 34 multimember-district democratic (MMD) countries. It is readily apparent
that SMD systems produce lower numbers equivalents, regardless of whether these

12 An analogous statistic – the “numbers equivalent” – is used in the industrial organization literature to measure
the effective number of firms in an industry. It is simply one over the Herfindahl index of concentration. In
political science it is often also called the Laakso-Taagepera index (Laakso and Taagepera, 1979).
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Table 13.2b. Median numbers of representatives per district (M), effective numbers of
parties (ENV, ENS), deviations from proportionality (Dev), and relative reduction in the
number of parties (RRP)

Multimember
districts Year R/D (effective) NEV NES Dev (%) RRP (%)

Argentina 1985 9.0 3.37 2.37 42.2
Austria 1986 30.0 (20) 2.72 2.63 4.3 3.4
Belgium 1985 8.0 (12) 8.13 7.01 7.7 16.0
Bolivia 1985 17.5 4.58 4.32 5.6
Brazil 1990 30.0 9.68 8.69 5.9 11.4
Columbia 1986 8.0 2.68 2.45 3.4 9.4
Costa Rica 1986 10.0 (8) 2.49 2.21 1.2 12.7
Cyprus 1985 12.0 3.62 3.57 1.4
Denmark 1984 11.0 (25) 5.25 5.04 2.9 4.2
Dominican 1986 5.0 3.19 2.53 26.1

Republic
Ecuador 1984 3.0 10.32 5.78 16.0 78.5
El Salvador 1985 4.0 (4) 2.68 2.10 27.6
Finland 1983 17.0 (13) 5.45 5.14 3.9 6.0
Germany 1983 1.0 (10) 3.21 3.16 0.8 1.6
Greece 1985 6.0 (3) 2.59 2.14 9.0 21.0
Honduras 1985 9.0 3.49 2.80 2.2 24.6
Iceland 1983 7.0 (60) 4.26 4.07 4.3 4.7
Ireland 1987 5.0 (4) 3.46 2.89 3.2 19.7
Israel 1984 120.0 (50) 4.28 3.86 5.8 10.9
Italy 1983 24.0 (20) 4.51 4.11 4.5 9.7
Japan 1986 4.0 (4) 3.35 2.57 6.9 30.4
Liechtenstein 1986 15.0 2.28 1.99 14.6
Luxembourg 1984 21.0 (16) 3.56 3.22 7.5 10.6
Malta 1987 5.0 (5) 2.01 2.00 2.6 0.5
Mauritius 1983 3.0 1.96 2.16 −9.3
Netherlands 1986 150.0 (75) 3.77 3.49 8.0
Norway 1985 10.0 (90) 3.63 3.09 8.7 17.5
Peru 1985 9.0 3.00 2.32 29.3
Portugal 1983 16.0 (12) 3.73 3.41 5.7 9.4
Spain 1986 7.0 (7) 3.59 2.81 17.5 27.8
Sweden 1985 12.0 (12) 3.52 3.39 2.0 3.8
Switzerland 1983 12.0 (8) 5.99 5.26 4.3 13.9
Uruguay 1989 11.0 3.38 3.35 0.9
Venezuela 1983 11.0 (27) 2.97 2.42 7.9 22.7

Means 19.2 (19.2) 4.10 3.48 5.8 14.9

a Based on first-round votes.

Sources: Dev figures are for 1985 and are from Taagepera and Shugart (1989, Table 10.1).
RRP (%) = (ENV/ENS-1)100. Effective M are for the early 1980s and are from Taagepera and Shugart (1989,
Table 12.1).
All other figures are from Cox (1997, Appendix C).
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statistics are based on seats won in the assembly or votes cast in the elections. It is
also obvious that the formulas used to translate votes into seats tend to concentrate
power on the larger parties in both types of systems, with the greater concentration
taking place within the SMD countries.

The mean number of parties based on seats in the legislature of SMD countries
turns out to be precisely 2.00, and thus offers rather dramatic support for Duverger’s
law. An examination of the figures for the individual countries, however, reveals
several significant deviations from two-party systems with Barbados, Trinidad, and
Tobago coming close to being single-party states, and France, Grenada, and South
Korea all having ENSs above 3. Nevertheless, 13 ENSs for the 19 SMD countries
lie between 1.5 and 2.5.

The larger-than-predicted number of parties for France has often been attributed to
its use of a two-stage electoral rule. To be elected in the first round, a candidate must
receive a majority of the votes cast. If no candidate obtains an absolute majority in
the first round, candidates receiving less than 12.5 percent of the votes are eliminated
from the ballot and a second round of voting takes place at which only a plurality
is required to win. The logic underlying Duverger’s law should hold at the second
stage, however, and thus I find it difficult to see why one should not expect two
dominant parties to emerge over time in France.13

The numbers in parentheses in the M column are Taagepera and Shugart’s (1989)
adjustments to the numbers of representatives per district specified in the electoral
law. Their adjustments take into account whether there are second-tier adjustments
in the number of seats each party gets based on its share of the vote at a higher level
of aggregation as in Austria and Germany, the effects of threshold percentages of
the national vote, and so on. Sometimes the effects of these adjustments are quite
large as, for example, in effectively reducing the number of representatives elected
per district in the Netherlands from 150 to 75, while raising the number for Norway
from 10 to 90.14

The logic underlying the (M + 1)/M hypothesis leads to the prediction not only
that there are two parties when M = 1.0 and more than two parties when M ≥ 2. It
predicts that the number of parties should rise with M . The data in Table 13.2b are
also consistent with this prediction. Table 13.3 presents the mean ENSs for different
ranges of M . As more representatives are elected from each district in a country,
the effective number of parties in the legislature increases.

Cox (1997, ch. 11) has undertaken a systematic analysis of the relationship be-
tween the size of electoral districts and the number of parties represented in the
national assembly. Using data for the countries in Table 13.2, he estimated the

13 Such a tendency is further strengthened by the propensity for coalition partners to withdraw in the runoff
elections. See Tsebelis (1990).

14 The Netherlands uses a party-list system at the national level, so the Dutch vote for parties, not persons. There
are 150 seats in the Dutch Parliament, but the threshold for taking seats eliminates the possibility of their being
150 parties in the Parliament.

Cox lists Germany as an SMD country. Only half of the 496 seats are filled this way, however. The other half
are filled based on the shares of votes each party receives in the (now) 16 Länder. I have categorized Germany
with the MMD countries, therefore, based on the effective size of its electoral districts.
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Table 13.3. Effective numbers of parties in legislature, number of representatives
elected per district, and deviations from proportionality

Mean Dev Mean Dev
M Mean ENS (Taagepera and Shugart, 1989) (Lijphart, 1990)

1.0 2.00 (19) 21.1 (13) 12.9 (6)
2.0 ≤ 5.0 2.12 (8) 7.5 (5) 7.5 (4)
6.0 ≤ 10.0 3.34 (7) 4.9 (6) 5.6 (9)

11.0 ≤ 15.0 3.98 (7) 4.8 (4)
> 15.0 4.09 (11) 5.8 (9) 3.5 (12)a

a Weighted average of figures for Ms of 1–25, and > 25.

Notes: Number of countries upon which calculations made are in parentheses.
Mean ENS and Dev for Taagepera and Shugart are taken from Table 13.2.

following equation:

ENS = 0.58 + 0.51ENV + 0.08ENV × ln(M) + 0.37ENV × UP, R2 = 0.921

where ln(M) is the natural log of the median number of representatives elected per
district, and UP is an adjustment for the existence of upper tier allocation formulas
as exist in Germany.15 Countries in which the distribution of voter preferences is
such as to give larger numbers of parties’ votes tend to have larger numbers of
parties represented in the legislature. The effect of having large numbers of parties
win votes is enhanced by electoral rules that allow large numbers of representatives
to be elected from each district.16

As noted above, when party strengths differ significantly across a country,
Duverger’s law and hypothesis are likely to break down. Significant geographic
differences in party strengths are likely to be associated with ethnic and religious
heterogeneity. Cox thus tries to explain the numbers equivalents based on votes
across countries using an index of ethnic diversity and ln(M). He obtains the best fit
when these two variables are interacted. Countries that elect large numbers of rep-
resentatives from each electoral district and have large numbers of different ethnic
groups tend to have larger numbers of parties winning votes.17

13.6 Electoral rules and the degree of proportionality

We saw in Table 13.1 that the seats allocated to each party in a PR representation
system may not be strictly proportional to the votes each party gets across the coun-
try, when the country is divided into electoral districts for selecting representatives.
The differences between votes won and seats allocated in the legislature can become
quite dramatic, however, in electoral systems in which one representative is elected
from each district.

15 Thus, Cox records Germany’s M as 1.0, and accounts for the fact that the effective M in Germany is much
higher with the dummy UP. All coefficients are highly significant.

16 See also Taagepera and Shugart (1989, ch. 13).
17 Cox (1997, pp. 214–18); see also Ordeshook and Shvetsova (1994).
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Table 13.4. Distribution of votes across 10 electoral districts (numbers of votes
in millions)

District

Party 1 2 3 4 5 6 7 8 9 10

A 3 3 3 3 3 3 3 3 3 3
B 3 3 2 2 3 0 3 3 3 3
C 0 0 0 0 0 4 4 4 4 4
D 0 0 4 4 4 3 0 0 0 0
E 4 4 1 1 0 0 0 0 0 0

Total 10 10 10 10 10 10 10 10 10 10

To see this, consider Table 13.4. The distribution of voters by party in each of 10
districts is depicted for a polity of 100 million. Each district has 10 million voters.
Under the plurality rule, the two largest parties nationally, A and B, would win
no seats, although they account for 30 and 25 percent of the votes in the country.
Party C would win half of the seats, 2.5 times its share of the national vote, and
parties D and E would each win a fraction of seats that doubles their shares of the
national vote. Although this example is contrived and is obviously extreme, when
voters from each party are randomly distributed across electoral districts, even small
percentage advantages in popular support for a given party can translate into large
percentage advantages in seats held under the plurality rule (Segal and Spivak,
1986).

This example raises the question of just how closely different electoral rules
match seats in the legislature to votes across the nation. The column labeled Dev
in Table 13.2 provides an answer to this question. Dev is the deviation from strict
proportionality between the vote shares for each party, v p, and its share of the
seats in the legislature, sp, as calculated by Taagepera and Shugart (1989) using the
following formula:

Dev = 1

2

n∑

p=1

‖sp − v p‖. (13.8)

The mean deviation from proportionality for the SMD countries is 21.1 percent,
as compared to a mean Dev for the MMD countries of 5.8 percent.

The last column in Table 13.2 presents the percentage reduction in the effective
number of parties that takes place under each system, when going from measuring
number of parties in vote shares versus shares of seats in the legislature. Despite the
78.5 percent decline in number of parties recorded in Ecuador – which only elects
three representatives per district on average – the relative reduction in parties in the
MMD countries is only half of that in the SMD countries.

In Table 13.3, the middle column of numbers gives the mean deviation from
proportionality for different ranges of M . There is a big drop in going from one
representative per district to a range from 2 to 5, and another small drop in going
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from 2–5 to 6–10. The sample sizes are small, however, and the mean Dev actually
rises a bit for the sample of countries with Ms > 15.

The third column in Table 13.3 gives comparable figures for deviations from
proportionality as calculated by Lijphart (1990) for the period 1945 through 1985.
Lijphart’s observations are mean values of Dev for each country over the 40-year
period. Lijphart uses a much smaller sample of SMR countries than do Taagepera
and Shugart, and gets a much lower Dev than we obtain from the Taagepera and
Shugart numbers. Nevertheless, the same general pattern can be observed with a
big drop in the mean deviation from proportionality in going from SMR to MMR
with two to five representatives per district, and still further small declines as district
size expands.

Lijphart also compared the different methods for converting votes into seats.
He found some differences here, also, but the differences were smaller than those
related to the number of representatives per district. The smallest deviations from
proportionality were observed in the five countries that use the largest-remainder
(LR)-Hare and Sainte-Lagué methods (mean Dev = 2.6 percent). The LR-Droop,
LR-Imperiali, modified Sainte-Lagué, and STV systems came in second (six coun-
tries with a mean Dev = 4.5 percent). The d’Hondt method was the least propor-
tional of the PR formulas tried, with a mean Dev of 5.9 percent in the 14 countries
where it is used.18

13.7 The goals of parties

One of the most frequently cited sentences of Downs is his assertion that: “Parties
formulate policies in order to win elections rather than win elections in order to
formulate policies” (1957, p. 28). Party policies play a purely instrumental role
in politics, and parties are willing to shift policies any distance to win elections.
This assumption of ideological flexibility underlies the Downsian assumption that
parties maximize expected votes and the prediction that they converge on the ideal
point of the median voter in a two-party system with a single-dimensional issues
space. Indeed, it leads to the prediction that the party of the Left would readily
leapfrog over the party of the Right should the party of the Right mistakenly take
up a position to the left of the median voter’s ideal point.

To apply Downs’s assumption about party motivation to PR systems, one needs to
think of it at two levels: the choice of a position along the ideological spectrum before
an election, and the choice of whether or not to join a coalition to form a cabinet
after the election. The first thing to note when trying to apply the assumption at the
level of elections in a multiparty system is that “winning” has a different meaning
than in a two-party system. Ignoring the possibility of a tie, with two parties, one
must win a majority of the vote and can form the government. With more than two
parties, no party may win an absolute majority, and thus one can often say that
“no party has won the election.” One can also say with equal accuracy that every
party wins in a multiparty election, in that every party (generally) wins some seats,

18 For further evidence on the consequences of electoral laws, see Rae (1971), Rose (1984), Grofman and Lijphart
(1986), Taagepera and Shugart (1989), Lijphart (1994), and Powell (2000).
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Figure 13.1. Party positions with a uniform distribution of voter ideal points.

and thus lives on to fight another election and, most importantly, to bargain for a
position in the cabinet that forms after the election.

Theorems establishing an equilibrium set of policy positions with multiparty/
multicandidate systems are very difficult to prove, and often imply rather compli-
cated or implausible equilibrium conditions.19 On the other hand, casual observation
of European PR systems suggests that parties do settle into certain positions in ide-
ological space and tend to stay there. Each European country has its socialist/red
party, its Christian democratic/black party, its green party, and so on, and virtually
every observer will place the Christian democrats to the right of the socialists and
the greens to their left. Shifts in positions occur, but parties do not appear to leapfrog
about the issue space in search of votes (Budge, Robertson, and Hearl, 1987); nor
do they all converge on the same set of policies.

One way to account for these phenomena is to weaken or abandon Downs’s vote-
maximization assumption, and replace it with one that gives weight to a party’s
ideology.20 Let us assume, therefore, that the sole goal of a party’s leadership is to
represent the ideological position of its supporters, and that it does so by adopting
the median position of its supporters. If we assume as in the Downsian model a
single-dimensional issue space with citizens voting for the party whose position is
closest to their ideal point, then an equilibrium results with parties spread across
the ideological spectrum.21

Figure 13.1 depicts the equilibrium with five parties and a uniform distribution of
voter ideal points. Each party gets 20 percent of the votes, and the position occupied
by the median party, party C , coincides with the ideal point of the median voter.

Figure 13.2 depicts a distribution of voter ideal points that is nonuniform. Al-
though the median voter still supports party C , its position (5) no longer coincides
with the median voter’s ideal point (M = 5.67). Moreover, party D actually wins a
greater share of the vote by occupying the space that contains the greatest density

19 See, for example, Hinich and Ordeshook (1970, pp. 785–8); Lindeen (1970); Selten (1971); Wittman (1984);
Greenberg and Weber (1985); Breyer (1987); de Palma, Hong, and Thisse (1990); Hermsen and Verbeek (1992);
Lin, Enelow, and Dorussen (1999); and Hamlin and Hjortlund (2000).

20 Downs’s assumption that politicians single-mindedly maximize votes at the expense of ideological consistency
was criticized early on in the context of the two-party model by Wittman (1973). In a detailed analysis of
elections in the Netherlands and Germany, Schofield, Martin, Quinn, and Whitford (1998) show that parties
may pass up the opportunity to increase their votes in an election, and thus their weight in the next parliament,
because it would force them to bargain from an ideological position that lies farther from their ideal point in
the negotiations to form a cabinet. See also Adams (1999, 2000).

21 This is proved by McGann (2002) with the additional assumptions that the number of parties is fixed, and they
are ordered left to right.
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Figure 13.2. Party positions with a nonuniform distribution of voter ideal points.

of voters. Party A, on the other hand, is disfavored by the relatively small fraction
of the electorate located in its ideological space.

McGann (2002) also examines the implications of assuming that party positions
are chosen with one eye on the preferences of the party’s supporters and the other
on the potential gain in votes from shifting positions. As one might expect, such a
change of goals tends to shift party positions toward the median of the distribution
of voter ideal points, and reduces the shares of votes won by the centralist parties.

Party leaders must also consider whether they should compromise their party’s
ideological position at the second stage of the electoral process, when a cabinet is
formed. If two or more parties form a cabinet, at least one of them must acquiesce
to the implementation of a set of policies that does not correspond fully to its most
preferred set. Compromise with a party’s policy preferences is often the price of
getting to influence what the actually implemented policies are. Thus, one might
restate the first part of Downs’s assumption for multiparty systems to read “parties
change policies to join cabinets.”

In the next subsection we examine several hypotheses that make different pre-
dictions regarding the formation of cabinets. Some assume that a party is willing
to “move any distance” to join a cabinet; others assume that policy inertia persists
at the cabinet formation stage, and use this assumption to predict which parties are
likely to form cabinets.

13.7.1 Coalition theories with a one-dimensional issue space

Demokrastan has seven political parties holding seats. These parties compete for
votes along a single-dimensional issue space. Each party has positioned itself along
this left–right line as follows:

A B C D E F G
15 28 5 4 33 9 6
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An election is held, and each citizen votes for the party that comes closest to her
ideal point. The election results in a distribution of the 100 seats in the parliament
according to the numbers under each party’s letter. As often happens in multiparty
systems, no single party holds a majority of the seats.

If Demokrastan’s parliament, like most others, uses the simple majority rule, it
is reasonable to assume that the goal of any parties that seek to form a coalition is
to build one that controls at least 51 seats, so that it can decide all bills that come
up during the parliamentary session. There are 61 possible coalitions that control at
least 51 seats, the grand coalition of all seven parties; any six of the seven parties
(six possibilities); B plus any four parties, E plus any four parties, and B and E plus
any three parties (18 possibilities); 24 possible four-party coalitions; 10 possible
three-party coalitions; and 1 possible two-party coalition between B and E . Which,
if any, of these 61 coalitions will come together to select a cabinet?

Von Neumann and Morgenstern (1953) were arguably the first to have provided a
hypothesis about which coalition might form. They proposed that a minimal winning
coalition would form.

Definition: A coalition is a minimal winning coalition if the removal of any one
member results in its shifting from a majority to a minority coalition.

The intuition behind von Neumann and Morgenstern’s proposal is obvious. Any
additions to a minimal winning coalition are going to take up cabinet positions that
would otherwise go to the original members, and are likely to shift the outcomes
from the coalition away from those favored by the original members. There are 11
possible minimal winning coalitions in Demokrastan’s parliament (BE, ABF, ACE,
ADE, AEF, AEG, ABCD, ABCG, ABDG, CDEF, and DEFG).

Riker (1962) extended the intuition underlying the minimal winning coalition
as a solution concept one step further, and argued that it would be the smallest
minimal winning coalition that would form. This hypothesis rests on modeling
politics as a zero-sum game. The plausibility of this assumption is best appreciated
by thinking of all political issues as involving zero-sum redistributions of wealth. In
such a game, the optimal strategy is to allow the opposing coalition to be as large as
possible, while remaining a losing–paying coalition. With respect to the formation
of cabinets, the prize to be divided is the fixed number of positions in the cabinet.
Each party wants to have as many cabinet posts as it can. The larger its relative
size is in the coalition, the greater is its claim on cabinet positions. This argues
for making the size of the minimal winning coalition, in terms of number of seats
in the parliament, as small as possible. Riker thus proposed the minimum winning
coalition as a solution concept.

Definition: A minimum winning coalition contains the smallest number of seats of
all minimal winning coalitions.

There is one minimum winning coalition among the 11 minimal winning coali-
tions. CDEF controls 51 seats and is the smallest possible majority coalition.
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Forming a coalition entails bargaining among the potential coalition members,
and bargaining takes time. It is reasonable to assume, therefore, that it is easier for
three parties to form a coalition, than for four, and easier still for two parties to
form a coalition. Thus, one might expect that the coalition containing the smallest
number of parties is the most likely to form (Lieserson, 1966). This hypothesis
also leads to a unique prediction in our example – a coalition between parties B
and E .

The four hypotheses considered so far base their predictions solely on the sizes
of the potential members of a winning coalition or their number. Their positions
along the left/right issue dimension are ignored. These hypotheses thus incorporate
Downs’s assumption that policies have no intrinsic value to a party’s leadership. Its
only goal is to be part of the winning coalition. Party B is just as willing to join a
coalition with E as with C or A.

If winning is not everything, however, party B should prefer a coalition with C
to one with E , ceteris paribus, because the policy outcomes from such a coalition
are likely to lie much closer to B’s position along the left/right issue space. The
next two hypotheses about the composition of a winning coalition assume that the
positions of potential coalition members also affect their chances of joining the
winning coalition.22

Axelrod (1970) proposed that the parties forming a winning coalition must be
adjacent to one another along the single policy dimension. This minimal-connected-
winning (MCW) hypothesis reduces the number of potential winning coalitions in
our example to four – ABCD, BCDE, CDEF, and DEFG. Note that the requirement
that the parties sit adjacent to one another along the ideological-issue dimension
means that a coalition may be MCW without being minimal winning. CDEF is
such a coalition. Party D’s seats are not needed to form a winning coalition, but to
drop it would break the connection across the four parties. If C, E, and F form a
minimal-winning coalition, it costs them nothing in terms of divergence from their
policy positions to include D in the coalition.

It seems plausible that it is easier for two parties to agree on a common set of
policies when they are situated close to one another along the policy line than when
they are far away. Party F can reach an agreement with E more readily than with
G. Extending this line of reasoning leads one to predict that the winning coalition
will be the MCW coalition with the smallest range (de Swaan, 1973). Invoking
this closed-minimal-range hypothesis leads to the unique prediction that coalition
CDEF forms.

Although these six hypotheses do not include all of those that have been pro-
posed, they include the most widely cited and those that have garnered the most
empirical support. To test the last two, we need to locate each party in a country
along a left/right issue dimension. To do so scholars of European politics have
relied on judgments by panels of experts, mass survey data, and content analysis

22 For further discussion of the differences between theories that treat parties as purely office seekers or as office
and policy oriented, see Laver and Schofield (1990, chs. 3–5) and Müller and Strøm (1999, pp. 5–9). Müller
and Strøm (1999) contains case studies illustrating how party leaders act when the goals of pursuing votes,
office and party, are in conflict. Our discussion in this section relies heavily on Laver and Schofield.
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Table 13.5. Frequency of coalition types, by country, 1945–1987

Minority situations

Majority Surplus MCW MCW MW
Country situations not MCW not MW and MW not MCW Minority Total

Austria 6 – – 5 1 1 13
Belgium 1 4 – 7 8 2 22
Denmark – – – 2 – 18 20
Finland – 17 – 4 1 10 32
Germany 2 – – 9 1 – 12
Iceland – 2 – 6 4 2 14
Ireland 4 – – – 3 5 12
Italy 4 8 6 – 3 14 35
Luxembourg – 1 – 8 1 – 10
Netherlands – 5 3 4 2 3 17
Norway 4 – – 3 – 8 15
Sweden 1 – – 5 – 10 16

Total 22 37 9 53 24 73 218

Source: Laver and Schofield (1990, p. 100).

of party manifestos.23 Since scholars disagree to some extent on the positions of
the various parties, and even sometimes on which parties are de facto members
of the coalition that forms the government, it is not surprising to find some dis-
agreement over how well the different theories predict the coalitions observed.
Taylor and Laver (1973), de Swaan (1975), and de Swaan and Mokken (1980) all
claim that the MCW hypothesis provides the best explanation for the observed data.
But Warwick (1979, 1994) finds that the MCW hypothesis adds no explanatory
power to the predictions given by the minimal-winning-coalition hypothesis (MW).
Laver and Schofield’s (1990) more recent comparison lends support to Warwick’s
position.

The first thing to note in Table 13.5 is that a third of the governments in Europe
between 1945 and 1987 were minority governments. Since all of the theories are
predicated on the assumption that parties wish to be part of a majority coalition,
this substantial fraction of minority governments must be viewed as a contradiction
to all of them.

The second striking fact to note is how rare it is in PR systems that one party
wins a majority of the seats. This occurs barely 10 percent of the time.

Turning now to the success rates of the MCW and MW in predicting which
coalitions form, we see that there were 123 instances when no single party received
a majority of the seats in the parliament. Of these 62, just over 50 percent, were
MCW coalitions, and 77 were MW (62.6 percent). Only 9 of the MCW governments
were not also MW. Thus, the classifications of Laver and Schofield reconfirm the
judgment of earlier observers that the MCW hypothesis adds little predictive power
over the MW.

23 For a discussion and comparison of these techniques, see Laver and Schofield (1990, pp. 245–65).
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In our seven-party example, there were 61 possible coalitions, which could form
and would control a majority of the seats in the parliament. Of these only 11 were
MW. If our null hypothesis were that each of the 61 possible majority coalitions
were equally likely, then we would expect to observe a MW about one sixth of the
time. The numbers in our example should come fairly close to those for the average
European parliament, and thus we should expect to see a MW about one-sixth of
the time, when a majority coalition succeeds in forming. The prediction that the
coalition that forms a government will be MW does far better than just assigning
each possible majority coalition an equal probability of forming. The success rate
for the MW goes up still further if we add in all of the governments that were formed
by a single party with a majority of the seats, since these, too, are MW.

The four other single-dimensional coalition theories discussed earlier all select
subsets of either the MCW or the MW sets of coalitions. They thus have even lower
success rates at predicting which coalition forms than do the MW and MCW. All six
theories predict that some majority coalition forms, and thus the large fraction of
minority governments contradicts all six theories. One explanation for the existence
of so many minority governments is that policy does matter a lot to parties, and
affects their willingness to form coalitions.24

In our seven-country example, if no government forms and the parties merely
vote on legislation, the one-dimensional nature of the issue space leads us to predict
the victory of proposals at the median position. All of the proposals made by party
D should win. Given its central position, D might thus try and form a government
by itself. Although it is unlikely that a party with only 4 percent of the seats in
parliament would try to form a minority government, if D had, say, 40 percent of
the seats it might very well try.

Van Roozendaal (1990, 1992, 1993) defines a central party in exactly the same
way as we defined a median position in Chapter 5. Including the votes of the central
party, there are 50 percent or more of the votes in the parliament to both the right
and the left of the central party’s position. Extending the logic of the median voter
theorem to cabinet formation, van Roozendaal predicts that central parties will be
members of every government – majority or minority – that forms.

Of the 196 European governments examined by Laver and Schofield (1990,
p. 113) 165 contained or were supported by a central party. Thus, van Roozendaal’s
theory of cabinet formation obtains considerable empirical support. Nearly 20 per-
cent of the governments formed did not contain a central party, however; and so
we still need some auxiliary assumptions or a more general theory. One possibil-
ity is that the issue space is not one dimensional as assumed by van Roozendaal
and several of the other theories considered so far. If the issue space has a second
dimension, then D, with only 4 percent of the seats in the parliament, might well
find itself left out of the government. Although it is in a pivotal position in a single-
dimensional issue space, it may not be so in a multidimensional space. We turn now
to two theories of coalition formation that allow for more than one dimension in the
issue space.
24 For an analysis of why minority governments form so often, see Strøm (1984, 1996).
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13.7.2 Coalition theories with two- or more-dimensional issue spaces

13.7.2.1 The political heart. Once the issue space has two or more dimensions, the
possibility of cycles arises. Cycling in cabinet formation takes the form of unstable
coalitions. A coalition among parties A, B, and E is preferred to one among A, B,

and C , but the ABE coalition loses to BEF, and so on.
In Chapter 11 we argued that voting in a multidimensional issue space may not

lead to cycles that span the entire space because some points dominate others.
Winning proposals can reasonably be assumed to be confined to some central area
of the issue space like the uncovered set or the yolk. Constructs like the uncovered
set and the yolk cannot be easily generalized to predict winning grand coalitions,
however, because the outcome is a joining of parties with different ideal points. The
question to be answered is not which unique point in the issue space will be chosen,
but rather which unique coalition of parties will form. Nevertheless, we might also
expect that the parties in the winning coalition will be located in some central region
of the issue space, and some concept analogous to the uncovered set will define this
region. Schofield (1993a,b, 1996a) has proposed such a region, which he calls the
heart of the polity.

To locate the heart we must first locate all median lines in a two-dimensional
issue space, or median planes in a multidimensional space. All points along or to
one side of a median line (plane) add up to a majority of votes in the legislature.
In Figure 13.3 the parties in Israel’s parliament, the Knesset, are placed in a two-
dimensional issue space formed by party positions on national security issues and
their secular/religious ideological position. The median lines are based on the num-
ber of seats (given beneath party) that each party won in the 1988 election. There
are three such lines and they form a triangle. This triangle constitutes the political
heart in this seating of the Knesset. The Pareto set is the area bounded by the ideal
points of all parties, so we see that the heart lies within the Pareto set. (The heart
always lies within or at worst coincides with the Pareto set.)

If we now consider a party like the Degel Hatora, labeled DH in the figure, we can
see that it was at a disadvantage in trying to get its most favored position chosen,
because a majority of the votes in the Knesset are held by parties on or to the left of
the median line through SHAS and LIK, and thus all of these parties strictly prefer
some points closer to this median line than DH’s ideal point. In contrast points within
the heart can only lose to other points within the heart. Cycling is thus expected to
be confined to within the heart, and one expects the coalition that eventually forms
to contain one or more members of the heart. Two governments held office during
the four years up to the next election: first a coalition led by Likud and including
Labor (LAB), followed by a coalition that included Likud and SHAS.

Figure 13.4 illustrates the situation after the 1992 election in Israel. The three me-
dian lines now intersect at the Labor Party’s ideal point, which constitutes the core.
No point can command a majority over Labor’s ideal point. The clear prediction is
that Labor will be part of the winning coalition that forms the government – as it was.
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Figure 13.3. The Knesset in 1988. Source: Schofield (1997, p. 289)

When all median lines intersect at a single point, it constitutes the core. When
they do not intersect at a single point, the area that they enclose is called the cycle
set. The heart is the union of the cycle set and the core. Schofield’s theory predicts
that any coalition that forms a government contains at least one of the parties in the
heart. The theory seems to have considerable predictive power (Schofield, 1993b).

13.7.2.2 The dimension-by-dimension median. We saw in Chapter 5 that an equi-
librium could sometimes be “manufactured” in a multidimensional issue space by
voting one dimension at a time.25 Laver and Shepsle (1996) have extended this idea
from voting on issues to the formation of cabinets. They note that cabinet formation
is not simply about which parties form the government, but about which parties
get which cabinet ministries. They assume that if party A gets the finance industry,
it does not merely implement an economic policy near its ideal point along the
economic policy dimension; it implements the policy, which exactly corresponds
to its ideal point in this dimension. This assumption greatly reduces the number of

25 See also Kadane (1972) and Slutsky (1977b).
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Figure 13.4. The Knesset in 1992. Source: Schofield (1997, p. 290)

possible outcomes from the coalition process, and thus increases the chances of an
equilibrium outcome.

To see what is involved, consider Figure 13.5, which depicts the positions of the
four major German parties in 1987. The two most important policy dimensions in
Germany have been identified as economic and foreign policy. The ideal points of the
four parties have been identified with dots. The two lines through the dot labeled
GG represent the Green Party’s position on economic and foreign policy. Each
intersection of two lines represents a possible cabinet allocation of the ministries of
finance and foreign policy. For example, the intersection labeled GC is an allocation
of the finance ministry to the Green Party and the foreign affairs ministry to the
Christian Democrats, whose ideal point is labeled CC. If the Christian Democrats
were to form a government by themselves, they would fill both ministries and the
cabinet outcome would be at CC. To avoid clutter, all possible cabinets have not been
labeled. The points FF and SS represent the ideal points of the other two parties,
the Free Democrats and the Socialists.

No party had a majority of the seats in the Bundestag. The Christian Democrats
had enough seats to be able to form a majority coalition with any one of the other
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Figure 13.5. Cabinet formation in the German Bundestag in 1987.

parties. The Socialist Party was the second largest party in the Bundestag, but
it could only form a government in coalition by joining with either the Christian
Democrats or with the other two parties. The median position in the economic policy
dimension was thus occupied by the Christian Democrats, while the median in the
foreign policy dimension was occupied by the Free Democrats. The dimension-by-
dimension median was at CF, therefore.

The Christian Democrats and the Free Democrats had formed the previous gov-
ernment, and had split these two key ministries with the Christian Democrats oc-
cupying the Finance Ministry and the Free Democrats having the Foreign Affairs
ministry. The cabinet assignment CF was, therefore, the status quo. The question
confronting the parties following the 1987 election was whether a new assignment
of ministries and perhaps a new coalition of parties could defeat this status quo.

The circles labeled IG, IS, IC , and IF represent indifference curves for the four
parties, which pass through the status quo point. Any point inside one of these
circles is favored over the status quo cabinet by the party whose indifference curve is
represented. The shaded, lens-shaped regions represent the winsets against the status
quo, all of the points favored by a majority coalition over the status quo. The winsets
are not empty, and thus the policies represented by the status quo allocation of
ministries would lose to many other policy combinations in the legislature, if the
legislature were to vote on these policy combinations. A central assumption of the
Laver and Shepsle model is, however, that the legislature is not allowed to vote on
combinations in these winsets, but is merely offered the policy favored by the party
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occupying the appropriate ministry. What is relevant, therefore, is not whether the
winset is nonempty, but whether it contains any points where the lattice lines drawn
in the figure intersect. If the winset does contain such a lattice point, there exists a
cabinet allocation that can defeat the status quo, and the theory predicts that this new
cabinet forms. No lattice points are contained in the winsets for point CF, and so the
Laver-Shepsle theory predicts that the status quo is sustained. The theory makes
the precise prediction that the Christian Democrats and Free Democrats will form
the government, and that the finance ministry will go to the Christian Democrats
and Foreign Policy to the Free Democrats, which is exactly what happened.

In this particular example, the dimension-by-dimension median involves a coali-
tion of two parties. It could of course happen that a single party occupies this
position. If one did and its winsets did not contain any lattice points, then there
would be no allocation of cabinet posts that could defeat its filling both posts. Laver
and Shepsle (1996, pp. 69–78) define such a party as being very strong and predict
that it is in any equilibrium cabinet that can form.

They also define merely strong parties. A merely strong party’s ideal point has a
nonempty winset, but all lattice points in this winset imply cabinet allocations of
which it is a part. Imagine, for example, that the Green Party’s position on economic
issues was shifted far enough to the right in Figure 13.5 so that its lattice line and
the horizontal line through CC intersected in the (newly drawn) winset to CF. The
Christian Democrats could then move closer to their ideal point by dropping the
Free Democrats as coalition partners and joining with the Greens, and presumably
would do so, if this new coalition would not lose to another, which left the Christian
Democrats worse off. Thus, a merely strong party is strong because it can veto shifts
away from its ideal point, and thereby tends to control “the making and breaking of
governments.” Both types of strong parties tend to be relatively large and centrally
positioned in the issue space (Laver and Shepsle, 1996, pp. 184–5).

One of the important advantages of the Laver-Shepsle theory is that it can account
for and indeed predicts minority governments, as, for example, when a party with
less than a majority of the seats in the parliament is very strong. The theory can
also account for surplus majority coalitions, when the issue space contains three
or more dimensions (Laver and Shepsle, 1996, pp. 266–9). Thus, just as the exis-
tence of governments that exclude a median party in a one-dimensional issue space
implies that the issue space may have more than one dimension, the existence of
governments with surplus majorities implies that the issue space may have more
than two dimensions, if one accepts the rest of the premises of the Laver and Shepsle
theory.

Laver and Shepsle (1996, chs. 6–9) subject their theory to several empirical tests
including thousands of simulations of coalition formation. In general, the theory
obtains impressive support in both the simulations and when confronted with data
on actual cabinet formations. It seems somewhat better at explaining the coalitions
that form in countries like Sweden, which contain one large, centrally located party
than in countries like Belgium and Denmark, which have numerous small- and
medium-sized parties. But all in all the theory holds up quite well, particularly
when one takes into account how specific its predictions are.
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13.8 Cabinet stability

13.8.1 The duration of governments

In a parliamentary system, the government survives only as long as it can preserve
its support from a majority of the members of the parliament. When there are but
two parties this task is relatively easy, as the majority party’s leadership must only
maintain the support of the members of its own party. But when a coalition of
parties forms the government, the task becomes more difficult. The different parties
have different views as to what the government’s program should be, and perhaps
different views as to the costs, or benefits, from having a government fall and either
a new coalition of parties take over or a new election called. Thus, one expects the
life of a government to be shorter in multiparty systems.

The criticism that PR leads to unstable government is the most venerable, most
frequent, and most forcefully leveled criticism against it (e.g., Hermens [1933,
1941, 1951], Schumpeter [1950, pp. 272–3], Black [1958, pp. 81–2]). Taylor

Table 13.6a. Average duration of European governments by type: 1945–1987 (months)

AUS GER BEL ICE LUX NOR IRE SWE DEN NET FIN ITA Total

Single-party
majority

46 46 48 49 24 45

Surplus coalition
with majority
party

24 49 16 26

Unconnected
non-MW
coalition

10 40 47 15 11 17

Connected (but
non-MW)
coalition

18 40 5 38 16 22 23

MCW but not MW
coalition

25 20 22

Surplus coalition 24 49 12 40 5 34 15 17 21

MW and MCW
coaliton

40 33 27 36 45 31 24 43 35 15 35

MW but not MCW
coalition

39 33 24 44 61 42 23 33 17 31

Minimal coalition 40 33 25 39 47 37 42 24 43 31 19 17 33

Minority coalition
with support

67 5 10 24 36 44 30 24 12 26

Minority coalition
without support

2 5 25 27 21 16 4 7 6 15

Minority coalition 67 7 8 24 30 30 22 4 10 9 19

Total 41 37 22 34 45 32 39 28 26 27 15 13 26

Source: Schofield (1993b).
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Table 13.6b. Number and average duration of European governments by
type: 1948–1998 (months)

AUS GER BEL ICE LUX NOR IRE SWE DEN NET FIN ITA Total

Number of 21 25 32 15 25 21 25 30 22 36 47 25.5a

cabinets

Average
durationb 28 23 17 39 25 30 26 21 27 16 12 23.4a

a Average includes France and Portugal. France has 22 cabinets with a mean duration of 21 months; Portugal 10
with a mean duration of 20 months.

b Müller and Strøm’s figures are in days. I have converted to months by dividing by 30.

Source: Müller and Strøm (2000b, p. 585).

and Herman (1971) were among the first of many studies to test whether this
criticism was well-founded. Using data for 196 governments from the post–World
War II period, they found that government stability, measured as the duration
of the government in days, was negatively correlated with both the number of
parties in the parliament (r = −0.39) and the number in the coalition forming
a government (r = −0.307). A Herfindahl-type index of party fractionalization
(F = 1 − ∑

p2
i = 1 − ENS, pi = proportion of the seats held by the i th party)

was negatively correlated with government stability both when measured for the full
parliament (r = −0.448) and for the government (r = −0.302). One-party govern-
ments lasted on average 1107.9 days, almost twice as long as coalition governments
(624.5 days).

Warwick (1979, 1994) focused upon the durability of coalition governments,
and found that majority coalitions lasted longer than minority coalitions, and that
MW coalitions lasted much longer than other types. Government durability was
inversely related to the number of parties in the government. Several other studies
have reconfirmed these findings in different ways.26

Table 13.6 presents a summary of the data on European government durations
over the 1945–87 period as assembled by Schofield (1993b), and over 1948–98 by
Müller and Strøm (2000b). First note that there is a great deal of variation in the
lengths of governments’ lives both across countries and across types of coalition
structures. The average Italian government lasted barely 1 year, while governments
in Luxembourg have lasted as long as 5 years with a mean of 45 months in Schofield’s
data and 39 months in that of Müller and Strøm.

Among the coalition types, single-party-majority governments have lasted the
longest (mean of 45 months); minority governments have had the shortest lives
(mean of 19 months). Minimal-winning coalitions last on average half again as
long as surplus coalitions (33 versus 21 months). The dominance of single-party-
majority governments over all other forms in terms of stability would be reinforced
if data on the duration of governments in plurality-rule systems were included in
the table.27

26 See Powell (1981, 2000), Midlarsky (1984), Schofield (1987), and Taagepera and Shugart (1989, pp. 99–102);
for additional discussion and references, Warwick (1979, 1994) and Laver and Schofield (1990).

27 See also Lijphart (1984, 1999).
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13.8.2 The death of governments

Where the early research measured government stability as the length of a govern-
ment’s life, the most recent work has focused on predicting the probability of its
death.

In its simplest form this approach views government deaths as purely a function
of random events.28 The Achille Lauro sinks at sea, and the Italian government falls
soon thereafter. Although the probability of a ship under the Italian flag sinking
at sea is probably greater than for that of a ship under Luxembourg’s flag, one
expects that the dramatic differences in the lengths of government lives apparent
in Table 13.6 are not all due to chance. Some underlying institutional differences
exist that turn random events into government deaths in Italy more frequently than
in Luxembourg.

In a seminal contribution, King, Alt, Burns, and Laver (1990) tried to determine
what these underlying differences were. They modeled the hazard rate – the condi-
tional probability that a government dies at time t – as an exponential function of a
set of institutional and political variables drawn from the literature on government
stability. Defining H as this hazard rate, we have

H = exp(−β ′x), (13.9)

where x is a vector of the variables thought to affect cabinet deaths, and β ′ is a
vector of the coefficients to be estimated.29 Consistent with the previous literature,
King et al. found that majority governments had lower hazard rates and cabinets
with high degrees of fractionalization had higher rates.

Warwick (1994) has extended and retested the model of King et al. Table 13.7
presents the estimates for two of his equations. The six variables included in Equa-
tion 1 were the only ones that proved to be significant from a much larger set with
which Warwick experimented. The different variables try to capture various aspects
of the complexity of the bargaining situation and the costs to the parties should the
government fall. For example, the larger the fraction of the members of one gov-
ernment who reappear in the next one (returnability), the smaller the expected cost
to any one party from the government falling, and the more likely the government
is to fall. The positive coefficient on polarization might be explained as follows:
the more polarized a parliament is (that is, the stronger the parties on the far left
and right are), the greater the likely loss in votes in the next election for any party
that compromises on its policy position by moving toward the center. Since coali-
tion formation and maintenance depend on compromise, coalition governments in
polarized systems are more likely to die.

Of particular interest are the coefficients on majority status and the effective
number of parties in the government. A government formed by a majority coalition
has a significantly lower probability of collapsing than a minority government. The
effective number of parties in the government is simply the ENS for the parties
making up the cabinet. Consistent with the literature on government duration and

28 The pioneering contribution here was Browne, Frendreis, and Gleiber (1986).
29 For the derivation of this equation see King et al. (1990) and Warwick (1994, pp. 17–21).
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Table 13.7. Determinants of the hazard rate for government deaths

Equations

Covariates 1 2

Majority status −1.11 (0.16) −1.37 (0.23)
Postelection status −0.61 (0.15) −0.51 (0.17)
Investiture 0.44 (0.15) 0.50 (0.19)
Effective number of parties in the

government
0.20 (0.06) 0.11 (0.07)

Returnability 1.60 (0.47) 1.34 (0.51)
Polarization 3.54 (0.62) 2.62 (0.83)
Ideological diversity 0.34 (0.14)
Log-likelihood ratio −1,120 −842
Number of cases 360 284

Standard errors in parentheses.
Variable definitions: See Warwick (1994, pp. 39–40, 53–62).

Majority status. Is the government a majority coalition?
Postelection status. Is the government the first after an election?
Investiture. Is a formal vote of investiture required?
Effective number of parties in the government. The ENS for the parties that make up the government.
Returnability. Proportion of government parties represented in the next government following a

collapse or early termination, calculated by system.
Polarization. Proportion of seats held by extremist parties.
Ideological diversity. An index of the ideological diversity of the parties in the government based on

the parties’ positions along a left–right ideological scale, a clerical–secular scale, and a regime-
support–antipathy scale.

Source: Warwick (1994, Tables 3.3, 4.4).

King et al., Warwick finds that the probability of a government falling increases
with the number of parties in the coalition that forms it.30

Equation 2 in Table 13.7 includes an index of the ideological diversity of the
coalition of parties forming the government. This index is constructed from three
other indexes – a normal left–right scaling, a clerical–secular scaling, and a scaling
related to regime support. It has a positive and significant effect on the hazard rate.
The greater the ideological diversity across the parties forming the government, the
higher the probability that their coalition falls apart. Once ideological diversity is
included in the model, the number of parties in the government loses its statistical
significance. Warwick (pp. 64–7) interprets this result as implying that the effective
number of parties proxies for ideological diversity, when the latter is omitted, and
that it is really this ideological diversity that increases the likelihood that a multiparty
government falls, not the number of parties in it per se.

This inference seems too strong. Although there may in fact be considerable
ideological diversity within a single party, when an ideological index is created,

30 For discussion of the other variables in Equation 1 see Warwick (1994, ch. 3).
Strøm (1985) also found that majority status significantly lengthened the life of a cabinet. He also found

that parties in minority governments tended to do better in elections than those in majority governments, and
concluded from this that being in a minority government may be more advantageous for party leaders. Taagepera
and Shugart (1989, pp. 99–102) found that ENS for the entire parliament is inversely linked to government
duration.
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each party is treated as an individual actor and given a single value along an
ideological scale. Thus, a government formed by a single party with the major-
ity of seats in the parliament has zero ideological diversity as measured by ei-
ther the range or the variance of such an index. When two parties form a coali-
tion, the index of their ideological diversity must be positive, unless they occupy
exactly the same position in ideological space, and it is likely that a coalition
of three parties will have a greater range or variance in its ideological indexes
than a coalition of two. Thus, there is an inherent positive and possibly strong
correlation between an index of the ideological diversity of a coalition and the
number of parties that compose it. Since both of these variables are proxies for
concepts that are difficult to measure precisely, one has to expect that different
proxies might produce a different ordering of the statistical significance of the two
variables.

We saw earlier that the degree of ethnic and social heterogeneity in a country
was positively related to the effective number of parties in the country. The more
parties there are in the parliament, the smaller the share of seats of any one party,
and the more parties that are needed to form a majority coalition. If the ideological
diversity in a country is reflected in the parties in its parliament, then again we
can expect greater degrees of ideological diversity across the parties forming a
government to be positively associated with their number. Thus, I am inclined to
interpret Warwick’s results for Equation 2 of Table 13.7 as implying that both the
number of parties that make up a government and their ideological diversity are
likely to be positively related to the probability of its demise.

Once ideological diversity is present in the model, Warwick finds that minimal-
winning coalitions are no more likely to survive than other forms (pp. 67–72).
The only characteristic of a coalition that proves to be significant and highly so in
explaining the hazard rate is its majority status.

A large literature has now rather firmly established that good economic conditions
increase the likelihood that a president or a government is reelected, and that pres-
idents and parties take this into account when setting their economic policies (see
Chapter 19). This literature has largely ignored the question of whether economic
conditions also affect the life expectancy of a government. It seems quite plausible
that they would. Bad economic times might lead parties to bolt a coalition for fear
of being held responsible for the state of the economy at the next election; good
economic times might keep coalitions in tact as all members want to take credit at
the next election for the state of the economy. Warwick’s data are consistent with
these conjectures (ch. 5). The difficult economic environment of the 1980s and
1990s seems to have both increased hazard rates over all of Western Europe, and
made them more sensitive to changes in unemployment and inflation, with inflation
being given increasing weight by voters over time.31

31 The poor state of the German economy in the early 1980s made it unlikely that the coalition between the
Socialist party and the Free Democrats would return to power after the next election. This fact seems to have
contributed to the Free Democrats’ decision to form a new coalition with the Christian Democrats (Poguntke,
1999). The Austrian Socialist party’s decision in 1966 not to renew the grand coalition with the People’s party
also was influenced by the deteriorating state of the economy at that time (Müller, 1999).
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Figure 13.6. The determinants of cabinet stability.

13.8.3 Summary

The literature reviewed in this section with respect to cabinet stability, plus some
of the findings from earlier sections can be summarized with the help of a diagram
(Figure 13.6). The politics of a country with a single religious denomination is not
likely to split along religious lines. Linguistic differences will not be a salient pol-
icy dimension in a country where everyone speaks the same language. The ethnic,
religious, and ideological heterogeneity of a country determines the dimensionality
of its issue space. The number of salient political issue dimensions in a country in
turn affects the number of political parties it has. The number of political parties
is also affected, however, by the electoral rules of the country. In particular the
number of political parties will be positively related to the number of representa-
tives that can be elected from each electoral district. Both the number of political
parties and the degree of ideological heterogeneity are inversely related to cabinet
stability.

One could add many more boxes to Figure 13.6, and perhaps additional arrows.
At the constitutional level, for example, social diversity may explain the choice
of electoral rules. Switzerland and Belgium both abandoned SMD representation
toward the end of the nineteenth century as a response to violent protests by citizens
who objected to being represented by someone from a different linguistic or religious
group (Lakeman, 1974, pp. 192–99; Carstairs, 1980, chs. 6 and 13). Which brings
us to the question of the relationship between electoral rules and social stability.

13.9 Social stability

Under the plurality rule nearly half of the citizens may be represented by someone
they did not vote for; with three or more parties, quite often more than half are
“represented” in this way (Buchanan and Tullock, 1962, p. 242). In the election that
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returned Tony Blair’s Labour Party to office with a “landside” 60 percent of the seats
in the Parliament, the Labour Party won only slightly above 44 percent of the popular
vote – about what the losing presidential candidate receives in a “landslide” election
in the United States. This characteristic of the plurality rule can lead to alienation
and may explain the significantly lower voter turnouts in plurality rule, two-party
democracies than in PR systems.32 Powell (1982) has also found significantly higher
frequencies of violent political protest in two-party democracies.

Thus, the advantage of greater stability that is often claimed for two-party political
systems would appear to need qualification. The stability within the political process
that is brought about by denying diverse minorities proportionate representation in
the legislatures to some extent is offset by the decisions of alienated minorities to
opt out of the normal political process.

13.10 Strategic voting

Strategic voting can occur for two reasons: (1) the voter does not want to vote for
a candidate or party with a very small chance of winning a seat in his district; or
(2) the voter does not want to vote for a party with a very small chance of joining
the coalition that forms the government. In this section we discuss the evidence for
both types of strategic voting, beginning with the plurality-rule countries.

13.10.1 Strategic voting under the plurality rule

As we have seen, Duverger’s law rests on the premise that the first type of strategic
voting takes place in single-member districts, which use the plurality rule. For
strategic voting to lead to two dominant parties, however, voters must judge the
chances of the third party’s candidate winning a seat to be significantly lower than
for the second-place candidate. If the parties expected to come in second or third are
expected to obtain similar fractions of the vote, there is no reason to desert the third
candidate for the second. Thus no strategic voting is expected when the second and
third parties’ candidates have similar probabilities of winning. If we then calculate
the ratio of the third party’s candidate’s votes to the second party’s candidate’s votes,
3P/2P , we should expect this ratio to exhibit a bimodal distribution across districts.
Where the probabilities of the second and third candidates’ winning differ greatly,
3P/2P should be close to zero; where these probabilities are close, they should be
close to 1.0. The in-between ratios should fall out.

A significant difference between the second party’s expected share of the vote
and that of the third is a necessary but not a sufficient condition for strategic voting.
If the leading party in a district is thought to be an almost certain winner, then there
is no reason to desert the third party for the second, since both have too small of a
chance of winning. One might as well cast one’s vote for the party one most prefers,

32 See Powell (1981), Jackman (1987), Blais and Carty (1990), Amy (1993, ch. 7), and Mueller and Stratmann
(2002). Mudambi, Navarra, and Nicosia (1996) find evidence of more information gathering by Sicilian voters
under PR electoral rules.
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as the outcome of the election is a foregone conclusion. Thus, one does not predict
a bimodal distribution of 3P/2P ratios in districts where the probabilities of the
leading party’s victory are high.

The Liberal Democrats’33 emergence as a major third party in Great Britain in
recent years makes it a good country to test these predictions. Cox (1997, pp. 85–
9) has done so. In districts that were not closely contested, he found a unimodal
distribution of 3P/2P ratios with a mode between 0.3 and 0.4. In very closely
contested districts, on the other hand, a bimodal distribution of these ratios was
observed as the strategic voting hypothesis predicts, with one mode between 0.1
and 0.2 and a second between 0.9 and 1.0.

Although Cox’s results strongly suggest that strategic voting has occurred in
Great Britain, they do not imply that large fractions of Britons vote strategically.
The hypothesis predicts no strategic voting in districts where the leading party
has a high probability of winning, nor where the differences in probabilities of
victory between the second and third parties are small. Even where neither of these
two conditions is met, all voters are not voting strategically. Survey studies that
ask voters about their intentions seem to suggest that from 5 to 15 percent of the
British vote strategically.34 This evidence of strategic voting combined with that
discussed above regarding the relationship between votes and seats implies that the
Liberal Democrats in Great Britain have been doubly disadvantaged by the use of
the plurality rule. Some voters desert it for the two major parties so as not to waste
their votes with the result being that the actual number of votes that the Liberal
Democrats receives is less than the fraction of voters who rank this party first, and
the electoral system transforms the Liberal Democrats’ share of votes cast into a
significantly smaller share of the seats in the Parliament.

Cox (1997, pp. 81–3) also tested for the presence of strategic voting in Germany,
and found evidence that it has also taken place. Survey results again confirm the
statistical evidence that strategic voting has taken place.

13.10.2 Strategic voting in multiparty systems

The generalization of tests involving the distributions of the ratio 3P/2P to multi-
member district systems requires that one looks at the ratio (M + 1)/M , where
M is the number of representatives selected from a district. A brief glance at
Table 13.2 suggests that the logic of this test will break down as M grows large.
A simple-minded interpretation of the theory would imply 76 parties competing
for votes in the Netherlands, but clearly the effective numbers for parties in this
country are much lower. Cox (1997, ch. 5) found that the predictions regarding the
ratios (M + 1)/M do hold up, so long as M remains below five. Thus, strategic
voting would appear not to affect the outcomes in PR systems, where district size
is moderately high.35

33 Formerly the Alliance.
34 Cox (1997, pp. 85–9) cites and discusses several studies.
35 Ordeshook and Zeng (1994) discuss the incentives to vote strategically under STV.
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Voters typically have priors on not only the expected share of the vote each party
will win in an election, but also which parties are likely to form coalitions. These
priors can also induce strategic voting.

Consider again the example of Demokrastan, where the parties are positioned
along a single-dimensional, left–right issue space. The numbers below the line now
represent the expected number of seats for each party following the election.

A B C D E F G
15 28 5 4 33 9 6

The constitution of Demokrastan obligates the president to invite the party re-
ceiving the most votes in an election to form a government. If the election goes as
expected, E will be invited to form a government, and either a CDEF or a DEFG
coalition is anticipated. Supporters of party A now have a strong incentive to vote
for B to lift its seat total above E’s, since B should favor an ABCD coalition. Antic-
ipating this, supporters of F and G might then switch their votes to E . Even such
a simple convention of asking the largest party to form a government can lead to
strategic voting and a flow of votes to the largest parties.

Strategic voting can also work to the advantage of smaller parties, however.
Consider the following example adapted from Cox (1997, pp. 197–8). The positions
of the German Social Democratic Party (S), Free Democrats (F), and Christian
Democrats (C) are as follows:

S F C
49 4 47

The numbers below the line are again the expected share of the national vote for
each party just prior to the election. The German Constitution imposes a threshold
of 5 percent of the national vote for a party to obtain any seats in the Bundestag. If
the preelection polls are correct, the Free Democrats will not make the threshold and
the other two parties divide the seats proportionally. The Social Democratic Party
can form the government alone. The ideology of the Free Democrats lies closer to
that of the Christian Democrats than to the Socialists, and if they would manage
to get over the threshold, they would form a majority coalition with the Christian
Democrats. Knowing this Christian Democrats have an incentive to vote for the Free
Democrats to ensure that they get at least 5 percent of the vote. Situations like this
have been common in Germany since 1961, and the Free Democrats have attempted
to take advantage of their position near the center of the ideological spectrum by
openly encouraging German citizens to vote strategically.36

13.11 Commentary

We began this chapter with a quotation from Albert Breton and Gianluigi Galeotti
(1985) regarding two views of representation. It should be clear from this chapter
and the two preceding ones that both two-party, winner-take-all systems and PR

36 For further discussion and citations, see Cox (1997, pp. 194–8) and Poguntke (1999, p. 232).
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systems are representative in the sense that each citizen’s preferences receive weight
in the final outcomes of the political process. In two-party systems, the individual
citizen’s preferences influence the platforms upon which the candidates run and the
outcomes to the extent that the necessity to stand for reelection forces the winners
to implement the platforms upon which they run. In the PR systems, each citizen is
represented by a party for which he has voted, or the party of the person for whom
he has voted. The choice of parties is wider, and the citizen can vote for a party that
represents his preferences more closely than in the two-party systems.

The two views on representation lead logically to alternative electoral rules for
choosing representatives. Duverger’s law predicts that the plurality rule will produce
two dominant parties, and on average it does. But in many of the so-called two-party
countries, like Canada and Great Britain, strong third and even fourth parties often
exist. As a consequence, voters can have incentives to vote strategically, so that the
votes cast for each party do not necessarily reflect the first-choice preferences of
the citizens, and the party that wins a majority of the seats in the legislature often
has done so without winning a majority of the popular vote. Indeed, it can happen
that a majority of the voters would prefer another party to the one that “wins” an
election.37

To produce more than two parties in the legislature, one needs to elect more
than one party or person from each electoral district. The number of parties in
the legislature tends to increase with the number of representatives elected per
district (M), and when M exceeds five strategic voting seems to disappear. With M
moderately large, PR systems also exhibit modest deviations from an allocation of
seats in the parliament that is strictly proportional to the votes received. Thus, most
real-world PR systems might be considered to be reasonable approximations to the
“ideal system” described at the beginning of this chapter as far as their representation
of different sets of voter preferences is concerned.

The logic underlying the ideal PR system is to represent the preferences of all
citizens in the national assembly in proportion to their numbers in the population
at large, and then to aggregate these preferences in an optimal way. For the reasons
discussed in Chapters 4, 5, and 6, the simple majority rule is unlikely to achieve this
optimal aggregation. In addition to a high qualified majority rule, some version of
point voting or voting by veto might be used, so that all citizens’ preferences have
a chance to influence the outcome. Under an ideal PR system, the legislative and
executive branches would be separated, and the executive branch’s task would be to
execute “the will of the people,” as expressed through the votes taken in the fully
representative legislature.38

37 Both of these disadvantages of two-party systems that use the plurality rule to manufacture a parliamentary
majority could be eliminated by adopting a two-round electoral rule to award parties seats, similar to the rule
used to elect the president of France. All citizens across the country would face the same list of parties in each
round, and votes would be tallied on a national basis. If no party received a majority of the votes cast in the first
round, a second round of voting restricted to the two parties receiving the most votes in the first round would
be held. The (M + 1)/M logic should apply to this rule, and one expects a two-party system to evolve over
time. For further discussion, see Mueller (1996a, chs. 9 and 10).

38 For further discussion of the differences between the two types of systems and ways to create their ideal
prototypes, see Mueller (1996a, chs. 8–10).
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Real-world PR systems differ from this ideal in that they inevitably employ the
simple majority rule for parliamentary decisions, and they merge the executive
and legislative functions of government by requiring that the parliament chooses,
or at least acquiesces to the choice of, the chief executive and her cabinet. This
requirement under the cabinet form of PR changes the strategic options for the
voter. If the legislature employed a voting rule that allowed the party for which she
voted to influence the outcome, the citizen would have a strong incentive to vote for
the party with the closest position on the issues to her own. However, if only some
parties will join the cabinet, and the cabinet will decide all government policies,
the rational citizen should consider the probability that each party will enter the
cabinet, as well as its position on the issues, when deciding which party to vote for.
Thus, under the cabinet form of PR, the distribution of votes across parties may also
inaccurately reflect the distribution of citizens’ preferences for the policy positions
of each party.

Despite these important differences between real-world electoral systems and
their theoretical counterparts, one might expect that the two come close enough to
one another that we can use the results from the public choice literature to compare
real-world electoral systems. In a pure two-party system, one party always wins a
majority of the votes and seats in the parliament, and thus majority governments with
their inherent stability can be expected. In real-world two-party systems, majority
governments do not always form, but they form far more often than in PR systems,
as one expects.39

With two parties and a single-dimensional issue space, both compete for the vote
of the median voter and the winning platform coincides with her ideal point. The
probabilistic voting model introduced in Chapter 12 leads us to expect equilibrium
outcomes in two-party systems, even when there is more than one dimension to
the issue space, with the winning party located at the mean of the distribution of
voters’ ideal points. Even when equilibria may not exist, theoretical constructs like
the uncovered set and the yolk lead us to expect outcomes in two-party systems that
lie near the center of the distribution of voters’ ideal points (see Chapter 11).

The literature on multiparty systems leads – perhaps somewhat surprisingly – to
very similar conclusions. When a single-dimensional issue space exists, the party
occupying the ideal point of the median voter can be expected to join any coalition
that forms, or to form the government by itself, even perhaps when it does not occupy
a majority of the seats in the parliament. When the issue space has more than one
dimension, the winning coalition that forms the government is likely to contain the
party located at the dimension-by-dimension median, if such a party exists, or at
least at the median of one of the dimensions of the issue space. Concepts like the
uncovered set and the yolk are replaced by the heart to predict which parties join
coalition governments, but again the implication is that they will be somewhere
near the center of the distribution of voters’ ideal points. In multiparty systems the
median voter is replaced as the key actor by the “central” or “core” or “strong” party.

39 Blais and Carty (1988) find that a single party wins an absolute majority of the seats in the parliament
72 percent of the time in two-party systems versus only 10 percent of the time under PR.

Powell (2000) has recently undertaken an extensive comparison between two-party and multiparty systems.
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Strong parties are large and centrally located, while core parties are positioned at
the intersection of median lines. The almost exclusive use of the simple majority
rule in all two-party and multiparty systems instills a powerful centripetal tendency
into them regardless of the particular electoral rule used to fill the seats in their
legislatures.

The use of the Downsian spatial voting model by students of both two-party and
multiparty systems results not surprisingly in a great concern over the positions of
the candidates and parties in the two systems. The often implicit assumption in the
literature is that the policies implied by the positions occupied in the issue space
get adopted. The concern of observers like Breton and Galeotti about responsible
government is often not over the nature of the policies promised, but over whether
the promises are kept and the policies actually are enacted. When the government
reneges on its promises in a two-party system, the voters have a clear strategy
for punishing it by voting for the opposition party. In PR systems, the voter’s best
strategy is less clear, since “responsibility” for past policies is shared by all members
of the coalition, and the voter does not obviously advance her own interests by
weakening the party that most closely represents them. Not surprisingly, one finds
that changes in government following an election are more likely to be observed in
two-party than in multiparty systems.40

The vast literature on cycling leads one to expect cabinet instability to take the
form of constantly changing policies. The most significant cost of cabinet instability
may be the complete paralysis of the government. Schofield (1995) has shown, for
example, that the Christian Democrats occupied a near-core position in the Italian
issue space throughout the post–World War II period, and thus were members of
every one of the 50 or so governments that formed up until the mid-1990s. At that
time Italians voted all of the major parties in Italy out of office, and the Christian
Democrats vanished as a party. One presumes that this occurred not because Italian
voters were unhappy with the major parties’ policy positions, but with their imple-
mentation of these policies. Thus, the most significant differences among electoral
systems may not come in how well voters’ preferences are represented in the legis-
lature, or in how the legislature decides what ought to be done, but in whether the
legislature decides anything at all, and in the implementation of its decisions. We
return to these issues in Chapter 17.

Bibliographical notes

The standard format for articles on PR or multiparty systems is to begin with
one or more lengthy quotations from classic works. I know of no other area in
public choice in which the average age of a source quoted is so great. Whether this
tendency reflects the brilliance of the first writers on the topic or the paucity of
talent devoted to the topic since, I am not sure. Perhaps it merely reflects the lack
of interest in the topic by Anglo-Saxon scholars. I defer in part to this tradition

40 Blais (1991, p. 242) compares PR and two-party systems according to several additional performance criteria,
as do Grofman and Reynolds (2001), and Powell (2000).
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with my opening quotation from a relatively recent article by Breton and Galeotti
(1985).

Among the classics, John Stuart Mill’s Considerations on Representative
Government, first published in 1861, is worth reading for its discussion of both
PR and political theory more generally.

More recent discussions of the normative properties of PR include Pitkin (1967),
Riker (1982a), Chamberlin and Courant (1983), Johnston (1984), Rose (1984),
Sugden (1984), Blais (1991), Powell (2000), and Grofman and Reynolds (2001).

For a formal analysis of various rules for allocating seats in the legislature based on
electoral votes, see Balinsky and Young (1978, 1982). Myerson and Weber (1993),
Myerson (1999), and Persson and Tabellini (2000a, ch. 8) examine issues of stability
and performance in different electoral systems.

Schofield (1997) surveys the spatial literature on multiparty systems and provides
a simple introduction to the concept of the heart. Austen-Smith (1996) suggests some
modifications of the heart to eliminate the possibility that it selects an outcome not
in the uncovered set.

Grofman and van Roozendaal (1997) provide an excellent survey of the literature
on cabinet stability. Müller and Strøm (2000a) contains 15 essays on coalition
governments in Europe. Grofman, Lee, Winckler, and Woodall (1999) contains 18
essays on the single nontransferable vote as used in Japan, Korea, and Taiwan.
Twelve essays on the single-transferable-vote procedure are included in Bowler and
Grofman (2000a).



CHAPTER 14

The paradox of voting

When we move . . . away from the private concerns of the family and the business
office into those regions of national and international affairs that lack a direct and
unmistakable link with those private concerns, individual volition, command of
facts and method of inference soon cease to fulfill the requirements of the classical
doctrine. What strikes me most of all and seems to me to be the core of the
trouble is the fact that the sense of reality is so completely lost. Normally, the great
political questions take their place in the psychic economy of the typical citizen
with those leisure-hour interests that have not attained the rank of hobbies, and
with the subjects of irresponsible conversation. These things seem so far off; they
are not at all like a business proposition; dangers may not materialize at all and if
they should they may not prove so very serious; one feels oneself to be moving in
a fictitious world.

The reduced sense of reality accounts not only for a reduced sense of respon-
sibility but also for the absence of effective volition. One has one’s phrases, of
course, and one’s wishes and daydreams and grumbles; especially, one has one’s
likes and dislikes. But ordinarily they do not amount to what we call a will – the
psychic counterpart of purposeful responsible action. In fact, for the private citizen
musing over national affairs there is no scope for such a will and no task at which
it could develop. He is a member of an unworkable committee, the committee of
the whole nation, and this is why he expends less disciplined effort on mastering
a political problem than he expends on a game of bridge. . . .

Thus the typical citizen drops down to a lower level of mental performance
as soon as he enters the political field. He argues and analyzes in a way which
he would readily recognize as infantile within the sphere of his real interests. He
becomes a primitive again. His thinking becomes associative and affective. And
this entails two further consequences and ominous significance.

First, even if there were no political groups trying to influence him, the typical
citizen would in political matters tend to yield to extra-rational or irrational preju-
dice and impulse. . . . Moreover, simply because he is not “all there,” he will relax
his usual moral standards as well and occasionally give in to dark urges which the
conditions of private life help him to repress. But as to the wisdom or rationality
of his inferences and conclusions, it may be just as bad if he gives in to a burst of
generous indignation. This will make it still more difficult for him to see things
in their correct proportions or even to see more than one aspect of one thing at a
time. Hence, if for once he does emerge from his usual vagueness and does display
the definite will postulated by the classical doctrine of democracy, he is as likely
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as not to become still more unintelligent and irresponsible than he usually is. At
certain junctures, this may prove fatal to his nation.

Joseph Schumpeter

The Americans . . . are fond of explaining all the actions of their lives by the prin-
ciple of self-interest rightly understood; they show with complacency how an
enlightened regard for themselves constantly prompts them to assist one another
and inclines them willingly to sacrifice a portion of their time and property to the
welfare of the state. In this respect . . . they frequently fail to do themselves justice;
for in the United States as well as elsewhere people are sometimes seen to give
way to those disinterested and spontaneous impulses that are natural to man; but
the Americans seldom admit that they yield to emotions of this kind; they are more
anxious to do honor to their philosophy than to themselves.

Alexis de Tocqueville

The distinguishing characteristic of public choice is the assumption that indi-
viduals in the political arena as in the marketplace behave rationally and in their
own self-interest. We have examined models of candidate competition based on this
assumption, but as yet have said little about the key actor in the political drama, the
individual voter. This chapter fills that void.

14.1 The rational voter hypothesis

14.1.1 Expected utility maximization

The rational voter hypothesis was first developed by Downs (1957, chs. 11–14)
and later was elaborated by Tullock (1967a, pp. 110–14) and Riker and Ordeshook
(1968, 1973). In deciding between two parties or candidates, the voter envisages
the different “streams of utility” to be derived from the policies promised by each
candidate. The voter calculates the expected utility from each candidate’s victory,
and naturally votes for the candidate whose policies promise the highest utility.
Thus, voting is a purely instrumental act in the theory of rational voting. One votes
to bring about the victory of one’s preferred candidate. The benefit from voting is
the difference in expected utilities from the policies of these two candidates. Call
this difference B.

Of course, it is unlikely that one’s vote decides the outcome of the election. One’s
vote has an impact on the outcome only when (1) the votes of all other voters are
evenly split between the two candidates, or (2) one’s preferred candidate would lose
by one vote if one did not vote. Call the probabilities of these two events occurring P1

and P2, respectively. If one’s preferred candidate has a 50/50 chance of eventually
winning should the first election end in a draw, then the probability that a single
individual’s vote will be instrumental in bringing about the victory of the voter’s
preferred candidate is P = P1 + (1/2)P2. The expected benefits from voting are PB.

P has been calculated in several ways. Under one approach, each voter can be
viewed as picking a ball out of a bag in which p fraction of the balls are labeled
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candidate 1 and (1 − p) are labeled candidate 2. Each voter is assumed to have a
prior as to what p is. If there are N voters and N is odd, then P1 for any one voter is
simply the probability that exactly one half of the remaining (N − 1) voters would
pick a ball labeled candidate 1 and the remaining one half would pick a ball labeled
candidate 2, given this voter’s prior p. P then becomes

P = 3e−2(N−1)(p− 1
2 )2

2
√

2π (N − 1)
. (14.1)

P declines as N increases, and as p diverts from 1/2.1 Even when p = 1/2,
however, the probability that a single vote will decide the election is but 0.00006,
when there are 100,000,000 voters.2 If there were some cost, C , to voting, then the
expected benefits from one’s preferred candidate’s victory would have to be large
indeed to make the voter’s calculus produce an expected utility gain from voting
(P B − C > 0).

The above approach can be criticized on the grounds that it implies that there is
an infinitesimal probability that all voters would pick a ball labeled candidate 1 and
candidate 2 would receive zero votes. Voters do not decide how to vote by picking
balls out of hats. On election day, it is more reasonable to assume that all voters
are committed to voting for either candidate 1 or candidate 2. Each voter has some
prior, p, of the fraction of the population of potential voters who are committed to
candidate 1, based perhaps on preelection polls. The rational voter knows, however,
that this p is measured with error. Thus, in deciding whether to vote, a rational voter
must calculate the probability that her vote will make or break a tie, given p, and
the inaccuracy with which it is estimated. This probability is inversely related to√

N p(1 − p), the standard deviation of the estimated number of people voting for
candidate 1, and thus also becomes infinitesimal as N becomes large.3

Several people have noted that the probability of being run over by a car going
to or returning from the polls is similar to the probability of casting the decisive
vote.4 If being run over is worse than having one’s preferred candidate lose, then
this potential cost of voting alone would exceed the potential gain, and no rational
self-interested individual would ever vote. But millions do, and thus the paradox.

1 Owen and Grofman (1984) derive the following formula for the probability that a voter’s vote breaks a tie when
N is odd:

POG = 2e−2(N−1)(p−1/2)2

√
2π (N − 1)

.

Now P1 is simply the probability that N will be odd (0.5) times POG , and P2 is the same. Thus, P ≈ (1/2)POG +
(1/4)POG , which is the formula in the text. See also Beck (1975), Margolis (1977), and Mayer and Good (1975).

2 Peters (1998, p. 180) omits the 2 from the denominator of (14.1) and thus computes P as 0.00012.
3 With p = 0.51 and N = 100,000,000, P = 6 × 10−6 (Fischer, 1999, p. 274).

The formula in (14.1) implies a very sharp fall in P , as p moves away from 0.5, while the sampling approach
just described implies a much flatter, and more plausible relationship between P and p. See Mayer and Good
(1975), Fischer (1999), and Shachar and Nalebuff (1999).

4 Skinner (1948, p. 265) appears to be the first to have used the probability of an auto accident as a foil to puncture
the rational voter hypothesis, writing some nine years before Downs, cited in Goodin and Roberts (1975). Meehl
(1977) also uses it.



306 The paradox of voting

There are essentially three ways around the paradox: (1) redfine the rational voter’s
calculus so that the rational action is now to vote; (2) relax the rationality assumption;
(3) relax the self-interest assumption. All three routes have been pursued. We begin
with three attempts that continue to assume rational, self-interested behavior, as
it has traditionally been depicted in public choice, and then consider more radical
departures from this behavioral assumption.

14.1.2 A taste for voting

The simplest way to reconcile voter rationality with the act of voting is to posit
the existence of benefits stemming from the act itself, but not dependent on the
consequence of the act, that is, not depending on whether the vote is decisive.
Individuals may have a patriotic or civic itch, and voting helps scratch that itch,
yielding benefits (utility) D.5 Thus, a person votes if P B + D − C > 0. With P B
tiny, the act of voting is explained by the private gains (psychic income) from the
act of voting itself, D, exceeding the personal costs of going to the polls, C . Voting
is not undertaken as an instrumental act to determine the winning candidate, but
as a private, or symbolic act from which satisfaction is derived independent of the
outcome of the election.

This modification of the rational voter hypothesis does reconcile the act of voting
with individual rationality, but does so by robbing the rational, self-interest hypoth-
esis of its predictive power. Any hypothesis can be reconciled with any conflicting
piece of evidence with the addition of the appropriate auxiliary hypothesis. If I find
that the quantity of Mercedes autos demanded increases following an increase in
their price, I need not reject the law of demand, I need only set it aside, in this case by
assuming a taste for “snob appeal.” But in so doing I weaken the law of demand, as
a hypothesis let alone as a law, unless I have a tight logical argument for predicting
this taste for snob appeal.

So it is with rescuing the rational, self-interested voter hypothesis by assuming a
taste for civic duty. If this taste explains the act of voting, what else might it explain?
If the voter is carried to the polls by a sense of civic duty, what motivation guides
her actions once there? Does she vote for the candidate, whose policies advance
the voter’s narrow interests, or does her sense of civic duty lead her to vote for the
candidate, whose victory is most beneficial to the general, public interest? If voters
can be moved by civic duty, why not politicians and bureaucrats? Without a theory
explaining the origin, strength, and extent of an individual’s sense of civic duty,
merely postulating a sense of civic duty “saves” rational egoism by destroying its
predictive content.

14.1.3 Voting as a game of cat and mouse

If each rational voter were to decide not to vote because her vote has too small of a
chance of affecting the outcome, and all voters were rational, no one would vote. But

5 See Riker and Ordeshook (1968). Tullock (1967a, p. 110) described these personal, psychic gains from voting
as a negative cost, C .
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then any one voter could determine the outcome of the election by voting. Whether
it is in fact rational for an individual to abstain depends on whether other voters are
abstaining. The greater the number of other voters I expect will rationally abstain,
the more rational it is for me to vote. The result is an n-person, noncooperative
game, in which each person’s strategy, to vote or to abstain, is dependent on her
expectations with regard to the other voters’ decisions. Under some assumptions,
the solutions to this game involve positive numbers of individuals voting (Ledyard,
1981, 1984; Palfrey and Rosenthal, 1983). But when individuals are uncertain about
the costs of voting of other citizens and the size of the electorate is large, a rational
individual votes only if the psychic benefits from voting exceed the costs (Palfrey
and Rosenthal, 1985). This effort to rescue the rational voter hypothesis by resorting
to game theory does not succeed. Let us examine another.

14.1.4 The rational voter as minimax-regret strategist

In a much discussed article, Ferejohn and Fiorina (1974, p. 525) set out “to show one
means of rescuing rational choice theorists from this embarrassing predicament”
of the voting paradox. They recognize that the Achilles’ heel of rationality is the
tiny but positive probability that a vote will change the outcome of an election.
They then posit that voters may be using a decision strategy that does not weigh
each possible event by its probability, but rather gives all events equal weight, like
the minimax-regret strategy. Under this decision rule, one calculates not the actual
payoff for each strategy choice and state-of-the-world combination, but the regret,
that is, the loss one would experience in choosing the given strategy should this
state of the world occur, as opposed to the best alternative strategy under this state
of the world. One then chooses the action that minimizes the regret. Voting for one’s
second choice is, not surprisingly, a dominated strategy. So the decision reduces to
whether to vote for one’s first choice or to abstain. There are essentially two relevant
states of the world to consider: SI , the outcome of the election, is independent
of whether one votes; SD , by voting the individual, produces the victory of one’s
preferred candidate by either breaking a tie or forcing a runoff, which the candidate
wins. If one votes and the outcome is independent of one’s vote, one regrets voting
because one has incurred C to no avail (see Matrix 14.1, cell (a): entries are sizes
of regrets). If the outcome is independent of one’s vote and one abstains, one has
no regrets (b); the same is true if one votes and casts the decisive vote (c). If the
net gains from having one’s candidate’s victory (B) are at least double the costs
of voting, C , then one’s maximum regret occurs when one abstains and one’s vote
would have been decisive (d). The minimax-regret strategy is to vote.

The minimax-regret strategy is extremely conservative and leads to rather bizarre
behavior when applied to other decisions or even when extended within the voting
context, as several critics have stressed.6 Suppose, for example, that a voter is
indifferent between the Republican and Democratic candidates. His minimax-regret
strategy is then to abstain. Suppose now that the Nazi Party enters a candidate. Now
the minimax-regret criterion forces the voter to the polls to avoid the possible,

6 Beck (1975), Goodin and Roberts (1975), Mayer and Good (1975), and Meehl (1977).
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Matrix 14.1. Minimax-regret options.

States

SI SD

(a) (c)
Vote C 0

Strategies
(b) (d)

Abstain 0 B-C

although highly unlikely, event that the Nazi candidate will win, and will do so by
a single vote.

Few situations in everyday life in which individuals routinely employ minimax-
regret strategies come to mind. Indeed, it is easier to think of examples where people
exhibit the reverse tendency. Losing one’s home and possessions must be a disaster
at least comparable to having one’s second choice for president win, and probably
occurs with no less probability than that one’s vote decides an election. Yet most
people do not protect themselves against losses from floods even when insurance
is sold at rates below actuarial value (Kunreuther et al., 1978).7 Is it reasonable
to assume that the same person is a risktaker with respect to home and personal
possessions, but becomes minimax-regret conservative when deciding whether or
not to vote?

Ferejohn and Fiorina seem to think so. They cite Levine and Plott (1977) in
support of the “possibility that individuals act as if they vary their decision rules in
response to the decision context” (1975, p. 921). People also vote. The issue is not
whether these things happen, but whether they can be explained and predicted using
the rational egoism postulate. If individuals commonly switch from extremely risk-
averse strategies to risk-taking strategies, how are we to predict their behavior? What
theory tells us which situations elicit which strategy? To rationalize a given action
ex post as possibly consistent with the use of a particular decision strategy in this
situation does not suffice to justify the rational egoism postulate as the foundation
of a general behavioral theory, unless one has a theory to predict which decision
strategies are chosen in which situations.

14.2 The rational voter hypothesis: the evidence

Ferejohn and Fiorina’s major defense of their thesis rests upon empirical evidence.
The key determinant of voter turnout under the minimax-regret hypothesis is B − C .
The costs of voting are difficult to define and measure, but data on the perceived
differential between candidates are gathered in surveys like those conducted by the
University of Michigan Survey Research Center (SRC). These may be used as a

7 On the other hand, some people do buy flood insurance, even though the probability of such an event is very low.
Peters (1998) uses behavior such as this and assumptions about risk aversion less extreme than that of Ferejohn
and Fiorina to try to rehabilitate the rational Downsian voter who votes.
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measure of B. B also figures prominently in the Downsian expected utility model,
as does P . Ferejohn and Fiorina’s test of the minimax-regret hypothesis is to see
whether differences in B and P are significantly related to voter abstentions. Under
minimax-regret, only B should be related to voter turnout; the probability of the voter
being decisive does not matter. Under Downsian expected utility maximization, both
B and P should be related. The choice between the hypotheses rests on whether
P , the probability that a voter’s vote will be decisive, is systematically related to
abstentions.

Examining pre- and postelection survey results for 1952, 1956, 1960, and 1964,
they find the minimax-regret hypothesis supported five times, the Downsian hy-
pothesis only once (1975). A glance at Figure 14.1 reveals why one might not be
surprised by the weak performance of P that Ferejohn and Fiorina observed. In
this figure, T plots the percentage of the voting-age population that voted in each
presidential election from 1932 to 2000. W plots the votes going to the winning
presidential candidate as a percentage of the combined votes of the Republican and
Democratic candidates. The Downsian model predicts that troughs in W should co-
incide with peaks in T . The Kennedy–Nixon election of 1960 matches the highest
turnout during the 64-year period with the narrowest margin of victory, and thus
conforms well to this prediction. But turnout declined only slightly from its 1960
peak at the 1964 Johnson landslide victory, and several other years – like 1948 and
1976 – seem out of line with the Downsian model’s prediction.

About 90 percent of the respondents in Ferejohn and Fiorina’s sample claimed
to have voted. This is a much higher percentage than is typical of the United States
and suggests a nonrandom sample or misrepresentation of voter behavior. More
important, the variation in abstention rates is likely to be too small to allow one to
run tests against other variables. A look at some additional evidence is warranted.

Kenny and Rice (1989) found that over a third of survey respondents sometimes
“worried” that if they did not vote their preferred candidate would lose by only
one vote. Consistent with the minimax explanation of voting, a higher percentage
of these respondents voted in the 1985 election than for the remainder of those
surveyed.

Blais et al. (1995) observed an even higher fraction of Canadian students who
“would feel terrible if I didn’t vote and my candidate lost by one vote,” and these
students also exhibited a higher proclivity to vote in the 1993 national election. In a
regression explaining the decision to vote, however, the “minimax variable” proved
to be statistically insignificant once other variables measuring the individual’s sense
of civic duty were included. “Those who believe it is the duty of every citizen
to vote are prone to say they would feel really terrible if they did not vote and
their candidate lost by one vote” (Blais, Young, Fleury, and Lapp, 1995, p. 833).
Consequently, the minimax-regret explanation for voting cannot be distinguished
empirically from the taste-for-voting explanation.

One of the first papers to present empirical evidence in support of the full rational
voter hypothesis was by Riker and Ordeshook (1968), from which we have taken the
R = P B + D − C formulation of this hypothesis. Riker and Ordeshook examined
4,294 responses to the 1952, 1956, and 1960 prepresidential SRC questionnaires.
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They cross-tabulated responses to see whether P, B, and D have a significant impact
on the probability of an individual’s voting. They found that when one holds the levels
of the other two variables fixed, P, B, and D all tend to have a significant impact
on the probability of voting in the way that the rational voter hypothesis predicts.
Thus, the Riker-Ordeshook results support both the instrumental-vote portion of
the rational voter hypothesis (P B matters), as well as the tastes (D) matter portion.

Although P, B, and D all seem related to voter behavior in the manner that the
rational voter hypothesis predicts, the quantitative importance of D is much greater
than that of either P or B. The difference in probability of voting between those with
high P (that is, those who thought the election would be close) and those with low
P , ignoring both B and D, is 78 versus 72 percent. Eighty-two percent of those with
high values for B voted, as opposed to 66 percent of those with low Bs. However,
87 percent of those with high Ds voted against only 51 percent of those with low
Ds. D was operationalized by Riker and Ordeshook through questions related to
citizen duty. Thus, the difference between a high and a low sense of citizen duty
has a much larger quantitative impact on voter turnout than do differences between
high values of either P or B and low values of these variables. Both parts of the
rational voter hypothesis are supported in the Riker-Ordeshook study, but the taste
component has the greatest quantitative impact.

Among the most ambitious tests of the rational voter hypothesis in terms of both
sample size and number of variables included was that of Ashenfelter and Kelley
(1975). They examined the responses of 1,893 individuals surveyed by the SRC in
connection with the 1960 and 1972 presidential elections. They related individual
answers to the question, “Did you vote?” to a large set of variables grouped under
the following headings:

1. Personal characteristics
2. Cost variables
3. Strategic value of voting
4. Interest in campaign
5. Obligation toward voting.

These variables can be related to the rational voter hypothesis

R = P B + D − C, (14.2)

with C obviously related to group 2 variables, P and B both related to 3; B and
possibly D related to 4; and D and 5 related. The personal characteristics of each
individual (education, income, age, and so on) could be related to any one of the
components of R and do not clearly discriminate among the hypotheses.

Ashenfelter and Kelley’s results gave mixed support for the rational voter hypoth-
esis. Several measures of the cost of voting were statistically significant and of the
right sign. Most important among these were the existence of a poll tax and literacy
tests, legal in 1960 but abolished by 1972. A six-dollar poll tax in 1960 reduced
the probability of an individual voting by 42 percent (Ashenfelter and Kelley, 1975,
p. 708). This result gives one a rough idea of what the distribution of P B + D is
for a large fraction of voters. Several of the other variables introduced as proxies
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for the costs of voting did not perform well, although multicollinearity among the
cost variables was a problem.

Turning to proxies for P and B, Ashenfelter and Kelley (1975, p. 717) did not
find that a voter’s perception of whether the race is close or not had a statistically
significant relationship to the probability of voting. On the other hand, this proxy for
P was of the correct sign (t value of 1.4 in the pooled regression), and the difference
in the percentage of voters who thought the 1972 Nixon landslide would be close and
the percentage that thought the Nixon-Kennedy 1960 election would be close was
so great (10 versus 60 percent) that the difference in the levels for this variable
between 1960 and 1972 was enough to explain 40 percent of the change in turnout
between 1960 and 1972 (pp. 720–1). Both of these findings are of considerable
importance in explaining an otherwise perplexing inconsistency in the literature on
voter participation, and we shall return to them.

Of the variables that might measure an individual’s perception of the differences
between the candidates, B, the answer to the question, “How do you think you will
vote?” proved to have the most explanatory power. If, at the time of the survey, an
individual was undecided as to how she would vote, there was a 40 percent lower
probability that this individual would vote at all (p. 717). If an individual’s indecision
arises because of a small perceived difference between the two candidates, a small
B, then this result offers considerable support for the rational voter hypothesis. But
if indecision concerning how one will vote stems from indecision over whether
one will vote – that is, one is not interested in the election – then the impact of
the finding is less clear. Some people may simply prefer to remain aloof from the
political process.

Individuals who felt a “strong obligation” to vote did so with a 30 percent higher
probability; those with a “very strong obligation” voted 38 percent more often
(pp. 719–20). These variables, measuring a sense of obligation to vote, had substan-
tial explanatory power. Their impressive perfomance underlines the importance of
the D term in the rational voter’s calculus.

Ashenfelter and Kelley (1975, p. 724) concluded, “The theory of voting that is
best supported by our results is that which posits a sense of duty or obligation
as the primary motivation for voting. The variables with the greatest quantitative
impact on voting are education, indecision, the dummy variables representing the
sense of an obligation to vote, and certain cost variables.” This study offers rather
strong support for the Tullock-Riker-Ordeshook interpretation of rational voting,
which sees the D and C terms in the B P + D − C equation as dominating the
voting decision. As noted earlier, indecision might arise from a small B term, but
indecision might also detract from the D term, if the sense of obligation to vote
is weakened by not knowing for whom to vote. Education should ceteris paribus
reduce the importance of the B P term, since higher education levels should make
one less susceptible to the misconception that one’s vote makes a difference (that P
is large). Education’s positive impact on voting must then come through the D and
C terms. We shall consider education’s role in explaining voting again.

A very similar pattern of results appeared in Silver’s (1973) analysis of 959 SRC
questionnaires from the 1960 election survey. Several cost variables were significant,
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as were interest in the campaign, sense of citizen duty, and education. Whether the
individual thinks the election will be close or not did not have a significant impact on
the probability of voting. Thus, the only support for the B P portion of the rational
voter hypothesis in Silver’s results came through the “interest in the campaign”
responses, if one assumes that these measure B, although Silver regarded them as
an index of D.

The same general picture of the voter’s decision reappeared in the analysis of
survey results for some 2,500 voters in the 1968 presidential election using Opin-
ion Research Corporation and SRC data by Brody and Page (1973). In explain-
ing abstentions they focused upon the importance of indifference – the perceived
difference between candidates, and alienation – the difference between a voter’s
position and her preferred candidate’s position. Abstentions did increase with both
indifference and alienation, but not by enough to confirm a purely instrumentalist
interpretation of the act of voting. Forty-three percent of the 201 individuals who
saw no difference between the candidates (B = 0) voted nonetheless. Forty-four
percent of the 174, who were both alienated and indifferent, chose to vote (Brody
and Page, 1973, p. 6). For these voters and probably for many others, the D and C
terms of R must explain the decision to vote.

A fifth test of the rational voter hypothesis using SRC data, although explicitly
built on Downs’ formulation, is more difficult to interpret. Frohlich et al. (1978)
constructed proxies for B, P, and D from the SRC questions by combining various
questions using different weights. They then made various assumptions about the
distribution of the unknown C variable, and used combinations of B, P, D, and C8

to predict both turnout and choice of candidate for the 1964 presidential election. The
assumption that C is lognormally distributed worked best, and with this assumption
they could predict turnout with an R2 of 0.847.9 But Frohlich et al. did not report
their results in such a way to allow one to gauge the relative importance of B P, D,

and C in explaining turnout, although the assumption concerning the distribution
of C was important. However, the individual’s opinion as to the efficacy of her vote
(the proxy for P) did appear to be important, suggesting that P played a bigger role
in explaining turnout in the study by Frohlich et al. than it did in those of Ferejohn
and Fiorina, and Ashenfelter and Kelley.

Matsusaka and Palda (1993) presented survey evidence on voting in the May
1979 and February 1980 general elections in Canada. They found that a voter’s
expectation of the closeness of the election did not have a statistically significant
impact on the probability of someone’s voting. No direct measures of B, C, or D
were included.

The results from these six studies plus four more are summarized in Table 14.1.
To the four key variables in the Downsian model – P, B, D, and C – have been
added two of the sociological variables that come up most consistently with the same
signs, education (E) and income (Y ). Even here, however, some exceptions exist.

8 They formulated the R = B P + D − C equation slightly differently, but their formulation and the one used
here are equivalent.

9 As with the Ferejohn and Fiorina SRC sample, a gigantic 90.9 percent of the subjects reported having voted,
raising issues of representativeness or misrepresentation.
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Table 14.1. Summary of studies testing the Downsian model (with extensions) using
survey data

Study Sample and time period P B D C E Y

Riker and Ordeshook,
1968

4,294 questionnaires + + +
1952, 1956, 1960 U.S.

presidential elections
Brody and Page, 1973 2,500 questionnaires 0 +

1968 presidential election
Ashenfelter and Kelley,

1975
1,893 questionnaires 0 + + – + +
1960 + 1972 U.S.

presidential elections
Silver, 1973 959 questionnaires 0 +? +? – +

1960 U.S. presidential
election

Frohlich, Oppenheimer,
Smith, and Young, 1978

1,067 questionnaires + +? +? –?
1964 presidential election

Parry, Moyser, and Day,
1992

Nearly 1,600
questionnaires

+? +? – 0

1984 and 1985 U.K.
national and local
elections

Matsusaka and Palda,
1993

2,744 questionnaires 0 + 0
1979 and 1980 Canadian

national elections
Knack, 1994 4,651 questionnaires + + +

1984, 1986, 1988 U.S.
national elections

Greene and Nikolaev,
1999

Nearly 21,000
questionnaires

– + +

1972–1993 U.S. elections
Thurner and Eymann,

2000
1,400 questionnaires +
1990 German national

election
(weak)a

Notes: P, B, D, and C are proxies for the main components of the Downsian model, R = P B + D − C .
E and Y stand for the education level and income of the voter.

“+” indicates a significant positive effect on the probability a survey respondent said that s/he voted,
“–” a negative and significant coefficient, and a “0” an insignificant coefficient. Blank spaces imply that the
variable was left out. A question mark implies uncertainty over whether the proxies used are related to the
relevant variables.

a Thurner and Eymann test whether perceived differences in party positions on key issues increased the likelihood
of the respondent’s voting. For only one issue – immigration policy – was a significant effect found. I interpret
this as weak support for the importance of B.

As noted above, respondents to voting surveys systematically overstate the fre-
quency with which they vote. For example, 91 percent of the respondents to a survey
in Canada stated that they voted in the 1979 Canadian general election for which
the actual turnout was only 76 percent (Matsusaka and Palda, 1999). This degree
of overstatement introduces an error in the measurement of the dependent variable
that reduces the explanatory power of the model and explains why the typical model
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using survey data can explain only a small percentage of the variation in the depen-
dent variable. Indeed, Matsusaka and Palda (1999) find that the estimates of a model
with 36 explanatory variables do not allow them to classify correctly any more of
the voters than they are able to classify simply by predicting that everyone votes.

This difficulty with survey data is avoided when one uses actual turnout data. In
these studies the rational voter hypothesis is tested by relating aggregate figures on
voter turnout at, say, the state level, to characteristics of the population of voters
in that state. These studies have basically tested to see whether P , the probability
that a vote changes the outcome, has a significant impact on voter turnouts. They
have done so by regressing turnout figures on p, the percentage of the vote going to
the leading candidate, and N , the size of the jurisdiction. Reference to the formulas
used to calculate P , which were discussed in Section 14.1.1, indicates that P varies
inversely with both N and the deviation of p from 1/2. Table 14.2 summarizes the
results from 26 studies, abstracting from the functional form used to introduce N and
(p − .5). Some use the expected (actual) percentage of the vote going to the winning
candidate to proxy for (p − .5); others use the winner’s margin of victory. Each
differs from the other with respect to choice of functional form and choice of other
variables included. We focus here on (p − .5) and N , but again report the results for
education and income when these are included. A negative coefficient for (p − .5) or
N is interpreted as being consistent with what the rational voter hypothesis predicts.
Only signs and significance levels are given in the table. Cebula and Murphy (1980)
attempt an ex ante measure of (p − .5) by limiting their sample to states with a
Democratic majority in the lower house and estimating (p − .5) as the fraction of
the house that is Democratic. Foster’s (1984) last set of results employs a similar
ex ante measure of (p − .5), but for both Republican and Democratic majorities.
Shachar and Nalebuff (1999) estimate an equation to determine the expected vote.
Most other studies assume rational expectations on the part of voters and measure
(p − .5) by the actual split in the vote between the candidates on election day.

The most ambitious of the studies – separated from the others by horizontal lines –
is that of Foster (1984), who reestimates models from four studies, and estimates
his own model using data for the 1968, 1972, 1976, and 1980 presidential elections.
Instability in the coefficient estimates for cross sections precluded pooling the data
to reestimate the Barzel-Silberberg and Kau-Rubin models, so the results for the
individual cross sections are presented. In general, voter turnouts are not related to
(p − .5) or N in Foster’s retesting of the rational voter hypothesis. Outside of the
Nixon landslide in 1972, (p − .5) does quite badly. N performs only moderately
more consistently.

Foster (1984, p. 688) concludes “that the perceived probability of a tied election at
the state level is not a powerful or reliable factor in explaining across-state variation
in voter participation rates in presidential elections.” This conclusion seems justified
regarding his own estimates, and his reworking of the four other studies. But an
examination of the other studies in Table 14.2 reveals that (p − .5) and N have the
predicted sign more often than not, and when their coefficients are significant they
are, with but one exception, of the correct sign. Although closeness does not always
“count” in elections, it does so more often than not.
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Table 14.2. Impact of the probability of a vote’s being decisive on voter turnouts

Study Sample and time period (p − .5) N E Y

Barzel and Silberberg,
1973

122 gubernatorial
elections, 1962, 1964,
1966, 1968

−(.01) −INS

Silberman and Durden,
1975

400 congressional
districts, 1962

−(.01) −(.01) +(.01)

Tollison, Crain, and
Paulter, 1975

29 gubernatorial
elections, 1970

−(.10) +INS

Kau and Rubin, 1976 50 states, 1972
presidential

+INS −(.01)

Settle and Abrams, 1976 26 national presidential
elections, 1868–1972,
omitting 1944

−(.01)

Crain and Deaton, 1977 50 states, 1972
presidential

−(.01) −INS +(.01)

Cebula and Murphy, 1980 35 states, 1976
presidential

−(.10)a

Chapman and Palda, 1983 Electoral districts in 5
Canadian provinces,
1972–8

−(.05)b +(.01)c −(.01)d

Patterson and Caldeira,
1983

46 states, 1978, 1980
gubernatorial elections

−(.05) +(.05) INS

Foster, 1984 50 states,
Barzel-Silberberg 1968 presidential +(.05) +INS

1972 presidential −(.01) −INS
1976 presidential −INS −INS
1980 presidential +INS −INS

Foster, 1984 50 states,
Kau-Rubin 1968 presidential +(.05) −INS

1972 presidential −(.01) −INS
1976 presidential +INS +INS
1980 presidential −INS −INS

Foster, 1984
Silberman-Durden

200 states pooled, 1968,
1972, 1976, 1980
presidential

−INS −(.10) +(.01)

Foster, 1984
Crain-Deaton

200 states pooled, 1968,
1972, 1976, 1980
presidential

−INS −(.01) +(.01)

Foster, 1984
Wolfgram-Foster

200 states pooled, 1968,
1972, 1976, 1980
presidential

−(.10)a −INS

Tucker, 1986 362 contests for state
legislature in
Washington, 1976–82

−(.01)

Hansen, Palfrey, and
Rosenthal, 1987

1806 elections in Oregon
school districts, 1970–3

−(.01)

Durden and Gaynor, 1987 847 observations, 1970
and 1982 congressional
elections

−(.01) −(.01) +(.01)
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Study Sample and time period (p − .5) N E Y

Capron and Kruseman,
1988

26 democratic countries,
1959–66

−(.01)

Darvish and Rosenberg,
1988

108 municipalities in
Israel, 1978, 1983

−(.01) −(.01)

Knesset, Israel, 1977, 1981 −INS +(.10)
Cox and Munger, 1989 270 contest for U.S. House

of Representatives, 1982
−(.01) +(.01) +(.01)

Filer, Kenny, and Morton,
1991, 1993

County level data, U.S.
presidential elections
1948, 1960, 1980

+(.01) +(.01)e

Kirchgässner and
Schimmelpfennig, 1992

248 electoral districts,
German national
election of 1987

−(.01) –(.05)

650 electoral districts,
U.K. national election of
1987

−(.01) INS

Matsusaka, 1993 885 California ballot
propositions, 1912–90

INS

Fort, 1995 Nuclear power plant
referenda in the U.S.,
562 counties, 1976,
1980

−(.01) +(.01)

Grofman, Collet, and
Griffin, 1998

Off-year House and Senate
elections, 1952–92

−(.01)

Shachar and Nalebuff,
1999

50 states, presidential
elections 1948–88

−(.01) f −(.01) +(.01) +(.01)

Notes: (p − .5) = expected (actual) percentage of vote for leading candidate or the winner’s margin of victory;
N = size of jurisdiction.
a Proxy for ex ante measure of closeness used, proportion of Democrats in the lower house for all states with more

than 50 percent Democratic representation.
b Significant in 6 of 10 provincial elections, of wrong sign and insignificant in 3 of 10.
c Coefficient on education generally positive, often significant.
d Coefficient on income always negative, sometimes significant.
e Nonlinear specification.
f Predicted closeness from a regression equation.

Skepticism about the importance of closeness is strengthened, on the other hand,
when one considers some of the biases that arise when aggregate voting data are
used to test the Downsian-rational-voter model. For example, candidates and in-
terest groups have a greater incentive to mobilize their supporters when elections
are expected to be close. Thus, voter turnout can arise in close elections not be-
cause voters have an enhanced opinion of the efficacy of their votes, but because
more pressure has been placed on them to vote (Cox and Munger, 1989; Aldrich,
1993, 1995, 1997, pp. 387–9; Matsusaka and Palda, 1993; Shachar and Nalebuff,
1999).

Matsusaka and Palda (1993) test for the bias introduced by the “ecological fallacy”
of substituting actual ex post election outcomes for the voters’ expectations of the
closeness of the election prior to voting. As reported earlier, they do not find that
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the anticipated closeness of the election significantly affected the probability of the
survey respondents’ voting. The aggregate, ex post data for the same election, on
the other hand, revealed a significant negative coefficient on the margin of victory,
as the Downsian model predicts. Matsusaka and Palda interpret this disparity in out-
comes as confirmation of the ecological fallacy. In a separate study using California
ballot propositions, Matsusaka (1993) again finds the closeness of the context to be
unimportant in explaining the number of the votes cast.

Grofman, Collet, and Griffin (1998), on the other hand, claim to have uncovered
an ecological fallacy that works against the Downsian voter model. “Because, on
average, a higher proportion of Republican-leaning voters register, a higher pro-
portion of the Republican (Republican-leaning) registrants come to the polls, and
a higher proportion of the Republican-leaning voters who are at the polls cast a
ballot for a full slate of offices . . . there is a possibility for an ecological confound in
looking at the link between turnout and competition in cross-sectional terms. The
ecological effect operates so that maximum turnout will not occur when Republican
versus Democratic vote shares are nearly 50-50, . . . but rather will occur in more
lopsided elections in which the Republican vote share is substantially above 50
percent” (p. 235, footnotes omitted). Although they do not uncover this ecological
confound in all of their regressions, they do tend to find the margin of victory to be a
significant determinant of turnout in Senate and House elections (see Table 14.2). 10

As is unfortunately so often the case in empirical tests of a controversial hypothesis,
different researchers reach opposing conclusions concerning the quantitative and
statistical significance of the key variables – in this case of (p − 0.5) and N in the
Downsian voter model.

Here the Ashenfelter-Kelley results with regard to voter perceptions of the close-
ness of an election should be recalled. They found that there was a statistically weak
and quantitatively small positive effect on the chances of an individual voting if the
individual thought that the election was close. Changes in voters’ perceptions of
the closeness of an election should vary considerably from one election to another.
A preelection Gallup poll projection of a candidate’s getting 60 percent of the vote
makes the candidate’s victory a virtual certainty. Few would bet against a candidate
with preelection poll percentages in the 54 to 56 range. The difference in prior prob-
abilities between an election that is “too close to call,” like the 1960 Kennedy-Nixon
or 2000 Bush-Gore contests and the 1972 Nixon landslide over McGovern, is the
difference between a coin flip and a sure bet. With these shifts in odds, even if only
some voters are weakly influenced by changes in their perception of the closeness
of the contest, large changes in turnout may ensue. This consideration may explain
why the closeness of the race in each state seems to have had a significant impact
on voter turnouts in Nixon’s 1972 landslide win (Crain and Deaton, 1977; Foster-
Barzel-Silberberg and Foster-Kau-Rubin, 1984), and why efficacy affected voter
turnouts in Johnson’s 1964 landslide (Frohlich et al., 1978).

10 See also Grofman’s (1993b) discussion of biases in testing the Downsian voter model, and Shachar and Nalebuff
(1999).
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In some ways a weak performance of P in explaining voter turnouts supports the
overall view of the voter as a rational egoist more than it contradicts this image.
Even when the probability of each voter’s voting for one of the candidates is .5,
the probability of a single vote being decisive in a polity of 100,000,000 is only
0.00006. As Riker and Ordeshook (1968) note regarding their finding that voter
turnout is responsive to changes in P , this finding implies an unusually elastic
response by voters to changes in probabilities. If drivers responded to changes in
the probability of accidents to the same degree, heavy rain would find the roads
abandoned. Riker and Ordeshook (1968, pp. 38–9) suggest that the highly elastic
response of voters to changes in P may be due to the persuasive impact of televi-
sion and radio announcements claiming that “your vote counts.”11 Consistent with
Riker and Ordeshook’s explanation of the importance of perceived closeness of
the election are the results of Tollison, Crain, and Paulter (1975). They found an
enhanced impact for the closeness variable in states with relatively large newspaper
circulation. “Information concerning the expected outcome [tends] to make more
people vote in close races” (p. 45). But if voters are so easily misled concerning the
importance of their vote, one’s confidence in the intelligence of the rational voter
is weakened. Although naiveté and rationality are not strictly opposites, the exis-
tence of the former does undermine the importance of the rationality assumption
somewhat.

The results reviewed here suggest that the relationship between changes in P
and voter abstentions is weaker than Riker and Ordeshook concluded. If so, then
voters are less naive about their ability to change the outcome of the election,
and thus behave in what seems like a more sophisticatedly rational way. But in
so doing they confirm the more cynical interpretation of voter rationality, that is,
the noninstrumentalist view that voting is determined solely by its entertainment–
psychic income value (D) and private costs (C). This interpretation raises the issue,
in deriving a theory of voting, of the determinants of D and C .

Some components of C are easy to identify. Poll taxes, literacy tests, and other
barriers erected in the southern states to prevent blacks from registering or voting
have been found to have significant, negative effects (Ashenfelter and Kelley, 1975;
Filer, Kenny, and Morton, 1991; and the case studies in Davidson and Grofman,
1994). Similarly, Jackman (1987) has found that voter turnouts tend to be higher in
countries in which small fines are levied for not voting.

Several states in the United States construct jury lists from voter registration rolls.
This practice raises the cost of registering to vote by increasing the likelihood if one
does that one is called to jury duty. Knack (1993, 2000) found that selecting jurors
from voter registration lists significantly lowers the likelihood of people registering
to vote, as well as voter participation rates.

Heckelman (1995) found a seven-percentage-point decline in voting in U.S. gu-
bernatorial elections following the introduction of secret ballots in the early 1890s.

11 As noted earlier, the intensity with which citizens are told that their vote counts or the frequency with which
they receive other messages and pressure to vote may increase in districts where a close vote is expected, giving
rise to a spurious correlation between turnouts and closeness.
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The incentive to bribe people to vote for a particular candidate declined dramatically
once the briber could not verify that the bribe recipient had in fact voted for the
“right candidate.” When bribes for votes declined, so too did voting.12

One popularly held belief is that bad weather deters citizens from voting. Shachar
and Nalebuff (1999) observed turnouts in U.S. presidential elections declined
when it rained, but both Knack (1994) and Matsusaka and Palda (1999) found
that the weather had no significant impact on turnouts in the United States and
Canada. However, Knack (1994) did observe that bad weather caused a significant
drop in the likelihood that those with a low sense of civic duty would vote, while
it had no effect on the voting of those with a high sense of civic duty. Knack’s
findings underscore the joint importance of the D and C terms in the Downsian
model.13

From whence springs a sense of civic duty, a taste for voting, and how does
one predict its variability across individuals and over time? We now examine two
answers to this question.

14.3 The expressive voter hypothesis

In trying to reconcile the act of voting with rational individual behavior, Fiorina
(1976) offered the hypothesis that an individual voted not to bring about a particular
election outcome, but to express an opinion as to what that outcome should be. The
utility gain from voting comes from the act of voting itself and the opportunity
for expression that this act affords, not from the expected payoff from the outcome
of the election. This utility gain from expression becomes another candidate for
inclusion in D to explain the act of voting.

Of course, this expressive voter hypothesis is just as tautological as the taste for
voting hypothesis unless we can define what it is that some people what to express,
and others do not, and thereby construct a refutable hypothesis. One possibility is
that the voter wants to express a preference for the candidate who promises her the
highest utility payoff after the election. We all like people “who are on our side”
more than those who seek to harm us; people who are similar to ourselves over
those who are radically different; and so on. If candidate X promises to do more for
us – or less against us – than candidate Y , then we might choose to vote for X , not
because we thought that in so doing we would bring about her victory, but as a way
of expressing our support for her position, of thanking her for standing up for our
interests, of cheering her on. This interpretation of the expressive voting hypothesis
makes D a function of B, as, for example,

D = D′ + B, (14.3)

where D′ captures other items in D, like a sense of civic duty. This interpretation
implies that B alone and not P or PB should have the most explanatory power in the

12 See also Heckelman (2000).
13 See also Knack (1992).
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Downsian model. This predition is identical to that of the minimax-regret hypothe-
sis, and thus Ferejohn and Fiorina’s (1975) evidence in favor of minimax-regret can
also be interpreted as support for an expressive voting hypothesis. Studies finding
P to be a significant factor and B of modest significance should be counted against
it, on the other hand. This first interpretation of the expressive voter hypothesis
leads to the same prediction as the Downsian model with respect to how an individ-
ual votes, if she votes. Its novelty comes entirely in explaining why an individual
votes.

Several writers have offered a quite different interpretation of expressive voting.
They claim that by uncoupling the act of voting from the outcome of the election,
the existence of a low P with large electorates frees the voter to express preferences
that deviate dramatically from those that she would reveal if she thought that her
vote would be decisive. Brennan and Buchanan (1984) suggest, for example, that
the noninstrumentalist nature of voting may lead to more irresponsible voting. The
voter believes that X ’s victory would be a disaster for the country. But X is the only
candidate who condemns the influx of immigrants and promises “to do something
about them.” The voter feels threatened by the increasing numbers of immigrants
and gives vent to her anxiety by voting for X , an action she would never take if she
thought that X ’s victory hinged on her vote.

Alternatively, knowledge that one’s vote “does not count” may induce one to
express more noble sentiments. Some people give to charities, stop to help someone
whose car has broken down, cart used bottles and cans to recycling bins, and so on.
One explanation for these seemingly unselfish actions is that the actor’s behavior
is governed by norms or moral convictions, like the “golden rule,” that prescribe
certain sorts of behavior toward others. Since voting involves collective decisions
that affect all members of the community, norms that govern conduct toward others
might be expected to be particularly likely to come into play when individuals vote.
When individuals vote they express their views as to what is good for the community
and which candidate’s election is most in the public interest.14

This interpretation of expressive voting seems to be contradicted by the evidence
that many individuals vote strategically, however (Cox, 1997). In a single-member
district contest a voter will not vote for her first choice if this person is running third
or fourth in the preelection polling. She chooses not to “throw away her vote” in this
way, and instead votes for one of the two front-runners. If this voter only wished to
express her views as to which candidate’s victory would be best for the community,
one would not expect her to give the polls any weight. Her desire not to “waste her
vote” seems to suggest that she thinks her “vote counts,” and thus that she views
voting as an instrumental action.

Both Carter and Guerette (1992) and Fischer (1996) have run experiments to
test a private interest/public interest form of the expressive voting hypothesis. They
tested whether subjects were more likely to give money to a charity rather than claim

14 Although Brennan and Lomasky (1993) and Brennan and Hamlin (2000) admit that expressive voting might
take a vindictive form, their books place much more emphasis on the well-intentioned voter, and constitute a
spirited defense of this version of the expressive voter hypothesis.
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it for themselves when the probability of their vote counting declined. Both studies
found weak evidence of expressive voting.15

This version of the expressive voter hypothesis has much in common with the
ethical voter hypothesis.

14.4 The ethical voter hypothesis

All of the studies reviewed so far see the individual as maximizing his utility, and thus
are broadly consistent with the behavioral postulate underlying all public choice.
Even the last hypothesis considered posits that it is the utility that an individual
gets from expressing his views about the public interest that leads him to vote. The
interpretation of the act of voting discussed in this section goes a step farther.16 It
views the voter as having two sets of preferences, an ethical set and a selfish set.
The latter includes only one’s own utility; the former includes the utilities of others,
or one’s perception thereof. In some situations – for example, the consumer in the
marketplace – only one’s selfish preferences come into play. One maximizes one’s
utility as conventionally defined. In others, one employs one’s ethical preferences.
Voting is one of those situations in which one’s ethical preferences govern.

This Jekyll-and-Hyde view of man’s nature has a long and distinguished ancestry.
The importance of “a sense of civic duty” in explaining voting resonates with this
“ethical voter” hypothesis, as does the interpretation of expressive voting which sees
it as an opportunity to express one’s views about the public interest. But the ethical
voter hypothesis suffers from the same deficiency as the “taste for participation” as
an explanation for voting. Instead of providing us with a hypothesis with which we
can develop a theory of voting and perhaps of other cooperative-social behavior, it
provides an ex post rationalization for the act. It provides the end for a story about
voting, not the beginning for a behavioral theory of voting.

The kind of ethical-selfish dichotomy presumed in the ethical theory of voting
might be operationalized as a predictive theory by assuming that each individual i
maximizes an objective function of the following form:17

Oi = Ui + θ
∑

j �=i

U j · (14.4)

A purely selfish voter sets θ = 0; a fully altruistic voter sets θ = 1, as in Harsanyi
(1955). In either case, the individual is behaving rationally in the sense of maximiz-
ing an objective function. In either case, the analyst benefits from the most important
advantage of the rationality assumption, clear predictions about human behavior, in

15 Fischer critiques Carter and Guerette’s experimental design and claims to find much stronger support for
expressive voting than they did. Of the 82 participants 42 voted selfishly in all eight of his experiments,
however, with another 20 voting consistently altruistically. The remaining 20 did not vote consistently, as the
expressive voting hypothesis predicted. Thus, the hypothesis accounted for the behavior of at best something
less than a quarter of the participants in the experiment.

16 See Goodin and Roberts (1975), Margolis (1982b), and Etzioni (1986). Harsanyi’s (1955) approach is the same,
although he does not discuss the act of voting. See also Arrow’s (1963, pp. 81–91) discussion.

17 This approach is elaborated in Mueller (1986).
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this case in the form of first-order conditions to the maximization of (14.4) with θ

equal to either zero or one.
Hudson and Jones (1994) have estimated θ , and thus have provided a direct test

of this interpretation of the ethical voter hypothesis. They conducted two surveys
in Bath, England in 1988 and 1992. Voters were asked to comment on different
policy proposals regarding changes in taxes and expenditures on health, education,
and social benefits. Voters first identified their preferred policy, and then stated (1)
whether they thought that the policy would benefit themselves personally, and (2)
whether they thought that the policy would be in the public’s interest. From the
answers to these questions Hudson and Jones inferred magnitudes of θ of 0.66 in
1988, and 0.73 in 1992.

In Hudson and Jones’s survey voters were confronted with a choice between
proposals that were in their self-interest and proposals in what they perceived to
be the public’s interest. In an analysis of voting in Oregon intermediate election
districts by Jeffrey Smith (1975), voters were effectively confronted with a simple
choice: did they favor higher taxes or not? Voting took place on whether tax burdens
of the districts should be equalized or not, with equalization raising the tax rates
of some districts and lowering those of others. A simple application of the self-
interest hypothesis implied a vote for equalization if it lowered one’s taxes – against
it if it raised them. The percentage favoring equalization was positively related to
whether one gained from equalization, and was larger for large gains (Smith, 1975,
p. 64).

Percentage of large18 gainers favoring equalization 60.7
Percentage of small gainers favoring equalization 52.9
Percentage of small losers favoring equalization 46.1
Percentage of large losers favoring equalization 32.7

Note that in this survey voters did not face a direct choice between their own
private interest and the public interest (although one might argue that an ethical
voter would vote for equalization out of a sense of fairness). While a majority voted
consistently with their self-interest, over 40 percent of the population voted to raise
their tax rates. Some factors beyond private interest must have influenced the voting
of this substantial fraction of citizens.19

Tax limitation proposals raise private/public interest trade-offs more directly
through the reductions in government spending implied, if the limitation proposal
succeeds. Gramlich and Rubinfeld (1982b) found from an examination of the re-
sponses of 2,001 households to a telephone survey in Michigan that transfer recip-
ients (the aged, unemployed, and those on welfare) had only a moderately higher
tendency to vote against a tax limitation proposal than nonrecipients. A more sig-
nificant difference occurred for public employees; yet even here, 42 percent of
those voting voted to restrict expenditures. In general, self-interest voting mod-
els have not done well in explaining voting on Proposition 13 issues (Lowery and

18 Large gainers (losers) had their tax rates lowered (raised) by equalization by more than $1 per $1,000 of assessed
value.

19 A similar interpretation lends itself to Bloom’s (1979) analysis of voting on tax classification in Massachusetts.
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Sigelman, 1981). Rather, votes for these proposals seem better treated as “symbolic
acts” against “bad government” by citizens seeking improved government effi-
ciency, the kinds of actions one might expect from a civic-minded (expressive)
voter.

More direct comparisons with Hudson and Jones’s test of the ethical voter hy-
pothesis are obtained in studies of economic voting, which estimate the relative
weights placed on egotropic and sociotropic variables. Egotropic variables measure
voter expectations regarding the effect of the government’s policies on the voter’s
own income, employment status, and so on. Sociotropic variables measure voter
expectations regarding the effect of the government’s policies on the economy at
large, that is, on the welfare of all citizens. By linking voters’ support for the gov-
ernment to their answers to these sorts of questions, researchers have been able to
estimate equivalents to θ in (14.4), where θ = 1 implies full weight on sociotropic
variables, and θ = 0 implies full weight on the egotropic variables. Estimates of
θ falling between 0.5 and 1.0 have been made for the United States, the United
Kingdom, France, and Germany.20 Only Danish voters seem to conform largely to
the egotropic economic man assumption in studies by Nannestad and Paldam (1996,
1997). They estimate a θ for Denmark of about 0.15.21

Findings in public goods experiments that individuals tend to contribute voluntar-
ily about half of the difference between jointly optimal and the individually optimal
amounts (Hoffman, 1997) are also consistent with a θ of about 0.5.

All of the preceeding tests of the motivation of voters directly or indirectly assume
that the voter behaves either ethically or selfishly. The voter is given a choice between
a proposal that is the public interest and one in his narrow interest, 0 < θ < 1. No
effort is made to test an unethical voter hypothesis, and no allowance is made for
the possibility that θ < 0. However, Sears, Law, Tyler, and Allen (1980) found in
their analysis of Center for Political Studies survey data for the 1976 presidential
election that racial prejudice was one of the “symbolic attitudes [that] had strong
effects” in explaining voting on four controversial policy areas, “while self-interest
had almost none” (see also Sears, Hensler, and Speer, 1979). Mr. Hyde and Dr. Jekyll
are joined by Simon Legree. On issues regarding the treatment of men and women
sexist attitudes might well play a role. The set of different preferences that the
individual might draw upon grows. Even if we assume that we can specify the
arguments of the individual utility functions that go into (14.4) – income, public
good quantities, and the like – we cannot estimate such a model unless we can also
specify the determinants of θ . How can one predict when an individual will behave
selfishly and when ethically, or the degree to which one’s ethical preferences govern
one’s actions, when ethical behavior is not a simple either-or decision? What makes
Danish voters more egotropic than their German neighbors? What makes economics
students free-ride to a greater degree than students from other disciplines (Marwell
and Ames, 1981)? To predict such differences one needs to do more than merely posit
the existence of ethical preferences; one needs a theory of how ethical preferences

20 Kinder and Kiewiet (1979), Markus (1988, 1990), and Lewis-Beck (1988). See also Fiorina (1978, 1981),
Kiewiet (1981, 1983), Kirchgässner (1985), and Lewin (1991).

21 Estimate inferred from Table 6 in Nannestad and Paldam (1996).



14.5 Ethical preferences as selfish behavior 325

are formed, what determines their strength, and what triggers their use. One needs
a theory of learning, which probably must be found in the areas of psychology or
sociology.

14.5 Ethical preferences as selfish behavior

Behavioral psychology offers a relatively simple description of the learning pro-
cess.22 Actions followed by rewards increase in frequency. Actions followed by
punishment decline in frequency. Man learns to avoid doing that which brings
about pain, and to do that which produces pleasure. When one observes how man
learns, it is difficult to reject the postulate that man is innately a selfish animal. The
same principles appear to describe the learning processes of all animals. Man differs
from other animals not in how he learns, but in what he learns. Man is capable of
learning far more complex behavioral patterns than are other creatures.23

Ethical behavior is learned. Much of this learning takes place when we are chil-
dren. When we commit acts that harm others we are punished by our parents,
teachers, and other adult supervisors. Actions that benefit others are rewarded. Eth-
ical behavior patterns learned as children can be maintained at high frequency levels
through adulthood by only occasional positive and negative reinforcement.24 What
we normally describe as ethical behavior is inherently no more or less selfish than
what we call selfish behavior. It is a conditioned response to certain stimuli governed
by past reinforcement experience.

There are several advantages to using behavioral psychology or some version of
cognitive psychology that subsumes its principles to explain ethical behavior. First,
it allows us to work with a single conceptualization of man, a conceptualization
consistent with the selfish-egoism postulate underlying both economics and public
choice. Second, it allows us to develop a purely positive theory of behavior, free from
the normative prescripts that often accompany the Jekyll-and-Hyde view of man.
Third, it gives us some insight into what variables might explain why some individ-
uals behave in what is commonly described as an ethical manner, and some do not.
Home environment during childhood, educational experience, religion, community
stability, and any other factors that might affect an individual’s ethical learning ex-
perience become possible candidates as explanatory variables in a positive theory
of ethical behavior. Thus, ethical behavior such as voting can be explained if one
retains the self-interest assumption of public choice and drops, or at least relaxes,
the rationality assumption.

Equation (14.4) can be used to describe behavior in situations involving ethical
choices if one assumes that individuals act as if they were maximizing (14.4), with
some θ not necessarily equal to zero or one. The argument is similar to Alchian’s
(1950) argument that competition eliminates less profitable firms, leaving only the

22 For reviews of the basic principles of behavioral psychology, see Notterman (1970), and Schwartz and Lacey
(1982, chs. 1–6).

23 To explain complex behavior some variant of cognitive theory will most likely be required. But as the opening
quotation from Schumpeter suggests, voting is probably best treated as a relatively simple, habitual action.

24 See references in n. 22.
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most profitable, whose actions resemble those they would have chosen had they con-
sciously been maximizing profit even when they were not. It is in society’s collective
interest in certain contexts to establish institutions that condition people to behave
as if they were maximizing (14.4) with θ = 1. Although this degree of coopera-
tive behavior is seldom achieved, the conditioning process is usually successful in
eliciting some degree of cooperation. Observed behavior thus resembles what one
would expect if individuals consciously maximized (14.4) with some θ > 0, even
though (because) individual behavior is governed by social conditioning.25 Under
this interpretation θ is a behavioral parameter to be explained by the individual’s or
group’s conditioning history, not a choice variable set equal to zero or one depending
on whether the individual has chosen today to be Hyde or Jekyll.26

14.6 The selfish voter

Normally, when we model individual behavior, an individual’s past history plays no
part in the analysis. Sunk costs are sunk, bygones are bygones, and all that matters
are the future consequences of an individual’s action. With respect to voting, this
conceptualization of the voting act boils the number of relevant variables down to
three: the benefits from the preferred candidate’s victory, B; the probability that
one’s vote will bring about this victory, P; and the costs of getting to the polls, C .

Modeling individual behavior as conditioned by past learning shifts one’s at-
tention from the future payoffs from different actions to the past history of the
individual. The list of potential explanatory variables is expanded considerably.

We have already made the point that years of education might, if voters were
purely rational and egoistic, be expected to be negatively related to the probability
of voting. The uneducated might be duped by television advertisements to believe
their vote would count, but the more educated should remain rationally cynical
regarding the efficacy of their vote.

One learns more than probability theory in school, however. One also learns
to cooperate. Number of years of successfully completed schooling measures the

25 Darwinian selection will play a role in determining which social institutions or even which social groups survive.
If the collective gains from cooperation are large, those groups that are more successful at eliciting cooperative
behavior (inducing individuals to behave as if θ = 1) will have higher survival chances. Evolutionary forces
may also select gene structures more conducive to the teaching and learning of cooperative behavior, when
cooperation raises individual survival chances.

26 Overbye (1995a) proposes an explanation for voting that leads to many similar predictions to the behavioral
theory just discussed, except that his theory is fully consistent with the selfish, rational actor assumption.
Building on Frank (1988), Overbye argues that people vote to develop a reputation as the kind of person who
votes, just as charitable giving can be interpreted as an investment in developing a reputation for generosity.
Such reputations serve as signals to others that the actor is the kind of person who will not cheat on a contract,
cooperates in prisoners’ dilemmas, and so on. In the long run such reputations lead to higher incomes, happier
personal relationships, and the like. Thus developing such a reputation by voting is a rational action that is
in the long-run selfish interest of the individual. Overbye’s hypothesis leads to analogous predictions as the
psychological explanation given above, because the value of such a reputation depends on an individual’s peer
group. Thus, many of the same sociological variables that one expects will be correlated with conditioned
habits to cooperate are predicted to be important by Overbye.

Hudson (1995) and Uhlaner (1989a,b, 1993) come closer to the behavioral approach outlined here in hy-
pothesizing a link between voting and group membership, and the rewards and approbation of one’s peers.
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amount and strength of conditioning in the numerous cooperative games played in
a school environment. By the time one graduates one has been rewarded again and
again for going by the rules and doing what is expected, and one has usually been
punished on those occasions when one has broken the rules. One expects those with
more education to behave more cooperatively, to break fewer rules, be they driving
laws or social mores, and to do more of what is expected of them as a citizen. Years
of education have proven to be positively and significantly related to voter turnout
in virtually every study of voter participation.27

Income is another variable which invariably picks up the wrong sign in explain-
ing voter turnout from what a straightforward application of the rational egoism
postulate would imply. The higher one’s income, the higher the opportunity cost of
time, and ceteris paribus the lower the probability that one goes to the polls.28 Yet
income is consistently, positively correlated with the probability of voting.29

Income, like a graduation certificate, is a mark of success at playing by certain
rules of the societal game. (Of course, some individuals accumulate income by
successfully breaking the rules, but I doubt that many of these persons are part of
the SRC panels.) Individuals with high income are more likely to go by the rules, and
to live within the social mores. Moreover, their high incomes are evidence that they
have been rewarded for doing so, since money is society’s chief token reinforcer.
High-income individuals, like the highly educated, can be expected to break fewer
rules and to behave in other socially cooperative ways, like voting.

This interpretation of voting as a sort of conditioned “good habit” would seem to
be consistent with Blais and Young’s (1999) experimental results. They observed a
significant drop in participation rates among Canadian university students after they
had heard a 10-minute lecture explaining the logic of the Downsian voter model. It
appeared that many “students generally do not think in terms of benefits and costs”
when they vote, but rather for them voting “is an unreflective and habitual act, based
primarily on a sense of duty” (pp. 52–3). When they heard the act characterized as a
rational choice involving weighing benefits and costs, an additional 7 percent chose
not to vote.

There are other explanations than the one given above for why income and edu-
cation might be positively related to political participation, of course. For example,
education may reduce the cost of gathering information about candidates and thus be
positively related to voting as predicted by the rational voter model.30 Without deny-
ing the possible relevance of these explanations, I nevertheless favor starting from

27 Campbell et al. (1964, pp. 251–4); Milbrath (1965); Kelley, Ayres, and Bowen (1967); and Verba and Nie
(1972, pp. 95–101). See also studies cited in Tables 14.1 and 14.2.

Education appears to have a strong, positive effect on voting in the Patterson and Caldeira (1983) study;
also, when correlated separately with voting. Its failure to have a significant impact when income is included
is probably due to multicollinearity, a problem observed in several studies.

28 See discussion of Russell, Fraser, and Frey (1972); and Tollison and Willett (1973).
29 Dahl (1961) and Lane (1966) as cited by Frey (1971); Milbrath (1965); Kelley, Ayres, and Bowen (1967);

Dennis (1970); and Verba and Nie (1972, pp. 95–101). See also studies in Tables 14.1 and 14.2.
An important exception is Chapman and Palda (1983), who get a significant negative coefficient, as predicted

by the rational voter hypothesis. See also Mueller and Stratmann (2002).
30 See in particular Frey (1971), and ensuing interchange among Russell (1972), Fraser (1972), Frey (1972),

Tollison and Willett (1973), and Chapman and Palda (1983).
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a behavioralist view toward voting and other forms of cooperative behavior, both
because this approach offers a more natural explanation for why these and other
background characteristics of the voter matter, and because this approach offers
greater potential for developing additional hypotheses about individual behavior in
situations like voting, when narrowly self-interested behavior is inconsistent with
the behavior that social conditioning dictates.

If education is positively related to voting because it reduces the costs of political
participation, for example, one would expect a secular rise in participation rates since
education levels have been rising. Yet since the early 1960s voter participation in the
United States has declined steadily and dramatically (see Figure 14.1). Abramson
and Aldrich (1982) attribute at least two-thirds of this decline to two factors:
(1) weakening voter identification with the political parties, and (2) declining beliefs
in the responsiveness of government. Both of these factors may in turn be explained
as the result of negative rewards from voting in presidential elections since 1960.
In a normal presidential election, over half of the voters are rewarded for going
to the polls in that this action is followed by their preferred candidate’s victory. In
this way, majority rule tends to sustain political participation. Since 1960, however,
three presidents have been elected whose performance in office must have been a
great disappointment to their supporters: Johnson because of Vietnam, Nixon be-
cause of Watergate, and Carter because of an overall poor performance.31 Thus,
voting for the winning candidate was punished, and this punishment may explain
the drop in the frequency with which individuals have gone to the polls after 1960.
Figure 14.1 also reveals that the downward spiral in voting turnouts since 1960 has
simply brought voter turnouts in the United States back to their level near the bottom
of the Great Depression in 1932, where disillusionment with the government was
again high.

This behavioral explanation of voting can also be interpreted as support for the
expressive voter hypothesis. Brennan and Buchanan (1984) liken voting to cheering
at a sporting event. In each case the actor obtains personal pleasure from the act; in
each case the action has a negligible effect on the outcome of the contest. A fan’s
cheering is rewarded if his team wins; most fans cheer for the home team. Winning
home teams provide more positive reinforcement for their supporters. Winning
home teams tend to have higher attendance levels and more vocal fans than do
losing teams.32

This positive-reinforcement interpretation of voting is also consistent with the
overwhelming evidence of higher turnouts in countries with multiparty systems
than in two-party democracies (Jackman, 1987). In a multiparty system, the actions
of nearly all voters are reinforced in that the party for which they voted wins some

31 To this list we may some day be able to add Clinton, because of his sexual escapades, but at this writing it is
too soon to say.

32 Matsusaka (1995) offers a somewhat different behavioral explanation for the decline in voting in U.S. pres-
idential elections since 1960. He puts forward a variant of the expressive voter hypothesis in which voters
obtain more utility from voting, the more confident they are about the superiority of their preferred candidate.
Matsusaka speculates that Vietnam, Watergate, and the like increased uncertainty among Americans about
what the “correct model of the world” is, and thus about which candidate to vote for. This enhanced uncertainty
led to the decline in turnouts.
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seats. In a two-party system, a substantial fraction of all voters are punished for
voting by the defeat of their party.

14.7 Summary and implications

All of the public choice literature as it pertains to the outcomes of committee voting
or elections assumes that voters vote, whether sincerely or strategically, to attain
that outcome promising them the highest benefits. All of public choice is based on
the assumption that it is the attainment of B in the equation R = P B + D − C that
determines the way in which an individual votes.

The logical foundation for this assumption is significantly undermined in elections
or committees in which the number of voters is large. P is then infinitesimal, the
P B term vanishes, and considerations other than the instrumental value of the vote
determine whether or not an individual votes, or at least they ought to if the individual
is both rational and sufficiently intelligent to make a reasonable guess as to the
magnitude of P .

The empirical literature reviewed here is reassuring with respect to both the
intelligence and the rationality of voters in that it indicates that P has a rather weak
(statistically) and inconsistent relationship to the decision to vote. The primary
explanation for why individuals vote comes from the D and C terms in R, as
Downs (1957) and Tullock (1967a) first asserted.

The interpretation and specification of the components of C have been fairly
uncontroversial, and considerable empirical evidence indicates that turnout falls as
the costs of voting rise. Considerable disagreement exists, on the other hand, over
the interpretation and modeling of D.

One interpretation is that some individuals get utility from expressing their pref-
erences for a particular candidate through the act of voting. This interpretation
provides an explanation for why a person votes, but not for how she votes. To use
the expressive voter hypothesis to explain how people vote one needs to specify
what it is exactly that people want to express by voting.

In contrast to the expressive voter hypothesis, the ethical voter hypothesis is an
explanation for how a person votes. She votes as her ethical preferences tell her to
vote. The fully ethical voter with a θ = 1 votes for the proposal that maximizes the
aggregate welfare of the community in which her utility has a negligible weight.
The rational, ethical voter realizes, however, that the probability that her vote brings
about this outcome is also negligible, and she thus abstains. To obtain an ethical
theory of why people vote from the ethical theory of voting one must posit that voting
improves the welfare of others by, say, improving the quality of the outcomes of the
political process (better outcomes arise when all vote), or by helping to maintain
democratic institutions. The D term in R = P B + D − C is essentially the effect
of one’s vote on the welfare of all others.33 Thus, the ethical voter hypothesis as an
explanation for why people vote essentially subsumes the premise of the civic-duty
rationale for voting in its set of givens.

33 This is the way Frohlich et al. (1978) describe the term in their Downsian test.
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While the expressive and ethical voter hypotheses offer rationales for why and
how people vote, neither provides a set of testable propositions without further
elaboration. To see why this is so consider again the voting/cheering analogy. Why
do some fans cheer? – to express support for a team. Suppose now that we wish to go
beyond merely rationalizing why some fans engage in the seemingly irrational act of
cheering. Suppose that we wish to predict which fans cheer and which do not, which
team they cheer for, how loudly they cheer, and so on. How would we proceed? One
way would be to survey fans at a game. We might then find that those fans who cheer
for the home team tend to come from the home team’s area. Many of those cheering
for the visiting team have traveled from its area. Going further and inquiring how they
came to be fans, we might find that they grew up in the area, their parents took them
to games when they were children, most of their school mates as children also rooted
for the team, and so on. We would not be surprised to find that the backgrounds of
people at the game who do not cheer are quite different. From this sort of information
we could begin to construct a set of variables measuring the personal characteristics
of sports fans, which would allow us to predict cheering behavior.

Such an approach would be similar to the survey studies used to study voter be-
havior. Behavioral psychology offers an explanation for why an individual’s personal
history is an important determinant of his current behavior, and a guide as to which
variables are likely to be important in explaining voting. Applying the principles
of behavioral psychology is a particularly attractive way for public choice to intro-
duce “sociological variables” like education and family background into a model
of voter behavior, because it is fully compatible with the egoistic portion of the
rational-egoism postulate, and in certain contexts behavioral psychology predicts
that individuals act as if they were maximizing a utility function.

Such a behavioralist theory of voting can be interpreted simply as an alternative to
rational actor theories including the expressive and ethical voter variants. However,
one can also view the different theories as complementary. Behavioral psychology
provides a theory of preference formation that can guide the selection of variables
in the preferences that an expressive voter wishes to express, for example. The
evidence reviewed above indicates that individuals place considerable weight on the
welfare of others when stating their preferences toward certain government policies.
They respond to survey questions as if they were maximizing an objective function
that places a positive weight on the welfare of others. An expressive-ethical voter
hypothesis is consistent with these survey responses. Several implications follow.

First, if voting itself were a (conditioned) ethical action, then estimates of the
weight placed on the utilities of others, the θ of (14.4), that are based on survey
responses of citizens would underestimate the θs for voters, since citizens with high
θs would vote in higher proportions than the average survey respondent. Experi-
ments like those of Fischer (1996), where voting is effectively compelled by the
nature of the experiment, overestimate the extent of purely self-interested behavior
in the population.34

34 Recall that slightly more than half of the participants voted selfishly in all eight of Fischer’s experiments, with
the remainder splitting equally between consistently altruistic and expressively altruistic voting.
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This observation has an important implication for proposals to increase voter
turnouts artifically by, say, fining people who do not vote (Lijphart, 1997). Such
measures would increase the participation rates of “selfish voters” relative to “eth-
ical voters,” and thus might actually reduce the quality of the social outcomes.

This danger is increased if an important reason for voter abstentions is voter un-
certainty over the choice of candidates, as Matsusaka (1995) argues and considerable
survey evidence suggests.35 Compelling more people to vote is thus likely to drive
many people to the polls who are uncertain or undecided between the candidates.
This hardly seems like a way to improve the outcomes of elections.36

The key normative question raised by the literature on why and how people vote
is whether substituting a (conditioned) expressive-ethical voter for the rational, self-
interested voter of the traditional public choice model will improve or worsen the
outcomes from the process. Unfortunately, no simple “yes” or “no” answer can be
given to this question.37 Even when people place weights on the welfare of others,
they may disagree in their rankings of various policy alternatives. Cycling is thus
still possible, and with it comes the possibility of agenda manipulation and the like.

On the other hand, filtering issues through an ethical/ideological screen does
tend to reduce the dimensionality of the issue space and thereby the likelihood of
cycles (Hinich and Munger, 1994, chs. 6 and 7). Introducing ethical/ideological
considerations can also increase their saliency, however, and make compromise
more difficult. On issues like abortion, school busing, immigration policy, and
the official status of languages, the middle of the ideological spectrum may be
sparsely occupied. Even when the ethical/ideological framing of issues reduces
the issue space to a single left/right dimension, political instability may ensue if
ethical/ideological divisions in the polity lead to polarization (Sartori, 1976). The
inability to compromise on an ethical issue helped lead the United States into a
bloody civil war. Belgium and Canada have been driven to the brink of dissolution
over language issues; Northern Ireland and Israel over religion.

The probabilistic voting model predicts equilibria in two-party electoral systems
at which some form of social welfare function is maximized. With interest groups
and campaign contributions added to the model, the weights each group implicitly
receives in the social welfare function change, but the predicted outcomes remain
Pareto optimal. These predictions are not affected by the substitution of expressive-
ethical preferences of the sort implied by (14.4) for selfish ones. Only the weights
assigned to the different groups change.

Such an amendment might greatly enhance the predictive power of these models.
For example, farmers in developed countries have been extraordinarily successful at
getting democratically elected governments to award them large subsidies and high
price supports. Agricultural subsidies have made up more than half of the European

35 Being undecided before an election and not voting in it tend to be significantly correlated. See, for example,
Ashenfelter and Kelley (1975, p. 717).

36 Very little work exits that tests for the effects of high voter participation on the outcomes of the political process.
See, however, Husted and Kenny (1997), Lott and Kenny (1999), and Mueller and Stratmann (2002).

37 For arguments for a qualified “yes” to this question, see Brennan and Lomasky (1993) and Brennan and Hamlin
(2000).
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Union’s budget throughout its existence despite the fact that the European Council
has operated under the unanimity rule for much of this period. Why have farmers
been so much more successful at winning favors for democratic governments than,
say, nurses or plumbers? One reason may be that every child in these countries
grows up reading books and singing songs about the good life and the good people
on the farm. Countless books and movies depict courageous farm families struggling
against bad weather and nasty bankers to keep their farms operating. The citizens
of all developed countries have been conditioned to think fondly of farmers and
implicitly place heavy weights on their welfare when voting. Miners have also
received particularly favorable treatment in literature, song, and film, and they too
do very well at the public trough.

Do the outcomes of the democratic process improve with the reweighting of the
utilites of different groups that occurs when citizens express their ethical preferences
when voting instead of their narrow selfish ones? The answer to this question depends
on how well the new set of weights matches those of the reader’s own preferences.

Bibliographical notes

For a survey of the literature on why people vote, see Aldrich (1997). For a survey
of how they vote, see Fiorina (1997).

Merrill and Grofman (1999) develop the Downsian spatial model to explain how
citizens will vote. The empirical support for their predictions using data from France,
Norway, and the United States can be interpreted as support for the rational, self-
interested voter hypothesis – once one abstracts from the question of whether the
act of voting is itself rational.



CHAPTER 15

Rent seeking

The positive evils and dangers of the representative, as of every other form of
government, may be reduced to two heads: first, general ignorance and incapacity,
or, to speak more moderately, insufficient mental qualifications, in the controlling
body; secondly, the danger of its being under the influence of interests not identical
with the general welfare of the community. (Italics in original)

John Stuart Mill

In Chapter 12 we discussed a model of political competition in which politicians
provide policies or legislation to win votes, and citizens and interest groups provide
votes. From the discussion up to this point, it seems reasonable to think that the
legislation consists of either public goods with characteristics that appeal to given
groups of voters or income transfers from one sector of the population to another.
The latter might be a tax loophole benefiting a particular group coupled with a rise
in the average tax rate to make up for the revenue lost through the loophole. Income
can be transferred from one group to another by other, more subtle means, however.

The government can, for example, help create, increase, or protect a group’s
monopoly position. In so doing, the government increases the monopoly rents of
the favored groups at the expense of the buyers of the groups’ products or services.
The monopoly rents that the government can help provide are a prize worth pursuing,
and the pursuit of these rents has been given the name of rent seeking.

15.1 The theory of rent seeking

Rent seeking was first discussed systematically by Tullock (1967c). The term “rent
seeking” was first used to describe the activity in question by Krueger (1974).
Figure 15.1 depicts the demand schedule for a monopolized product. If the monopoly
charges the monopoly price Pm instead of the competitive price Pc, the rectangle R
of monopoly rent is created, as is the welfare triangle L of lost consumers’ surplus
on the output of the monopolized product, that would have been produced under
perfect competition but is not provided by the monopolist.

In the traditional discussion of monopoly, it has been customary to treat L as a
measure of the efficiency loss due to monopoly, and R as a pure redistribution of
income from the consumers of the monopolized product or service to its producers.
Suppose, however, that the monopoly has been created and is protected by an action
of the government. For example, an airline might have been granted a monopoly
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Figure 15.1. The social costs of monopoly with rent seeking.

over the routes between two or more cities. If there were more than one airline in
the country that could service the routes, then R, or the present discounted value
of R, would be a prize to be awarded to the airline that succeeds in inducing the
government to grant it the monopoly over the routes. If the airlines could invest
resources and increase the probability of obtaining the monopoly, they would do so.
Tullock’s (1967c) initial insight revealed that these invested resources may constitute
a social cost of monopoly in addition to the welfare triangle L .

Buchanan (1980a, pp. 12–14) has identified three types of rent-seeking expendi-
tures that may be socially wasteful:

1. The efforts and expenditures of the potential recipients of the monopoly
2. The efforts of the government officials to obtain or to react to the expendi-

tures of the potential recipients
3. Third-party distortions induced by the monopoly itself or the government

as a consequence of the rent-seeking activity

As examples of each of these, assume that the airlines employ lobbyists to bribe
the government official who awards the routes. It becomes known that the income
of this government official is supplemented by bribes, and thus lower-level govern-
ment officials invest time studying the airlines industry to improve their chances of
obtaining this position. Finally, assume that the government’s additional tax revenue
from creating the monopoly leads to a competition among other interest groups for
subsidies or tax breaks. The lobbying effort of the airlines industry is an example
of the first type of social waste. The extra efforts of the bureaucrats to be promoted
is an example of the second category (assuming that they do not improve the route
allocation process, which is a reasonable assumption if the awards are determined
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by the bribes). The expenditures induced by the other interest groups to capture the
extra tax revenue generated are an example of the third category of social waste.

Note that the bribe itself is not regarded as a social waste. If an airline could win
a monopoly position simply by offering a bribe, and this bribe could be costlessly
transmitted to the government official awarding the routes, and this was all that the
bribe brought about, then no social waste would be created by the bribe. It would
simply be a further redistributional transfer from the passengers of the airline,
through the airline to the government official. The social waste in passing the bribe
comes in the transaction costs of making the bribe, the fee of the lobbyist, and the
wasted time and money of the bureaucrats competing for the promotion that places
them in the position to receive the bribes.1

Considerable attention has been devoted in the literature to the issue of whether
the rents of monopoly are totally dissipated by socially wasteful expenditures to
capture them. We shall explore this question with a series of models beginning
with the basic rent-seeking model with a fixed number of players. We shall then
consider the consequences of free entry, sequential plays of the game, and a number
of extensions of the model that have been proposed.

15.1.1 The basic rent-seeking model with a fixed number of players

In the basic rent-seeking game n players each invest I to capture a rent of R.
The probability that any individual rent seeker captures the rent is assumed to be
proportional to her investment,

πi (Ii ) = fi (Ii )∑n
j=1 f j (I j )

, (15.1)

where ∂πi/∂ Ii > 0. Investments in rent seeking exhibit diminishing, constant, or
increasing returns as ∂2πi/∂ I 2

i < 0, = 0, or > 0. Tullock (1980) introduced this
model under the assumption that fi (Ii ) = I r

i , and much of the literature has explored
this variant of the model. In this formulation, rent seeking has diminishing, constant,
or increasing returns as r < 1, = 1, or >1.

Under the assumption that all rent seekers are risk neutral, each chooses the I
that maximizes her expected gain E(G),

E(G) =
(

I r

I r + T

)
R − I, (15.2)

where T is the impact of the total outlays of the other n − 1 rent seekers, T =∑
j �=i I r

j . Under the Cournot-Nash assumption that the other rent seekers’ outlays
remain fixed, the first-order condition from (15.2) is

r I r−1 R

I r + T
− r I r−1 I r R

(I r + T )2
− 1 = 0. (15.3)

1 That some expenditures to obtain rents may be transfers of one sort or another and not a pure social waste has
been discussed by Brooks and Heijdra (1986). Congleton (1988) points out that the payment to the lobbyist is
not simply a transfer, assuming that she could be employed doing something socially productive.
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Assuming a symmetric equilibrium, we obtain from (15.3)

I = (n − 1)

n2
r R. (15.4)

A risk-neutral rent seeker invests the I given in (15.4), as long as this I when
substituted into (15.2) yields a nonnegative expected gain. When the implied ex-
pected gain is negative, the potential rent seeker does not participate. Three sets of
outcomes, depending on the value of r , are of special interest.

15.1.1.1 Diminishing or constant returns, r ≤ 1. Substituting (15.4) into (15.2) and
rearranging, we obtain the following condition to ensure a nonnegative expected
gain from participation:

n

n − 1
≥ r. (15.5)

Since the minimum n of interest is two, 1 < n/(n − 1) ≤ 2, and (15.5) is satisfied
for all r ≤ 1. With diminishing or constant returns to rent seeking, an equilibrium
always exists with positive rent-seeking investments.

The total amount invested at this equilibrium is n times the I implied by (15.4),

nI = n(n − 1)

n2
r R = (n − 1)

n
r R. (15.6)

Dividing this number by R, we obtain the total amount invested in rent seeking as
a fraction of the rents sought,

nI

R
= (n − 1)

n
r. (15.7)

With constant returns to scale an analogous result to that of the Cournot oligopoly
model is obtained. The fraction of the total rent which is dissipated ranges from 1/2
for two rent seekers up to full dissipation as n approaches infinity.

With diminishing returns to rent seeking (r < 1), the fraction of the rent dissipated
is always < 1. For example, with r = 1/2, the fraction of R dissipated must be
between 1/4 and 1/2.

15.1.1.2 Increasing returns with 1 < r ≤ 2. If n ≥ 2, the upper bound of n/(n − 1)
is 2, and (15.5) implies an upper bound for r of 2. With r = 2 and n = 2, each rent
seeker invests R/2 and the total sum invested equals the total rent sought.

With smaller rs equilibria can exist with ns greater than 2. For example if r =
1.5, an equilibrium exists with n = 3 at which full dissipation occurs. If n = 2,
only 2/3 of R is dissipated. The reason for the inverse relationship between r and
the number of rent seekers who can exist in the rent-seeking game with I > 0
is easy to see from (15.4). Let I ∗ be the I that satisfies this optimality condition.
Then ∂ I ∗/∂r = (n − 1)R/n2 > 0. An increase in r holding n constant increases the
optimal investment for each rent seeker, and thereby the likelihood that the sum of the
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investments exceeds R, at which point participation in the game becomes irrational.
On the other hand, an increase in n reduces a rent seeker’s optimal investment,
∂ I ∗/∂n < 0, thus increasing the likelihood of an equilibrium with positive I s.

With 1 < r ≤ 2, full dissipation of R occurs for values of n and r , which satisfy
(15.5) as an equality; for example, n = 2 and r = 2, n = 3 and r = 1.5, n = 4 and
r = 4/3, and so on. For all other equilibria with I > 0, nI < R.

15.1.1.3 Increasing returns with r > 2. With r > 2, increasing returns are suffi-
ciently strong that no pure strategy equilibria exist. The extreme form of increasing
returns would resemble an auction with R going to the rent seeker making the high-
est I . Each rent seeker has an incentive to try to outbid the other rent seekers so
long as I < R, and an escalation of bids can be anticipated that leads all I toward
R. In a normal auction, as say for a painting, the highest bidder gets the painting
and pays out the amount bid, while all other bidders return home absent the painting
but still in possession of the money that they bid. The nature of rent seeking is such,
however, that all rent seekers forfeit their investments. No politician gives back the
campaign contributions and bribes he received from those who are not rewarded
with tariffs, price supports, etc. In a rent-seeking, bidding contest nI would appear
likely to approach n R (Tullock, 1980).

Before I reaches R, however, the expected gain to a rent seeker becomes negative,
and a risk-neutral rent seeker drops out. After all rent seekers have dropped out, the
competition can begin again. No Nash equilibrium in pure strategies exists for this
game, but mixed-strategy equilibria do exist at which all rents are fully dissipated
ex ante.2

A mixed strategy is one in which each rent seeker effectively pulls an I out of a
hat containing an infinite number of different I s lying between zero and R. Since no
rational, risk-neutral person will enter such a game if her expected gain is negative,
it is not surprising to find that the expected payoffs from this game are zero. In an
actual play of such a game, the I s each player draws will in general not sum to
precisely equal R. Thus, overdissipation of R can be expected on some occasions,
when there are significant increasing returns to rent seeking. Baye, Kovenock, and de
Vries (1999) demonstrate that the probability of observing overdissipation declines
with N , but only as far as 0.44, when N = ∞.

15.1.2 The impact of free entry

Whenever the expected gain to a rent seeker remains positive after the entry of
additional rent seekers, n can be expected to increase if entry is unrestricted. We saw
in Subsection 15.1.1 that an equilibrium always exists with I > 0, when 0 < r ≤ 1.
Thus, entry can always be expected in this case with n approaching infinity. From
(15.7) we obtain

lim
n→∞

nI

R
= r. (15.8)

2 See Hillman and Samet (1987) and Baye, Kovenock, and de Vries (1994).
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Thus, in the case of free entry and constant returns to scale (r = 1), we expect full
dissipation of the rent. Following Posner (1975), most empirical studies that have
tried to measure the losses from rent seeking have assumed constant returns and
free entry, and thus have approximated the rent-seeking losses by the area of the
monopoly rent rectangle.

With (1 < r ≤ 2), some finite n∗ ≥ 2 exists, such that the expected gain from an
I ∗ satisfying (15.4) is nonnegative, while for n∗ + 1 the expected gain is negative.
Free entry will thus produce an equilibrium at which n = n∗. R will be fully dissi-
pated if this n∗ is such that (15.5) is satisfied as an equality; less than fully dissipated
if it is satisfied as an inequality. The smaller r is, the larger n∗ is, and the greater is
the expected fraction of R that is dissipated.

As noted in Subsection 15.1.1.3, with r > 2 the only equilibria to the game
are mixed-strategy equilibria with the rents fully dissipated ex ante by the sum of
rent-seeking investments. This result is independent of n.

15.1.3 Rent seeking with sequential investments

Up until this point we have assumed that all players choose the levels of their invest-
ments simultaneously. As already mentioned, this way of modeling rent seeking is
analogous to the Cournot oligopoly model, except that the normative implications
are reversed. Where increasing the number of sellers in an oligopoly increases out-
put and thereby social welfare because price falls, increasing the number of players
in a rent-seeking game reduces social welfare by increasing the total funds invested
in rent seeking.

Sequential output choices in an oligopoly were first studied by the German math-
ematician von Stackelberg. In the von Stackelberg oligopoly model, the first player
to select an output can take advantage of the negative-sloped reaction curves that
characterize a quantity-setting game by selecting an output that is greater than the
equilibrium output in the simultaneous-play, Cournot game. If two sellers have dif-
ferent costs of production, society is better off in a Stackelberg duopoly game if the
lower cost seller goes first. Once again in a sequential-play, rent-seeking game the
situation is exactly reversed. Less funds are invested and society is consequently
better off if the more effective rent seeker goes second.

To see this, consider a simple two-player rent-seeking game in which the first
player leads by choosing an investment IL , and the second player follows with an
investment IF . The mathematics is somewhat simpler if we capture the relative
effectiveness of each player’s investments through a multiplicative factor α rather
than through an exponential relationship. Thus, we write the probability that L wins
the rent-seeking contest as

πL (IL ) = IL

IL + α IF
, (15.9)

where α < 1 implies that the first player’s investments are more effective than those
of the second, and α > 1 implies the reverse. L’s expected gain from playing the
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game can then be written as

E(GL ) =
(

IL

IL + α IF

)
R − IL . (15.10)

Maximizing (15.10) with respect to IL produces

IL =
√

αRIF − α IF . (15.11)

The analogous exercise with respect to F’s choice of IF yields

IF =
√

RIL

α
− IL

α
. (15.12)

Equations (15.11) and (15.12) define the optimal choices of IL and IF , given the
other player’s investment. These two equations thus define the reaction functions
for each player. L can exploit his first-mover advantage by substituting F’s reaction
function, (15.12), into L’s gain function, (15.10), and choosing the IL that maximizes
this expression. Making this substitution we obtain

E(GL ) = IL

IL + α

[√
IL R
α

− IL
α

] R − IL . (15.13)

which simplifies to

E(GL ) = IL√
αRIL

R − IL . (15.14)

Maximizing (15.14) with respect to IL yields

IL = R

4α
. (15.15)

Substituting this value of IL into (15.12) gives us follower F’s optimal response to L:

IF = R

2α

(
1 − 1

2α

)
. (15.16)

It is easy to see from (15.15) and (15.16) that when the investments of both players
are equally effective (that is, α = 1), both invest the same amount, R/4, and the
outcome is the same as under the simultaneous-play, Cournot game.

When α �= 1, the player whose investment is more effective earns a higher ex-
pected return by going second, while the weaker player earns a higher return by
going first. This can be seen by using (15.15), (15.16), and (15.10) to obtain the
expected gain from being the leader or follower:

E(GL ) = R

4α
(15.17)

E(G F ) = R

(
1 − 1

2α

)2

. (15.18)
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With α = 3/4, the first player to choose an investment is the stronger player and his
expected gain from (15.17) is R/3. Assuming the same relative strengths, but that
the stronger play goes second, would imply α = 4/3 and an expected gain for the
now stronger, second player as given by (15.18) of 25R/64, which is greater than
R/3. If the players can choose both when to invest as well as how much, the stronger
player will opt to go second, the weaker to go first, and society will be better off than
under any alternative sequence, since the total amount invested will be minimized.

In this example we have assumed that the two players differ according to the rela-
tive effectiveness of their investments, as captured by α. An additional complication
would be to assume that the two players value the rents differently. With α = 1, the
player who places the highest value on the rent will prefer to go second, and will
make the highest investment. More generally, if α1 measures the effectiveness of
player 1’s investments, α2 the effectiveness of player 2’s investments, and R1 and
R2 are the values of the rents to the two players, then player 1 will invest more and
opt to go second, if and only if α1 R1 > α2 R2.3

15.1.4 Relaxing the assumptions

The assumptions underlying the basic rent-seeking model have been relaxed in many
ways. We shall not discuss every variant on this model that has been introduced. A
few of the more important extensions warrant some attention, however.

15.1.4.1 Risk-neutrality. Consider first the effect of dropping the risk-neutrality
assumption. Hillman and Katz (1984) illustrate the effects of risk aversion by rent
seekers for the special case in which risk aversion is introduced by assuming that
each individual has a logarithmic utility function. Table 15.1 is taken from their
paper. The R/As are the rents to be gained relative to a rent seeker’s initial wealth.
The ns are the numbers of rent seekers. Note that when the rents to be won are
small relative to the rent seeker’s initial wealth (e.g., less than 20 percent), over 90
percent of the value of the rents is dissipated by the competition to obtain them.
This result also holds when risk aversion is introduced by assuming other forms of
utility functions (Hillman and Katz, 1984, pp. 105–7).

Much of the rent-seeking literature discusses the process as if rent seekers were
individuals acting on their own behalf. In these cases, it is sometimes reasonable to
assume that the value of the sort of rents sought is large relative to the initial assets
of the rent seekers. But in most instances of rent seeking through the public sector,
and probably in private sector rent seeking also, the size of the rents sought will be
small relative to the assets of the rent seekers. If we assume that the stockholders of
a corporation are the ultimate recipients of its profits, then the rents that the airline
would earn by having a monopoly over an air route between two cities must be
compared to the aggregate wealth of the stockholders of the airline. The rents that
milk farmers earn from an increase in the price supports for milk must be divided

3 Our exposition here has followed Leininger (1993). See also the more general results of Baik and Shogren
(1992) who build on Dixit (1987), Hillman and Riley (1989), and Nitzan (1994a).
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Table 15.1. Competitive rent dissipation, logarithmic
utility, A = 100

n

R/A 2 3 5 10 50 100 1 000

0.10 98 97 96 96 95 95 95
0.20 95 94 93 92 91 91 91
0.50 88 85 83 82 81 81 81
1.00 76 74 72 70 70 69 69
5.00 32 34 35 36 36 36 36

10.00 18 21 22 23 24 24 24

Source: Hillman and Katz (1984).

by the assets of all milk farmers. In public sector rent seeking, the ratio of potential
rents to initial assets of the relevant rent-seeking groups should be small, and the
relevant rows of Table 15.1 are one and maybe two. Competitive rent seeking can be
expected to result in nearly a full dissipation of the rents even when the rent seekers
are risk-averse.4

The issue of the size of the rent seekers’ assets becomes more complicated when
we recognize the principal-agent problem in the joint stock company or the other
forms of interest groups. The decision to invest airline revenues to win a monopoly
on an air route is made by the airline’s managers. To whose wealth should the
investment be compared?

When the manager-agents of shareholders are the relevant actors in the rent-
seeking game, the assumption that these actors are risk-averse is no longer very
plausible. The bulk of the money that the airline’s management is investing belongs
to the company’s shareholders, and this fact will induce managers to take greater
risks (Jensen and Meckling, 1976). When rent seekers are agents investing the
money of their principals, risk-taking behavior is more plausible than risk aversion,
and an overdissipation of rents can be expected. Similar considerations probably
apply to the rent-seeking actions of the agents of other interest groups (labor unions,
farm associations).

Knight (1934) argued that the self-selection process for choosing entrepreneurs
made entrepreneurs as a group risk takers. He thus predicted that aggregate profits
would on average be negative owing to the overcompetition for profits by risk-
taking entrepreneurs. Since profits and rents are one and the same to the individual
entrepreneur, Knight’s assumption would lead one to expect that entrepreneurial
rent seeking under competitive conditions more than fully dissipates all potential
rents. Moreover, this conclusion should hold whether the rents sought come from
private market investments (e.g., advertising and patenting), or from political mar-
kets (campaign expenditures, lobbying). The principal-agent problem should, if
anything, exaggerate this tendency.

4 More generally, Konrad and Schlesinger (1997) show that an increase in the degree of risk aversion on the part
of rent seekers has an ambiguous impact on the size of their investments.
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15.1.4.2 Rent seeking among groups. When groups engage in rent seeking, there
are two opposing effects on the levels of investment undertaken. First, by joining a
group an individual effectively forms a cartel with all other members of the group.
This increases the effectiveness of the group’s rent-seeking efforts and increases
the group’s expected gain (Baik and Shogren, 1995). On the other hand, if the
contributions of each group member are not specified with penalties imposed for
underpayment, the usual free-rider problem arises and individuals tend to contribute
less than the collectively optimal amounts – which of course from the point of view
of society is good (Nitzan, 1991)!

Under the constant returns-to-scale assumption (r = 1 in (15.2)), the optimal
payoff to each group member will be proportional to her contribution to the group’s
efforts, and the sum of all group investments will again tend to fully dissipate the
rents sought (Lee, 1995).

15.1.4.3 Rent seeking when the probability of winning is not defined logistically.
Using (15.1) to define the probabilities of each rent seeker’s victory has the disad-
vantage of leaving these probabilities undefined when all investments are zero. A
reasonable assumption to make in this case would be that each player has the same
probability of winning, but then (15.1) would imply a discontinuous leap to one in
the probability of victory for any player if she spends even a tiny sum to win the rent.
Zero rent-seeking outlays is thus a very unstable equilibrium when the probabilities
of success are defined logistically as in (15.1). This disadvantage can be avoided by
assuming that the probabilities of winning the rent depend on the differences in the
amounts spent on rent seeking rather than their ratios (Hirshleifer, 1989). This vari-
ant of the rent-seeking model also has some problematic implications, however. For
example, with two rent seekers, A and B, the probability that A wins the rent takes
the form πA = f (IA − IB). This probability will be the same whether A invests
$100 and B $1, or A invests $1,000,100 and B $1,000,001.5

15.1.4.4 Designing rent-seeking contests. Much of the literature assumes that the
value of the prize in a rent-seeking contest is the same for all players. The value
of a license to import automobiles might well differ across potential importers,
however. One airline may be able to make higher profits on a given route than
another. When this is the case, the government may be able to increase the magni-
tude of the total rent-seeking outlays by appropriately structuring the rent-seeking
contest.

Consider first a rent-seeking contest with two players who place the values R1 and
R2 on the prize to be won – say, an import license. The prize will be awarded to the
importer making the largest rent-seeking investment. No pure strategy equilibrium
exists. When R1 = R2 = R, each player chooses an investment at random from
the uniform distribution running from zero to R (Hillman and Samet, 1987). If
R1 > R2, on the other hand, player 2 will realize that his optimal investment using
this strategy is less than 1’s, and thus that his chances of winning are less. This

5 For an axiomatic characterization of the different types of rent-seeking contests, see Skaperdas (1996).
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realization will induce 2 to invest still less than he would if R1 = R2. Thus, when
one player places a much higher evaluation on the prize than do the other players, the
other players are discouraged from investing, and the total rent-seeking outlays will
be less than under a more equal distribution of payoffs to the rent seekers. Because
of this, the government may actually increase its revenue from the rent-seeking
contest by designing it in such a way that the player with the highest valuation is
ineligible to compete for the prize.

To see this, consider a contest in which the prize is awarded to the player making
the highest investment. The values of the prize to each player are R1 ≥ R2 > R3 ≥
. . . Rn . Baye, Kovenock, and de Vries (1993) have shown that in such a contest
the maximum amount that the government can win, W , is given by the following
expression:

W =
(

1 + R2

R1

)
R2

2
. (15.19)

Because of the decline in investments by players 2 through n as R1 increases, W
varies inversely with R1. If now R1 = 100, R2 = 50, and R3 = 45, (15.19) implies
that W will be 37.5 with player 1 allowed to bid for the prize, and 42.75 with player 1
excluded from the game. Given the similar evaluations of the prize by players 2 and
3, the increase in their investments caused by player 1’s exit from the game more than
offsets the loss of 1’s investment. One way for the government to exclude player 1
is to run the contest in two stages. The government first announces a “short list” of
eligible bidders (importers) for the prize (license), and then allows those on the list
to make investments (bribes, campaign contributions, and so on). Player 1 does not
make it onto the short list.6

15.2 Rent seeking through regulation

The traditional economic rationale for regulation sees the regulated industry as a
“natural monopoly” with falling long-run average costs. The classic bridge example
is a polar case of the natural monopoly situation. A single bridge is needed and, once
built, the marginal cost of allowing additional cars to cross it is zero (crowding aside).
The optimal toll on the bridge is then zero. However, if a private firm operates the
bridge, it sets the price at the revenue-maximizing level, and the result is a socially
inefficient under-utilization of the bridge. Any industry with continuously falling
long-run average costs is a “natural monopoly” in the sense that only one firm is
needed to supply all of the industry’s output. Regulation is said to be needed to
restrain that one firm from taking advantage of its monopoly position. In terms of
Figure 15.1, regulation is thought to be necessary to help consumers capture some
fraction of the consumers’ surplus triangle L .7

6 For further discussion and additional examples of the optimal design of rent-seeking contests, see Nitzan (1994c)
and Gradstein (1998).

7 In practice, regulation in the United States has tended to resemble average cost pricing more than marginal cost
pricing, so that some welfare triangle losses have occurred even when regulation has worked well (Kahn, 1970).
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In the regulatory process, producer and consumer interests are opposed. The
higher the price that the regulators set, the bigger the monopoly rent rectangle
going to the producers. Since regulation is a political bureaucratic process, it is
reasonable to assume that the sellers of a regulated product place some pressure
on the regulators to raise price and increase the size of the rectangle. In a seminal
contribution to the regulation debate, Stigler (1971) shifted attention away from
largely normative discussions of what price should be to minimize L , to a positive
analysis of how the struggle to secure R determines price. Although predating the
rent-seeking literature, Stigler’s paper draws attention to the rent-creating powers
of regulators and the rent-seeking efforts of those regulated.

In an important extension of Stigler’s argument, Peltzman (1976) integrated both
consumers and producers into the rent-seeking struggle. He depicted regulation as
being supplied by a vote-maximizing politician. Let V , the number of votes the
politician receives, be a function of the utilities of both the regulated producers, UR ,
and the consumers of the regulated product, UC :

V = V (UR, UC ),
∂V

∂UR
> 0,

∂V

∂UC
> 0. (15.20)

For simplicity, assume consumer and regulator utilities are linear in R and L; that is,

UR = R, UC = K − R − L , (15.21)

where K is an arbitrary constant. Then assuming that the proper second-order
conditions hold to ensure an interior maximum, the vote-maximizing regulator sets
price, P , to satisfy

dV

d P
= ∂V

∂UR

d R

d P
− ∂V

∂UC

d R

d P
− ∂V

∂UC

d L

d P
= 0 (15.22)

or

∂V

∂UR

d R

d P
= ∂V

∂UC

(
d R

d P
+ d L

d P

)
. (15.23)

The vote-maximizing regulator sets a price such that the marginal gain in support
from the producers for an increment in monopoly rents, R, is just offset by the loss
in consumer votes from a combined rise in R and L .

Although most regulated industries are not monopolies, the number of sellers
is generally small. It is certainly small relative to the number of consumers. The
costs of organizing the producers and the concentration of the benefits, R, on each
producer are likely to combine to make ∂V/∂UR large relative to ∂V/∂UC , at
least over an initial range of values for R (Olson, 1965; Stigler, 1971; Peltzman,
1976). Stigler (1971) stresses this point in arguing that the main beneficiaries of
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regulation are the regulated firms. Price will be raised until d R/d P falls suffi-
ciently far, or ∂V/∂UC becomes sufficiently large to bring (15.23) into equality.
But note also that as long as ∂V/∂UC > 0 – that is, as long as there is some loss
in votes from reducing consumer utility – (15.23) will not be satisfied at the rent-
maximizing price, where d R/d P = 0. When d R/d P = 0, d L/d P is greater than
zero, and that combined with ∂V/∂UC > 0 makes the right-hand side of (15.23)
positive. The vote-maximizing politician may favor the regulated industry’s produc-
ers, but stops short of setting price at the rent-maximizing level (Peltzman, 1976,
pp. 222–41; Becker, 1976). Peltzman derives several interesting implications from
his analysis. One is that “either naturally monopolistic or naturally competitive
industries are more politically attractive to regulate than an oligopolistic hybrid”
(1976, pp. 223–4, italics in original). Equation (15.23) implies that regulation brings
price to a level somewhere between the pure monopoly and pure competition prices.
Assuming oligopoly prices tend to lie intermediate between monopoly and compet-
itive levels, then oligopolists and their consumers have less to gain from regulation
than do the consumers of a natural monopoly product or the producers of a compet-
itive product. By this argument, Peltzman helps to explain the ubiquitous regulation
of agriculture around the world and other interventions in seemingly competitive
industries like trucking and taxicabs in the United States.

Stigler (1971) emphasized the strength of the regulated groups in using the reg-
ulatory process to enhance their incomes, and several studies are supportive of this
view of regulation (for example, Shepherd, 1978; Paul, 1982; Ulrich, Furtan, and
Schmitz, 1987; Alexander, 1997). A classic example of the social costs of rent seek-
ing through regulation was the commercial airline industry in the United States until
it was deregulated in the late 1970s. The Civil Aeronautics Board (CAB) controlled
price competition, but allowed airlines to compete for customers by offering non-
price frills like free drinks, movies, and half-empty planes. The airlines competed
away, through additional costs, the rents granted them by the prices that the CAB
set (Douglas and Miller, 1974).

Posner (1975) assumed that the entire rectangle R is dissipated through rent-
seeking outlays, and then used estimates of the rise in price brought about by
regulation to calculate R + L in several industries as a measure of the social costs
of regulation. Posner’s figures are reproduced in Table 15.2. The η1 column presents
demand elasticities calculated under the assumption that the industry sets price
so as to maximize monopoly rents, (P − MC)/P = 1/η, using the independent
estimates of the price rise under regulation. The estimates in the η2 column are
from econometric studies of demand elasticity for the industries. The C1 and C2

columns are measures of R + L made using the η1 and η2 estimates, respectively.
They are all fairly large, both in an absolute sense and relative to existing estimates
of the social cost of monopoly in the private sector that rely only on measures
of L .

Peltzman (1976) stressed the trade-off between consumer and regulator interests
in the final vote-maximizing equilibrium. In trying to test the Peltzman gener-
alization of the Stigler theory, scholars have generally tried to find variables that
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Table 15.2. Social costs of regulation

Costs (as % of

Regulatory price
Demand elasticity industry sales)

increase (%) η1 η2 C1 C2

Physician’s services 0.40 3.500 0.575 0.42 0.31
Eyeglasses 0.34 0.394 0.450 0.39 0.24
Milk 0.11 10.00 0.339 0.15 0.10
Motor carriers 0.62 2.630 1.140 0.57 0.30
Oil 0.65 2.500 0.900 0.60 0.32
Airlines 0.66 2.500 2.360 0.60 0.19

Source: Posner (1975, p. 84). See original for references to sources for the various estimates.

measure both producer–seller and consumer interests. Leffler (1978), Keeler (1984),
Primeaux, Filer, Herren, and Hollas (1984), and Becker (1986) all present evidence
consistent with the view that both consumer and producer interests receive some
weight in the final regulatory outcomes.

Paul and Schoening (1991) have extended the basic Peltzman model to include
third-party rent seeking. They find evidence of third-party rent seeking, and support
for the capture theory in their analysis of electricity price regulation. In particular,
electricity prices are higher in states where the regulators are appointed than where
they are elected. On the other hand, Teske (1991) found that elected commissioners
were more willing to grant telephone rate changes in response to company requests.
His case study of U.S. West does reveal that the firm was a very successful lobbyist,
however.

Ippolito and Masson (1978) show that regulation in the milk industry redistributes
rents from one group of producers to another, and from one group of consumers
to another. Kamath’s (1989) study of the regulation of the sugar market in India
provides further evidence in support of the capture theory. Wise and Sandler (1994)
also find that agricultural interests are able to influence legislation on pesticide
regulation, while more diffuse, environmental interest groups were not successful.
Salhofer, Hofreither, and Sinabell (2000) estimate the rectangle and triangle losses
from rent seeking through agricultural protection in Austria. Although they find that
Austrian farmers gain at the consumers’ and taxpayers’ expense, they find that up-
and downstream producers in the food industry gain even more.

Two articles have employed the event-study approach to test for the presence of
rent seeking. This approach examines changes in the stock prices of firms affected by
regulations at the time that the regulations are announced. Schwert (1977) concluded
from the declines in the market values of the major stock exchanges that consumers
received substantial redistributive gains from the passage of legislation in the 1930s
regulating the stock exchanges.

Beck and Connolly (1996), on the other hand, were not able to identify significant
effects on the share prices of companies affected by government actions using a
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sample of 48 observations. Their explanation for the lack of any wealth effects from
winning a rent-seeking contest is that kickbacks and other investments that the firms
make fully offset the rents, which are eventually won. This explanation goes too
far, however. Although we have seen that there are many assumptions under which
the total outlays of all rent seekers may sum to the value of the prize sought, the
outlays of the subset that actually wins the prize presumably fall short of it. If not,
why would any rational person enter the contest? Beck and Connolly attempt to
account for their findings by invoking the winner’s curse. This, however, amounts
to assuming that rent seekers are not rational.

15.3 Rent seeking and the political process

The Stigler-Peltzman theory of regulation begins with the conflict between the
sellers and buyers over price, and analyzes how this conflict might be resolved by
the state in response to political pressure from both sides. The two groups involved
are easily identified, as are their interests. In other rent-seeking situations, both the
identities of the rent-seeking groups and their interests may be more difficult to
determine. A more general politico-economic model of the rent-seeking process is
required.

Building on a paper by Stigler (1976), McCormick and Tollison (1981) attempt
to develop such a model. They make the fundamental assumption that all legislation
consists of wealth transfers. Legislatures are organized to transfer wealth efficiently.
Each individual or interest group is a potential supplier of wealth transfers, and at
the same time a potential demander. The legislature takes from those who are least
capable of resisting the demands for wealth transfers and gives to those who are
best organized for pressing their demands. Thus, like the Stigler-Peltzman theory
of regulation, McCormick and Tollison’s (1981, chs. 1–3) theory builds on Olson’s
(1965) theory of interest group formation.

To succeed in securing a wealth transfer, an interest group must win a majority
of votes in both houses of a bicameral legislature. The more seats there are in
each house, the more resources that must be devoted to winning legislator votes.
Moreover, assuming that there are diminishing returns to securing votes in any
house, holding the total number of seats constant, it is easier to win legislator votes
the more evenly divided the total number of seats in the two houses is. McCormick
and Tollison (1981, pp. 45–55) find that these two variables, number of seats and the
ratio of seats in the two houses, are significantly related to the degree of economic and
occupational regulation across the states, and to the total number of bills enacted.
Campbell (1994) also argues that these two characteristics of New Hampshire’s
legislature explain its relatively low levels of taxes. McCormick and Tollison go on
to analyze the determinants of legislator wages, gubernatorial salaries, and other
issues (1981, chs. 4–7).

Complementing the McCormick-Tollison models of government is the theory
of the independent judiciary put forward by Landes and Posner (1975). They too
see legislators as selling legislation for “campaign contributions, votes, implicit
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promises of future favors, and sometimes outright bribes” (p. 877). In this setting, an
independent judiciary can increase the value of the legislation sold today by making
it somewhat immune from short-run political pressures that might try to thwart
or overturn the intent of the legislation in the future. And this is apparently what
the founding fathers had in mind when they established an independent judiciary
in the Constitution. In the Landes-Posner theory, the first Amendment emerges
“as a form of protective legislation extracted by an interest group consisting of
publishers, journalists, pamphleteers, and others who derive pecuniary and non-
pecuniary income from publication and advocacy of various sorts” (p. 893). By
such fruit has the dismal science earned its reputation.

Less jaundiced implications emerge when interest groups are incorporated into
the political process using one of the probabilistic voting models discussed in
Chapter 12. In these models competition for votes leads each party to propose
a platform, which maximizes some form of social welfare function in which all
voters’ utilities have positive weights. Although interest groups can be viewed as
“buying legislation,” once campaign contributions and lobbying are introduced into
the models, they continue to imply that political outcomes are efficient insofar as
they satisfy the Pareto-optimality condition.8 These models have formed the logical
foundation for much of the literature on endogenous trade policy to which we now
turn.

15.4 Rent seeking through tariffs and quotas

15.4.1 The economic effects of tariffs, quotas, and voluntary
export restraints

Few issues elicit greater agreement among economists than the proposition that
society’s welfare is maximized when there is free trade.9 Yet tariffs, quotas, and
other restrictions on international trade abound, and trade policy is a constant subject
of political debate. As with regulation policies, one suspects that the allocative
efficiency gains from free trade so obvious to the economist have been sacrificed to
provide the equally obvious rents and redistributive gains that restrictions on trade
engender.

To see what is involved, consider Figure 15.2. Let SM be the supply of imports of
product X , and SD the supply of domestic production. ST and D are the total supply
and demand schedules in the domestic country. Under free trade, X F is purchased
at a price PF , with output divided between domestic production, DF , and imports,
MF . Now let a tariff be imposed on imports that shifts the import supply schedule
including the tariff to S′

M . Total supply shifts to S′
T , and X R divided into MR and

DR is sold at a price PR .

8 See discussion in Chapter 20.
9 For a review of the caveats, see Findlay and Wellisz (1986, pp. 221–2).
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The tariff brings about the welfare loss represented by the consumers’ surplus
triangle L on the foregone consumption X F − X R , and the triangle I under the
domestic producers’ supply schedule generated by the increased domestic output
DR − DF . Triangle I constitutes a social loss insofar as it represents domestic
resources used in the production of the additional output DR − DF that would not
have been needed if X were available at the free-trade price PF .

In addition to these two welfare-loss triangles, Figure 15.2 depicts the rents earned
by the factor owners and producers in the domestic industry, R(PR PF EG), and the
tariff revenue received by the government, T (PRC B A). Both R and T represent
income flows that might stimulate a demand for the tariff by those in the protected
industry or those in government.

The outcome of X R sold at a price PR can also be brought about by imposing a
quota on imports restricting them to MR . The domestic industry receives R in rents
again, but the rectangle T now represents rents received by the importers “lucky”
enough to get licenses for the MR units of imports. Thus, political pressure from
domestic sellers will be the same whether the trade restriction is a quota or a tariff
(assuming the same level of imports results), but pressure for quotas will come from
importers, while pressure for tariffs will come from those in government or from
the eventual beneficiaries of the increase in government revenue.

Tariffs and quotas benefit factor owners in the protected domestic industries and
perhaps recipients of import licenses, while at the same time harming producers in
the exporting countries. These exporters can be expected to turn to their govern-
ments for “relief ” from the adverse effects of the tariffs and quotas. The result is
likely to be tension between the governments of the affected countries, or charges of
treaty violations filed at the World Trade Organization. These unwanted outcomes
can be avoided if the importing country chooses a third instrument to protect its pro-
ducers – a voluntary export restriction, VER. The importing country’s government
approaches the government of the exporting country and asks it to negotiate with
the exporting companies a “voluntary” reduction in exports equal, say, to X R − DR .
The outcome as far as the producers and consumers in the importing country are
concerned is exactly as before, but the rectangle T accrues now neither to the gov-
ernment of the importing country as revenue from a tariff nor to the importers, but
rather to the companies in the exporting country. By arranging a VER the gov-
ernments of the two countries have effectively assisted the producers in the two
countries in forming a cartel and restricting output. Both governments can expect
gratitude from these companies (Hillman and Ursprung, 1988). VERs have grown
dramatically over the last two decades and have been estimated to result in protection
levels as high as those that could be achieved by an ad valorem tariff of 40 percent
(Tarr, 1989).

15.4.2 Endogenous protection models

Not all industries receive protection from import competition, and those that do
receive it in varying degrees. How can one predict which industries will succeed at
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gaining protection? Several studies have sought to answer this question by treating
protection as an endogenous variable in models, which try in some way to account for
the influence of political factors.10 In one such model Grossman and Helpman (1994)
seek to explain the “sale of protection” with a model in which the government is
assumed to maximize a weighted sum of the utilities of all citizens plus the political
contributions of the lobbyists seeking protection. This objective function is very
similar, of course, to the one that one obtains as a result of political competition in
the probabilistic voting models. And it leads to similar results in terms of the implied
efficiency of the protectionist outcomes. The welfare loss triangle L in Figure 15.2
will be smaller, the more inelastic the domestic demand for the product is, and thus
their model predicts, ceteris paribus, higher tariffs on products with more inelastic
demand schedules. Not surprisingly, it also predicts higher tariffs in industries in
which interest groups are well organized.

Goldberg and Maggi (1999) found support for these and the other predictions
of the model using 1983 data for 3-digit SIC industries in the United States. Their
measure of protection is the level of nontariff trade barriers, while their measure
of interest group strength is a dummy variable defined according to whether an
industry’s campaign contributions were above or below $100 million in 1981–2.

A study of protection that is somewhat more closely related to the rent-seeking
literature is that of Lopez and Pagoulatos (1994). They first estimate the size of the
rent-seeking rectangles, R and T in Figure 15.2, and then relate these to political
action committee (PAC) contributions. They find a positive and highly significant
relationship. The more industry PACs give to politicians, the larger are their rents
from tariff protection.

Where Goldberg and Maggi (1999) and Lopez and Pagoulatos (1994) both re-
late measures of actual protection to PAC contributions, other studies have related
the way congressmen vote on protectionist legislation to the levels and sources of
their PAC contributions. Baldwin (1985, pp. 59–69) examined the effect of union
contributions to congressmen on their vote on the Trade Act of 1974; Coughlin
(1985) examined the effect of contributions from labor on congressional voting on
the Automotive Products Act of 1982, a piece of domestic content legislation; and
Tosini and Tower (1987) analyzed the effect of contributions by interest groups
from the textile industry on congressional voting on the Textile Bill of 1985. All
three studies found a positive and significant effect of the size of political contri-
butions from the interest group, and the probability that a congressman voted in
favor of the protective legislation. Other significant variables in these studies mea-
sure the importance of the industries that would be protected in the congressman’s
district or state, the unemployment rate in the state, and the congressman’s party
affiliation.11

Following earlier studies Lopez and Pagoulatos (1994) also include a measure
of industry concentration in their model. This variable’s inclusion can be justified

10 See in particular Findlay and Wellisz (1982); Mayer (1984); Hillman (1982, 1989); Magee, Brock, and Young
(1989); Vousden (1990); and Trefler (1993).

11 See also the review of the effects of PAC contributions on congressmen’s votes in Chapter 20.
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on two grounds: first, the more highly concentrated an industry, the easier it is to
organize and thus the more effective its lobbying may be (Olson, 1965). Second, the
more concentrated an industry, the easier it is for its producers to raise prices and take
advantage of a reduction in competition from foreign producers. In addition to Lopez
and Pagoulatos, studies by Pincus (1975), Marvel and Ray (1983), Godek (1985),
and Trefler (1993) have also found tariffs to be higher in concentrated industries.
Caves (1976) and Finger, Hall, and Nelson (1982) found industry concentration to
be negatively related to tariff protection, however.

The same logic that predicts a positive correlation between seller concentration
ratios and trade protection leads one to expect a negative correlation between buyer
concentration and protection, and this too has been observed (Pincus, 1975; Trefler,
1993).

The Olsonian argument about group size and effectiveness in organizing receives
further support from the fact that farmers receive more protection in the developed
countries where they are small in number than in the developing countries where their
numbers are large (Balisacan and Roumasset, 1987). The generally higher levels of
tariffs in consumer goods industries further support the Olsonian argument (Baack
and Ray, 1983; Marvel and Ray, 1983; Ray, 1991).

While consumers generally tend to be poorly organized, workers are often very
well organized, and thus it is not surprising to find that tariff protection tends to
be higher for labor-intensive industries (Caves, 1976; Anderson, 1980; Saunders,
1980; Ray, 1981, 1991; Marvel and Ray, 1983; Dougan, 1984; Baldwin, 1985).

These studies reveal that the political process responds to interest group pres-
sure by offering trade protection. They do not answer the question, however, of
whether this protection “merely” results in transfers to the favored factor owners,
or whether it induces investments that dissipate the transfers. In her pioneering arti-
cle, Krueger (1974, pp. 52–4) enumerated the many forms of social waste that can
arise when governments “sell protection”: (1) construction of excess plant capacity,
when licenses are awarded in proportion to firms’ plant capacities; (2) excessive
entry and therefore less than optimal-sized firms, when licenses are allocated pro
rata to applicants; (3) lobbying efforts and bribes in the form of hiring relatives
of customs officials who are less productive than their earnings, to obtain import
licenses; and (4) the wasteful competition among those in the government to be in
a position to receive bribes.

Krueger presented data on the rents generated from several categories of licenses
in India, the largest of which was imports, indicating a potential loss from rent
seeking in 1964 of 7.3 percent of national income. Figures for 1968 for import
licenses in Turkey implied a waste of resources equivalent to 15 percent of GNP
(Krueger, 1974, pp. 55–7). As with Posner’s calculations, these estimates are rough,
but nonetheless impressive.

In the rent-seeking model of a natural monopoly, we start with the monopoly
already in existence, and the issue is simply how much of its monopoly position it
exploits and whether the rents are fully dissipated. The natural starting point when
thinking about rent seeking through trade protection is, however, perfectly free
trade. From this starting point trade protection results in both Harberger-triangle
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losses and potential rent-dissipating investments. If the latter are sufficiently large
to dissipate the full, potential rent, then the social costs from rent seeking through
trade protection exceed the size of the rectangle.12

15.4.3 Remaining puzzles

The bulk of the endogenous trade policy literature begins with the assumption that
governments use trade policy to redistribute income to certain groups, and then
tries to explain which groups will be so favored and to what degree. In his excellent
survey of this literature, Rodrik (1995) raises two troublesome questions. If the goal
of trade policy is to redistribute rents and incomes, why do governments choose such
an inefficient policy instrument to achieve this goal instead of relying, say, on direct
income transfers and tax cuts, production subsidies, and the like, which generally
have much smaller deadweight losses associated with them? Why do governmental
interventions with free trade so overwhelmingly take the form of restrictions on
trade like tariffs and quotas instead of stimuli to trade like export subsidies, given
that the latter often dominate trade restrictions in terms of efficiency? Rodrik reviews
the scant number of rational choice models that has addressed these two questions,
but fails to come up with satisfactory answers.

The questions Rodrik raises with respect to trade policies are essentially the
same questions public finance economists have raised for many years about the
simultaneous popularity and inefficiency of in-kind transfers in comparison to cash
transfers as a way to redistribute income. My personal hunch is that to answer
these questions fully, one must step outside of the narrow bounds of rational choice
models.

One might begin, for example, with the “irrational” asymmetry between the
weights people place on a given loss in income relative to an equivalent gain in
income (Kahneman and Tversky, 1979, 1984). This asymmetry would lead one to
expect that people would lobby much more vigorously to reverse a loss of income
caused by an expansion of imports than they would to obtain an increase income from
an export subsidy. A related psychological factor is a sort of “Duesenberry effect” of
subsidies. People become accustomed to a subsidy and lobby much more vigorously
against its removal than they do for its introduction. These psychological regularities
fit nicely with several of the “stylized facts” of trade policy: (1) trade protection
is often a response to invents that adversely affect certain groups or industries
like a sharp drop in the price of an imported good or a recession (Kurth, 1979;
Takacs, 1981; McKeown, 1983; Ray, 1987; Magee, Brock, and Young, 1989, ch. 11;
Hansen, 1990; Trefler, 1993; Rama, 1994; O’Halloran, 1994); (2) actual levels of
trade protection or efforts to obtain relief are positively related to unemployment
rates both over time and cross-sectionally (Takacs, 1981; Magee, 1982; Baldwin,
1985, pp. 142–80; Bohara and Kaempfer, 1991; Schuknecht, 1991; Trefler, 1993;
Das and Das, 1994); and (3) the “path dependence” of trade protection. Once a trade

12 It is possible, however, when one starts in a second-best situation, that rent seeking can sometimes improve
welfare, as, for example, by eliminating a trade barrier (Bhagwati and Srinivasan, 1980; Bhagwati, 1982).
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restriction is put into place, it tends to persist over time (Brainard and Verdier, 1997;
Gardner and Kimbrough, 1989).

It should be noted that to the extent that irrational behavior is part of the ex-
planation of the pervasive use of trade restrictions to redistribute income, it is
only the behavior of those seeking compensation that is irrational in that they ap-
pear to overreact to certain adverse events. The political response in catering to
this lobbying effort may be perfectly rational – that is, vote-maximizing – on the
part of the parties in government. Indeed, because of the difficulty of identifying
and quantifying the losses to individual factor owners from events like a sharp
drop in the price of an imported good, a tariff or quota may be the lowest cost
way of channeling the redistribution to the “right” recipients (Feenstra and Lewis,
1991).

15.5 Rent seeking in other governmental activities

Regulation and trade restrictions are but two ways in which government alters the
distribution of income. Direct transfers are a third, and they too can give rise to in-
vestments to change their size and the direction of their flow (Tullock, 1971d). More
generally, Aranson and Ordeshook (1981, pp. 81–2) stress that even the production
of a good with public good characteristics, like a highway, has distributional effects
that may significantly influence the collective decision to provide the good:

A larger view of production would embrace the idea that some contractor must build
a road to the exclusion of other contractors. Some concrete manufacturer receives
a subcontract while other manufacturers do not. Some bureaucrats must receive
the wages for planning and overseeing construction, while another bureaucrat (or
his agency) or even private sector taxpayers do not. And, those who speculate
correctly on land in one area gain a windfall over those who speculate incorrectly
elsewhere. In sum, a federally funded interstate highway system in production can
be much like a private good; its supply is limited and subject to exclusion.

The entire federal budget can be viewed as a gigantic rent up for grabs for those
who can exert the most political muscle.

The distributional consequences of government contracting can be expected to
influence the flow of lobbying and campaign expenditures as in the rent-seeking
models. Campaign expenditures should come from those seeking government con-
tracts, and contracts should flow to those making contributions. Zardkoohi (1985)
has found that the amount of campaign contributions a firm makes is positively
and significantly related to the percentages of federal and state government outputs
purchased by the firm’s industry, and whether or not industry-specific regulation
was applicable to the firm’s industry. Wallis (1986) found that in the 1930s large
states used their numerical advantages in the House to garner greater shares of fed-
eral relief programs than the Senate was willing to award them. Not surprisingly,
those who work in the government also participate in the rent-seeking game. Waters
and Moore (1990) have shown that the passage of state laws favoring public sec-
tor employees is positively related to measures of the strength of public employee
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Table 15.3. Estimates of the welfare losses from rent seeking

Study Economy Year Welfare loss

Krueger (1974) India 1964 7% GNP
Krueger (1974) Turkey 1968 15% GNP (trade sector)
Posner (1975) United States various 3% GNP (regulation)

years
Cowling and Mueller

(1978)
United States 1963–6 13% GCPa (private

monopoly)
Cowling and Mueller

(1978)
United Kingdom 1968–9 7% GCPa (private

monopoly)
Ross (1984) Kenya 1980 38% GDP (trade sector)
Mohammad and Whalley

(1984)
India 1980–1 25–40% GNP

Laband and Sophocleus
(1988)

United States 1985 50% GNP

Lopez and Pagoulatos
(1994)

United States 1987 12.5% of domestic
consumption

a GCP = gross corporate product.

Source: Adapted from Tollison (1997, Table 1, p. 514).

unions and inversely related to the strength of those interest groups which oppose
them.

15.6 How large are the welfare losses from rent seeking?

Estimates of the welfare losses from rent seeking divide themselves into two cate-
gories. One set proxies the welfare losses by the areas of the profit rectangles and
welfare triangles caused by tariffs or market power, or uses other proxies like in-
creases in government spending. These estimates tend to be quite large ranging up
to 50 percent of GDP. A few illustrative examples are given in Table 15.3.

A second group of studies uses the money actually spent on lobbying and the
like. These studies have come up with estimates suggesting that the welfare losses
are tiny fractions of the rents involved. For example, Dougan and Snyder (1993)
calculate that federal oil regulation in the 1970s resulted in a net welfare-triangle
loss of some $1.1 billion. The combined lobbying outlays of the interest groups
affected by the regulation was estimated to be $125 million – 11 percent of the
triangle loss.13

A similar conclusion can be drawn from Goldberg and Maggi’s (1999) estimates
for the Grossman/Helpman model. Recall that this model presumes that the gov-
ernment maximizes a weighted sum of the utilities of all citizens and the outlays of
the interest groups. Goldberg and Maggi’s estimates imply a weight of 0.98 on the
welfare of the citizens, and 0.02 on that of the interest groups. These weights appear
less surprising when one recognizes that impediments to international trade in the

13 See also Tullock (1988).
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United States are on average rather low. Although rent seeking through protectionist
measures occurs and it has the predicted consequences, its effects do not appear to
be very significant.

Before one removes rent-seeking costs entirely from one’s list of social ineffi-
ciencies, however, one must recall that the outlays of those who successfully obtain
rents are only a part of the social waste from rent seeking. To the investments of
the successful rent seekers in the petroleum industry, one must add the outlays of
unsuccessful rent seekers in other industries who were encouraged to try their luck
after observing government policies in this industry. Moreover, the wealth changes
that government policies bring about induce additional investments by those who
try to anticipate these changes and profit from this knowledge. When the defense
department announces that General Dynamics has won the competition for a par-
ticular weapons system and Boeing has lost, the typical stock market reaction is
a rise in the price of General Dynamic’s shares and a fall in the price of Boeing’s
shares. Anyone with knowledge of this contract decision before it is announced can
earn a handsome profit on the stock market, even though she has no direct stake in
the rents distributed by the government. The investments in information gathering
to anticipate rent transfers must be added to the investments made to bring them
about when calculating the full costs of rent seeking (Hirshleifer, 1971; Tollison,
1989.)

This latter example reminds us that rent seeking does not only occur in the public
sector, and any attempt to estimate the total costs of rent seeking in the economy
must include the costs of rent seeking in the private sector. An army of stockbrokers
and analysts exists on Wall Street and elsewhere throughout the country. Billions of
dollars are spent gathering information about companies so that investors can choose
the “right companies” for their portfolios. Although an efficient capital market does
lower the cost of capital to firms seeking capital on the equity market, only a small
fraction of each year’s annual investment by companies is financed through new
issues of stock. Over 95 percent of the shares traded are not new issues. Any gain
that a trader makes by buying shares in the “right company” is offset by a loss
suffered by the person who sold the shares. The fact that some companies earn
large rents and these rents fluctuate over time leads to tremendous investments in
time and money by those who try and anticipate these changes and profit from
them.

Cowling and Mueller (1978) included all corporate advertising in their estimates
of the social costs of monopoly. Some advertising does inform buyers about cer-
tain characteristics of a product and improves the allocation of resources; thus, all
advertising cannot be regarded as a social waste. But a great deal of advertising
is intended merely to redistribute the rents being earned by companies in a given
market. Some nontrivial fraction of all corporate advertising must be regarded as
rent-seeking investments.

The same can be said for some fraction of R&D expenditures, and for the patent
lawyer fees that make R&D profitable. Indeed, a large fraction of the activities
of all lawyers can be regarded as pure rent seeking. Rent seeking by lawyers has
been linked to slow economic growth (Courbois, 1991). Rama (1994) has also
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shown that rent seeking via trade protection has had adverse effects on economic
growth in Uruguay, albeit with a considerable lag. More generally, the evidence
that the size of the government sector is inversely related to growth rates in the
developed countries can be interpreted as evidence of the costs of rent seeking to
the extent that rent seeking produces larger government sectors (see discussion in
Chapter 22).

This observation suggests an alternative procedure for estimating the welfare
losses from rent seeking in a society to those commonly employed. One could go
through the national income accounts and identify all activities that are solely or
primarily related to rent seeking. Such an exercise would produce a list that goes
well beyond the lobbyists and people involved in political advertising. Although one
cannot imagine a healthy capitalist economy without any stock analysts, lawyers,
corporate advertising, and the like, it seems equally obvious that the tremendous
rents generated by an economy like that of the United States have produced an
equally impressive number of rent seekers.

In closing this chapter, it is interesting to compare the approach to measuring the
social costs of rent seeking just described with the attempt by Phillips (1966) some
time ago to measure “the social costs of monopoly capitalism.” He too proceeded
by adding different items from the national income accounts. His criterion was
different, however; namely, activities that existed under monopoly capitalism that
would not exist in an ideal socialist state. Thus, he included all defense expenditures,
since in 1966 these were solely intended to protect American capitalism from Soviet
communism. Although most public choice scholars would probably regard some of
the defense budget as providing a pure public good, most would also probably agree
with Aranson and Ordeshook (1981) that some fraction is also simply due to rent
seeking.

Interestingly, Phillips (1966) included all the income of lawyers as part of the
social cost of monopoly capitalism. This item would, as already noted, also figure
prominently in any complete inventory of the social costs of rent seeking. Phillips
also included all advertising. When he finished his list summed to 50 percent of
GDP – a figure which matches the largest of those that have been estimated in the
rent-seeking literature.
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To the extent that bribes are pure transfers, they do not strictly belong to the
wasteful rent-seeking category. But they do belong to the seamy tail of the distri-
bution of activities rent seekers pursue. Hillman and Ursprung (2000) show how
rent seeking in the form of bribes and corruption can lead to a nation’s economic
decline. Rose-Ackerman (1978, 1999) analyzes corruption from a public choice
perspective. Her books are good complements to the rent-seeking literature.



CHAPTER 16

Bureaucracy

There can be no doubt, that if power is granted to a body of men, called represen-
tatives, they, like any other men, will use their power, not for the advantage of the
community, but for their own advantage, if they can.

James Mill

Each official is evidently more active within the body to which he belongs than each
citizen within that to which he belongs. The government’s actions are accordingly
influenced by the private wills of its members much more than the sovereign’s
[citizenry’s] by those of its members – if only because the official is almost always
individually responsible for any specific function of sovereignty. (Italics in original)

Jean-Jacques Rousseau

The preceding chapters have focused upon the demand side of public choice. The
citizen voter’s preferences determine outcomes in the public sector. Government,
like the market in a pure exchange economy, is viewed simply as an institution for
aggregating or balancing individual demands for public policies. Those in govern-
ment, the candidates and representatives, have been depicted as single-mindedly
seeking to be elected. To do so they must please voters, so that those in government
are merely pawns of those outside in a competitive political system. Only in the
rent-seeking literature just reviewed does one begin to obtain a glimpse of another
side of government. Politicians may not live by votes alone. They, too, may seek
wealth and leisure. Their preferences may impinge on the outcomes of the public
sector.

In this chapter and the next we examine several models that give those in govern-
ment a role in determining policies beyond that of simply carrying out the revealed
demands of the citizens. These may be viewed as models of the supply of government
policies.

In many cases government outputs are supplied by government controlled or
regulated bureaucracies. The term “bureaucracy” was introduced by the French
philosopher, Vincent de Gourmay, in 1765, and has had since its introduction a
negative connotation (van Creveld, 1999, p. 137). While the term laissez faire, also
introduced by de Gourmay, conjures up images of freedom of action and efficiency –
at least to an economist – the term bureaucracy suggests routinized and constrained
behavior, and inefficiency. The antithesis of the iconoclastic entrepreneur operating
in free markets is the conformist bureaucraat seated behind his desk.

359
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The bureaucrat, like everyone else, can be assumed to be a selfish utility maxi-
mizer. But what is it that he maximizes? Weber (1947) assumed that the bureaucrat’s
natural objective was power. “Power” is a concept frequently employed by political
scientists and sociologists, and totally ignored by economists1 and practitioners of
public choice. Given Weber’s stature as a social scientist, it seems prudent to pay
some heed to his thinking on this matter. As we shall see in the following sec-
tion, there is an interpretation of political power that not only is prominent in the
political science and sociology literature, but also fits in well with the analysis of
government and bureaucracy in public choice. We begin by developing this con-
cept, and then turn to models that grant the government a degree of power over the
citizens.

16.1 Uncertainty, information, and power

At the most intuitive level, the word “power” connotes the ability or capacity to
do something (Wagner, 1969, pp. 3–4).2 But “something” can stand for a variety
of objects, each of which leads to a different kind of power. Physical power is the
ability to apply force. Economic power is the capacity to purchase goods, and so
on. Political power must be defined as the ability to achieve certain ends through a
political process. To observe the exercise of political power, some actors must have
conflicting goals. If all members of a committee, including A, favor x over y and
x is chosen, we cannot say that A has exercised power. If only A favors x and x is
chosen, A has political power.

Russell (1938) defined three ways in which an individual can exert influence in
a political context: (1) by exercising direct physical power, for example, by im-
prisonment or death; (2) by offering rewards and punishments; and (3) by exerting
influence on opinion through the use of education and propaganda. The first two are
closely related to a more general type of political power, which we might call pro-
cedural power. A might achieve his choice of x because the rules of the committee
make him dictator, or grant him the right to set an agenda by which the committee
is led to choose x . The procedural power granted the agenda setter figures promi-
nently in one of the models examined below. But it is the third source of influence
Russell listed that is most closely related to a more general notion of political power.
Education, propaganda, and persuasion are all forms of information. Information
has value, or grants power, only in the presence of uncertainty. Uncertainty creates
the potential to exercise power; information provides the capacity to do so.

Political power means inducing someone to do something that he did not want to
do, as when A gets a committee to choose x when all but A favor feasible alternative
y (Simon, 1953; Dahl, 1957, p. 80). In the agenda-setter example discussed in
Chapter 5, it was not simply the authority A has to set the agenda that brought
about this outcome. It was the knowledge A had of every other committee member’s
preferences, coupled with their ignorance of the sequence of votes that would be

1 Market power, the ability to raise price, is a limited use of the term by economists.
2 This section borrows heavily from Mueller (1980).
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taken. Given this uncertainty on the part of all committee members save A, A could
induce the committee to choose z over y, z′ over z, and so on until x was reached.
But if all committee members save A favor y over x , they could impose y by not
voting for z against y. Their lack of information compared to A gave A the power
to use his position as agenda setter to bring about x’s victory.

Returning to Russell’s list of sources of power, we can see that it is the uncertainty
that surrounds a dictator’s use of physical power or a supervisor’s issuance of rewards
and punishments that allows these people to control their subordinates. If B knows
with certainty that A will give him a reward if B does X , as the rules require it, then B
in carrying out X exercises as much power over A as A does over B. In a bureaucracy
in which no uncertainty existed, lines of authority might exist, but no real power
would accompany authority. All employees would know all of the possible events
that might occur and all could predict the eventual outcomes or decisions that would
follow each. Employee grievance procedures would be completely codified and both
the supervisor’s and the employee’s reaction to any situation would be perfectly
predictable. In a world of complete certainty, all individuals are essentially acting
out a part, “going by the rules,” and those at the top of the bureaucracies are as
devoid of discretionary power as those at the bottom. All power is purely procedural
(see Simon, 1953, p. 72).

This type of situation comes close to the conditions existing in the French
monopoly that Crozier (1964) described in The Bureaucratic Phenomenon. As
Crozier depicts it, the monopoly does operate in a world of certainty, with one
exception: the machines sometimes break down. This places the women operating
the machines completely under the power of the mechanics responsible for repairing
them, since the women have a quota of output for each day and must work harder to
make up for any downtime. More interesting, the supervisors who nominally have
more authority also have less power than the mechanics. Since the mechanics know
how to repair the machines, and the supervisors do not, the supervisors are unable
to exert any real control over the mechanics (Crozier, 1964, pp. 98–111).

It is instructive to note the tactics used by the mechanics to preserve their power.
The operators were severely scolded for “tinkering” with their machines in an effort
to keep them going or to repair them. Only the mechanics knew how to repair the ma-
chines; each machine was different, and just how it needed to be fixed was known
only to the mechanics. Repairing them was an art, not a science. When clashes
arose between the mechanics and the supervisors, it was over whether the latter
could, on occasion, work at repairing the machines. The supervisors were further
hampered in this endeavor by the continual “mysterious” disappearance of ma-
chine blueprints from the factory. The mechanics always worked without the aid of
blueprints.

One sees in the power exerted by the mechanics in Crozier’s case study a mod-
est form of the power of experts in a bureaucracy. Max Weber emphasized the
power of expertise, and it will appear again in the models discussed next. More
generally, we shall see that all incorporate assumptions in various ways regard-
ing the power stemming from asymmetric possession of information in a world of
uncertainty.
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16.2 The budget-maximizing bureaucrat

Bureaucratic man pursues power. Economic man pursues profit. In Knight’s (1921)
theory of profit, profit exits because of uncertainty and is earned by those who
possess the daring and information to allow them to make correct decisions under
uncertainty. Thus, there is a close link between the economic theory of profit and
the political theory of power. Both profit and power exist owing to uncertainty; both
accrue to the possessors of information.

In the modern corporation, the information gatherers and processors of informa-
tion are the managers. They are the possessors of power. A major difference between
the business corporation and the public bureau is that the power of managers can
be monetarized. The business of corporations is making profits, and managers as
information gatherers are its main recipients.

Legally, however, corporations belong to the stockholders, and the custom persists
that they are the rightful recipients of corporate profits. Thus, managers are unable
to pay themselves all the profits they create. They are forced to claim corporate
profits in less conspicuous ways than simply salaries and cash bonuses. Numerous
substitute goals have been put forward: on-the-job consumption, excess staff and
emoluments (Williamson, 1964), security (Fisher and Hall, 1969; Amihud and Lev,
1981), and a host of nonpecuniary goals that one can lump together under the
heading of X-inefficiency (Leibenstein, 1966; Comanor and Leibenstein, 1969).

Many of the nonpecuniary goals of managers are likely to be correlated with
the size or growth in size of the corporation (Baumol, 1959; Marris, 1964, ch. 2).
Large size can also be used as a justification for higher compensation packages,
and thus can allow managers to justify greater direct cash payments to themselves.
The bigger and more complex the firm is, the more difficult it is for stockholders to
monitor the activities of managers, and the more power managers have. Thus, size
and growth in size are plausible goals, along with profits, of corporate managers.

The pursuit of profits is not the perceived legitimate goal of public bureaus, and
thus it is even more difficult for public bureaucrats to convert the power they have
into income. The nonpecuniary goals of management become the logical objectives
of the public bureaucrat. Among these, size and risk aversion have received the
most attention. The first systematic effort to study bureaucracies within a public
choice framework was made by William Niskanen, and we turn now to his model
of bureaucracy.3

16.2.1 Environment and incentives

One of the key characteristics of a government bureau is the nonmarket nature of
its output (Downs, 1967, pp. 24–5). Indeed, a bureau does not typically supply a
number of units of output as such, but levels of activities from which output levels

3 Niskanen’s book (1971) was preceded by two insightful looks at bureaucracy by Tullock (1965) and Downs
(1967). Although written by two of the founding fathers of the public choice field, these earlier works do not
attempt to develop a theory or model of bureaucracy from a public choice perspective. Instead, they use the
economics methodology to examine various facets of bureaucratic organizations.
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must be inferred (Niskanen, 1971, pp. 24–6). Thus, the Department of Defense
maintains numbers of combat personnel and weapon systems, although it supplies
various degrees (units) of defensive and offensive capabilities. Its budget is defined
over the activities it maintains, even though the purchasers – the taxpayers and their
representatives – are ultimately interested only in the “final outputs” of combat
capabilities that these activities produce. The reason for this is obvious: it is easier
to count soldiers and airplanes than it is units of protection. This “measurement
problem,” inherent in so many of the goods and services that public bureaus provide,
creates a monitoring problem for the funding agency. Given the unmeasurable nature
of a bureau’s outputs, how can the purchaser monitor the efficiency of its production?

The monitoring problem is intensified by the bilateral monopoly nature of the
bureau–sponsor relationship (Niskanen, 1971, p. 24). That the buyer of a bureau’s
output would be a monopsonist follows almost from the nature of the good sold.
A public good is by definition consumed by all the people, and the agent of all the
people is a monopsonist buyer on their behalf. Of course, we have seen that the gov-
ernment may not engage in the supply of only pure public goods, but, nevertheless,
it remains the sole agent of whatever interest group it represents in dealing with
public bureaucracies. Even if the government acts as the sole agent for the popula-
tion, or an interest group, it does not necessarily have to buy from a single source,
even though if often does. The usual reason for granting a bureau a monopoly on
the provision of a given service is to avoid wasteful duplication. Although there is
certainly some validity in this justification, the monopoly nature of most bureaus
also frees them from competitive pressure to be efficient and denies the funding
agency an alternative source of information by which to gauge the efficiency of
the monopolist bureaus, thus compounding the monitoring problem inherent in the
nature of the bureau’s output.

Inefficient production of a bureau’s services is further induced by the scheme
of compensation of bureaucrats. While managers in a private corporation can usu-
ally claim a share of the savings (profits) generated by an increase in efficiency,
public bureaucrats’ salaries are either unrelated or indirectly, and perhaps inversely
(Warren, 1975), related to improved efficiency. Thus, the public bureau is charac-
terized by weak external control on efficiency and weak internal incentives.

If the bureaucrat has no financial incentive to pursue greater efficiency, what are
his goals, and how are they related to efficiency? Niskanen (1971, p. 38) lists the
following possible goals of a bureaucrat: “salary, perquisites of the office, public
reputation, power, patronage, output of the bureau, ease of making changes, and
ease in managing the bureau.”4 He then asserts that all but the last two are positively
and monotonically related to the size of the budget.

16.2.2 The model

The bureau receives a budget from its funding agency (say, congress or the parlia-
ment), which is a function of the perceived output of the bureau’s service:

B = B(Q), B ′ > 0, B ′′ < 0. (16.1)

4 Downs also devotes a good deal of space to the goals of bureaucrats (1967, pp. 81–111).
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This function may be thought of as a public benefit or utility function. Public benefits
are assumed to increase, but at a diminishing rate, with increasing output.

The bureau has a cost function for producing its output that, over the relevant
range at least, increases at an increasing rate like a competitive firms’s cost schedule:

C = C(Q), C ′ > 0, C ′′ > 0. (16.2)

This cost schedule is known only to the bureau’s members (or a subset thereof). This
is how the monitoring problem arises. The funder knows its total benefit schedule
(16.1), but sees only an activity budget from the bureau. Therefore it cannot de-
termine whether this output is being supplied Pareto efficiently, that is, if, at the
margin, public benefits equal public costs. The funder sees only the total output of
the bureau and its total budget. This frees the bureau to maximize its budget subject
to the constraint that its budget cover the costs of production. If we assume that
the bureau does not turn money back to the funder, this constraint is satisfied as an
equality and the bureau’s objective function is

OB = B(Q) + λ(B(Q) − C(Q)), (16.3)

whose first-order condition yields

B ′(Q) = λ

1 + λ
C ′(Q) (16.4)

B(Q) = C(Q). (16.5)

Optimality from the point of view of the funder requires that the marginal benefit
of an extra unit of output to the funder equal its marginal cost to the bureau:

B ′(Q) = C ′(Q). (16.6)

The Lagrangian multiplier represents the marginal utility of an expansion of the
budget constraint to the bureau and is positive. Thus, (16.4) implies that B ′ < C ′.
The budget is expanded beyond the point where marginal public benefits equal
marginal costs. If B and C are quadratic, B ′ and C ′ become straight lines and we have
the situation depicted in Figure 16.1, taken from Niskanen (1971, p. 47). Instead of
requesting a budget that would result in the output Q0, and thereby maximize the net
benefits of the funder, the bureau requests the larger budget consistent with the output
Q∗. At Q∗ triangle E equals triangle F . All of the consumer surplus gains from the
production of the infra marginal units of output up to Q0 are balanced out against
the excess of marginal costs over marginal benefits on the units between Q0 and Q∗.

Niskanen also discusses the possibility that the funder’s demand schedule would
be so far to the right, or inelastic, that the marginal benefit of Q to the funder would
fall to zero before F grew as large as E . The constraint that total budget equals total
cost would not be operative then, and the bureau would simply request the output
level at which the funder is satiated. This situation is represented by the B ′

S schedule
and QS quantity in Figure 16.1.

The possibility that a funder might become satiated from a given public good
before a bureau had exhausted all of the consumers’ surplus it is capable of exploiting
could lead a budget-maximizing bureaucrat to propose other outputs besides the one
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Figure 16.1. The oversupply of a bureau’s output.

for which it is solely responsible. This could take the form of radical innovations,
or more plausibly, infringements of one bureau onto another bureau’s domain, or
onto the domain of the private market.

16.3 Extensions of the model

The power of the bureaucracy to obtain budgets greater than those desired by the
sponsor stems from three important characteristics of the bargaining situation as-
sumed by Niskanen: (1) the bureau is a monopolist supplier, (2) it alone knows its
true cost schedule, and (3) it is institutionally allowed to make take-it-or-leave-it
budget proposals. Relaxing any of these assumptions weakens the bureau’s position
vis-à-vis the sponsoring agency.

16.3.1 Alternative institutional assumptions

The ability to make only take-it-or-leave-it budget proposals gives the bureau an
extremely strong agenda-setting role, a fact that presumably occurs to the sponsor.
The sponsor might reasonably request that the bureau state the costs of a range
of outputs from which the sponsor then chooses. If the sponsor is still ignorant
of the bureau’s true costs and the bureau knows the sponsor’s true demand, this
new arrangement can leave the bureau in the same position as before, but it can
alternatively force the bureau to announce its true marginal cost schedule.

Suppose that the bureau must announce a unit price P at which it will supply
output Q, with the sponsor free to choose Q. The budget of the bureau is now

B = P Q, (16.7)

with Q = f (P) being the sponsor’s demand schedule, which is known to the bureau.
The bureau then chooses a P to maximize (16.7) subject to the constraint B ≥ C(Q).
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Figure 16.2. Options for a price-setting bureau.

The first-order condition for this problem is simply

d B

d P
= Q + P

d Q

d P
= 0, (16.8)

from which one obtains

η = P

Q

d Q

d P
= 1. (16.9)

If the constraint B ≥ C(Q) is not binding, the bureau chooses the unit price at the
point on the bureau’s demand schedule where its demand elasticity, η, equals unity.
If the constraint is binding, the bureau selects the lowest price for which the budget
covers its total costs. The possibilities, assuming a straight-line demand schedule
and constant marginal costs, are depicted in Figure 16.2. With the low marginal cost
schedule C ′

L , the bureau can announce the price P1 at which revenue under the de-
mand schedule is maximized. When marginal costs exceed P1, however, the bureau
is forced to reveal its true marginal costs to obtain the maximum budget possible,
for example, PH = C ′

H . Thus, when the bureau must declare a unit price or price
schedule, instead of a take-it-or-leave-it proposal, its ability to force a higher-than-
optimal budget on the sponsor depends on the elasticity of the sponsor’s demand.
If marginal costs intersect demand in the elastic portion of the demand schedule,
the bureau honestly declares true costs. Only when the demand for its services is
inelastic can the bureau expand its budget beyond the sponsor’s preferred level by
announcing a higher price for its output than its true costs (Breton and Wintrobe,
1975; Bendor, Taylor, and van Gaalen, 1985).5

5 Clarr (1998) gives the sponsor the authority to regulate both the price and output of the bureau, and derives
second-best policies for the sponsor. In general, it still cannot obtain the first-best outcome because it lacks
knowledge of the bureau’s costs.
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Considerable power resides with the bureau owing to its ability to conceal its
costs. In practice, this too is limited. Monitoring agencies, like the U.S. General
Accounting Office, may detect budget excesses and report them to the sponsor.
Whistle-blowers within the bureau inform sponsors from time to time of budget
excesses. Thus, in declaring a P > C ′(Q), the bureau runs the risk of incurring a
penalty in the form of a future reduction in budget, or direct sanctions on personnel
(curtailed discretionary budget items, lost promotions, dismissal).

Let the expected penalty from announcing a P > C ′ be π (P), π ′ > 0. If π is
defined in units comparable to B, then the bureau’s objective can be written as the
maximization of

O = B − π (P), (16.10)

from which the condition

η = P

Q

d Q

d P
= 1 − π ′ (16.11)

is obtained. If the constraint B ≥ C(Q) is not binding, the bureau announces a
price lower than P1, that is, a price in the inelastic portion of its demand schedule,
to reduce the probability of incurring the penalty (Bendor, Taylor, and van Gaalen,
1985). Wherever the sponsor can partially monitor and penalize the bureau, the
bureau is forced to declare a price closer to its true marginal costs.

This conclusion is strengthened if we assume, as is often done, that bureau-
crats are risk-averse. If bureaucrats are risk-averse, each additional dollar of budget
provides lower marginal utility while each additional increase in price raises the ex-
pected penalty from being caught, causing increasing marginal disutility. The risk-
averse bureaucrat will thus declare a still lower price than the risk-neutral bureaucrat
(Bendor, Taylor, and van Gaalen, 1985).

Allowing the sponsor to monitor the bureau and gather information shifts power
from the bureau to the sponsor compared with the original situation in which the
bureau knows the sponsor’s demand but the sponsor is ignorant of the bureau’s cost.
The sponsor’s position can be further strengthened if one assumes that the sponsor
can conceal its demand from the bureau. Miller and Moe (1983) show how this
assumption can also force the bureau to reveal its true costs.

Finally, the bureau’s hand is weakened if it must compete for budget funding with
other bureaus. If each bureau must announce prices at which it will supply output,
then the sponsor can use the bids of other bureaus as information to gauge a bureau’s
true costs. In effect, the competing bureaus serve as monitors of a bureau’s activity,
forcing it to declare lower prices.6

6 McGuire, Coiner, and Spancake (1979); Bendor, Taylor, and van Gaalen (1985). Niskanen (1971, chs. 18–20)
emphasizes the potential for competition between bureaus as well as between bureaus and the private sector as
a restraining force on a bureau’s discretionary power.

Eighteen of the 38 Herfindahl indexes for government-provided goods and services that Carroll (1989)
estimated for 1985 were less than 0.5, implying that in these cases the market structure was equivalent to no
worse than a duopoly. She goes on in a subsequent paper to argue, however, that the competitive environments
that bureaus find themselves in may actually lead to larger budgets and greater inefficiency, because public
bureaucracies tend to favor nonprice over price competition (Carroll, 1990).
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Thus, relaxing any of the assumptions of the original budget-maximizing-bureau
model shifts the outcome away from the excessive budget result, and in several cases
yields the optimally sized budget.

16.3.2 Bargaining between sponsor and bureau

Sponsors compete for votes on the basis of how well government programs have
served the interests of voters. Bureaucrats compete for promotions, and bureaus
compete for funds on the basis of how well they are judged to have supplied the
outputs sponsors desire. The interests of the two main actors conflict, and the most
general way to view the sponsor–bureau conflict over the size of the bureau’s budget
and other characteristics of its output mix is as a bargaining game between sponsor-
demander and bureau-supplier (Breton and Wintrobe, 1975, 1982; Miller, 1977;
Eavey and Miller, 1984). The bureau has monopoly power to some degree and
information (expertise) on its side. But the sponsor controls the purse strings. It can
offer rewards and punishments, gather information to an extent, and conceal its own
hand. The most plausible outcome, as in most bargaining models, is a compromise.
The bureau’s budget falls short of the bureaucrat’s target, but is greater than the
sponsor would want.

16.4 Alternative behavioral assumptions

Migué and Bélanger (1974) pointed out that the relentless use of budget funds to
expand the bureau’s output would conflict with one of the presumed objectives for
having larger bureau budgets – to pursue other goals. Weatherby (1971) suggested, à
la Williamson (1964), that the expansion of personnel would be one of the additional
goals pursued by bureaucrats. The pursuit of this goal would result in higher costs
per unit of output, and might be regarded as a particular form of the more general
goal of maximizing X-inefficiency or organizational slack.

Chant and Acheson have developed and tested a model of central bank behavior in
which the central bankers pursue prestige and risk avoidance.7 Consistent with our
preceeding discussion of power, central bankers in the Chant/Acheson model are
very secretive. Chant and Acheson develop and test their model with respect to the
behavior of the Bank of Canada, but emphasis placed on secrecy would fit many other
bureaucracies and central banks – most notably the new European Central Bank.

Although prestige is unlikely to be an important bureaucratic goal in many agen-
cies (for example, sanitation and transportation departments), avoiding risks seems
likely to characterize the behavior of many bureaucrats. We shall take a bit closer
look, therefore, at the slack-maximizing and risk-avoiding models of bureaucratic
behavior.

16.4.1 The slack-maximizing bureaucrat

In Figure 16.3, Q represents the output of a bureau and Y represents all of the other
items in the sponsor’s budget.8 The sponsor has a total budget of B that it can divide

7 See Chant and Acheson (1972, 1973) and Acheson and Chant (1973).
8 The exposition here follows Wyckoff (1990).
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Figure 16.3. The output choice of a slack-maximizing bureau.

between the output of the bureau and the other items in its budget. BB is thus the
budget constraint line of the sponsor.

Umax and Umin are two indifference curves of the sponsor, or if we think of
the sponsor as an elected assembly that faithfully follows the wishes of the median
voter, indifference curves for this voter. Given its budget constraint line, the optimal
combination of Y and Q for the sponsor is at point O .

Umin is the minimum level of utility that the sponsor will tolerate before shifting
to another source of supply and closing the bureau down. The only combinations
of Q and budget that the bureau can possibly attain, therefore, lie on or above Umin

and on or below BB.
A budget-maximizing bureau chooses to supply the output Q Z , which yields

its maximum possible budget, BZ′. Any points along Umin to the left of Z involve
smaller total budgets, but include slack. Slack is measured by the distance between
a point on Umin and a point directly above it on the BB-line. A slack-maximizing
bureau would choose the point along Umin at which the vertical distance to the
BB-line is maximized, that is, the slope of Umin and BB are the same. This occurs
at point S in Figure 16.3.

The slack-maximizing bureau produces output QS . With zero slack, this output
could be supplied to the sponsor at a total cost of BE′ to the sponsor. The bureau
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supplies it, however, at the cost of BS′. The higher costs may come about because
members of the bureau do not work as hard as they could have, or produce Q with
a suboptimal combination of inputs – too much staff and emoluments, for example.

It should also be noted that if Q were a normal good for the sponsor, S would lie
to the left of O , and the existence of X-inefficiency in the bureau actually would
result in too little output being supplied relative to what the sponsor would find
optimal.9

Several studies have used data envelopment analysis or similar econometric tech-
niques to estimate the relative efficiency of state and private suppliers of various
goods.10 These procedures use data on the outputs and costs of different firms to
estimate some sort of efficiency frontier, and then measure the relative efficiency of
a firm by its distance to this frontier. Such a measure in terms of Figure 16.3 would
be BE ′/BS′, that is, the ratio of the lowest possible cost of producing the output
QS to the actual cost of producing it. Most of these studies find that state suppliers
are less efficient than private suppliers. Figure 16.3 illustrates that these studies
actually understate the social losses due to X-inefficiency in the public provision of
goods, since they only take into account the higher costs associated with production
of a given output, and not the additional social loss that comes about because the
community is not consuming the optimal quantity of the publicly supplied good.

16.4.2 The risk-avoiding bureaucrat

The effects of risk aversion on a bureau’s performance are more difficult to predict
and measure. In Section 16.3.1, we noted that risk aversion may move a budget-
maximizing bureau back toward the efficient bureau size. But risk aversion can
induce bureaus to avoid projects that their sponsors would want them to undertake,
if the sponsors could without cost monitor all bureau activities. Peltzman (1973)
estimated that the Federal Drug Administration costs the United States more lives
than it saves by excessively delaying the certification of new drugs. This behavior is
attributed to the much greater risks the drug administrators perceive that they face
if they approve a drug that turns out to be unsafe, than they face from delays in
approval. Gist and Hill (1981) reported that officials of the Department of Housing
and Urban Development allocated funds to cities with less risky investment projects
to avoid the criticism that the projects were not successful, even though the purported
goal of the program was to help “distressed” cities, that is, cities for which the risks
in housing programs were high.

Lindsay (1976) gathered data indicating that risk-averse Veterans Administration
hospital officials concentrate on providing outputs that are easily measured (hospital
beds, patient days) at the cost of quality of service, an unmeasurable dimension of

9 Since the slope of Umin at S is the same as that of BB, we could shift BB leftward until it becomes tangent to
Umin at S. S would thus constitute the optimal combination of Y and Q for the sponsor at the lower budget
implied by this displaced BB-line. If Q were a normal good for the sponsor, less of it would be bought when
the sponsor’s income declines.

10 For recent examples see Hayes and Wood (1995); Duncombe, Miner, and Ruggiero (1997); Hayes, Razzolini,
and Ross (1998); and Majumdar (1998).
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output. Dávila, Pagán, and Grau (1999) make a similar argument with respect to
the Immigration and Naturalization Service (INS). Because it is easier to measure
the number of people caught illegally entering the country than it is to measure the
number of illegal immigrants in the country, the INS devotes too much resources to
preventing the entry of illegal immigrants, and not enough to capturing those already
in the country. These examples further illustrate the importance of information in
controlling a bureaucracy. The sponsor is not without some power to control the
bureaucracy, since some dimensions of bureau performance can be measured. But if
all dimensions cannot be monitored, then some power rests with those in the bureau
who can use it to create slack and/or to secure their positions.

16.5 Empirical tests

All the models of bureaucracy reviewed so far suggest that bureau budgets will be
too big in some sense because bureaucrats have the discretion to pursue their own
goals at the sponsor’s (citizen’s) expense. Breton and Wintrobe (1982, pp. 96–7) have
argued, on the other hand, that bureaucrats, like corporate managers, are not totally
free to pursue their own goals; indeed, they may have less discretionary power than
their private sector counterparts, because they operate in an environment in which
considerable competition for promotions exists. If anything, public bureaucrats are
more mobile than corporate managers; this suggests that the market for public bu-
reaucrats is more competitive than the market for company managers. Bureau spon-
sors, the elected representatives of parliament, and the executive also function in a
competitive environment. They must stand for periodic reelection. Thus, they are un-
der continuous pressure to control bureaucratic excesses to the best of their ability.11

Thus, as so often is the case, whether and to what degree government bureaucra-
cies oversupply goods or are inefficient remain empirical questions. In this section,
we examine some of the evidence that has been accumulated on this issue.

16.5.1 Power of the agenda setter

The hypothesis that bureau budgets exceed the optimum levels of their parliamen-
tary review committees is often difficult to test directly, since output is hard to
measure and the optimum levels for the review committee cannot be established. In
Oregon, however, school budgets are determined by a process that allows one to ob-
serve the budget-maximizing bureaucrat in action. Each school district has a budget
maximum determined by law. School boards can increase the budget size, however,
by proposing larger budgets at an annual referendum. If the newly proposed budget
gets more than 50 percent of the votes cast, it replaces the legally set limit. If the
school board’s budget fails, the budget reverts back to the level set by the law.

This situation allows one to test hypotheses regarding school board officials’
motivation, if one assumes that the optimum level of expenditures would be that

11 For two vigorous defenses of governmental efficiency that emphasize the competitiveness of democratic insti-
tutions, see Wittman (1995) and Breton (1996).
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Figure 16.4. Options for the budget-maximizing agenda setter.

most preferred by the median voter, if voting were on all possible expenditure
levels. Figure 16.4 depicts the utility function of the median voter defined over
school expenditures G. Let Gr be the level of expenditures to which the school
budget reverts if the referendum fails. While the median voter’s most preferred
expenditure is Gm , she would be willing to vote for Gb rather than see the budget
revert to Gr . Thus, when the reversion level for the school budget is below the most
favored budget of the median voter, the school board can force the median voter to
vote for a larger budget than the one she prefers by forcing her to choose between
this higher budget and the reversion level.

Romer and Rosenthal (1978, 1979b, 1982) have analyzed and tested a model of the
Oregon school budget referenda process. They predict the budget expenditures that
the median voter would demand using a standard median voter model and find that,
where the reversion levels are below the levels necessary to keep the school system
viable, referenda pass leading to school budgets anywhere from 16.5 to 43.6 percent
higher than those most preferred by the median voter. Further corroboration for the
budget-maximizing school bureau hypothesis is contained in the data for the 64
districts that either failed to hold a referendum or failed to pass one. When the
reversion budget exceeds the level favored by the median voter, one expects that
the school board does not call an election, and simply assesses the full 100 percent
of its statutorily set base. The mean assessment for these 64 districts was over 99
percent of their bases.12

12 See also Filimon (1982).
Additional evidence of the use of discretionary power by public officials is provided by Shapiro and Sonstelie

(1982), who show that Proposition 13 in California took away discretionary funds from local officials and forced
them to choose different budget expansion paths. Using data on community college budgets in California, Kress
(1989) also found that Proposition 13 took away discretionary power from college bureaucrats.

Ruttan (1980) points to the agricultural research program of the U.S. Department of Agriculture (USDA) as
an important counterexample to the budget-maximizing bureau story. The high rates of return on agricultural
research estimated in numerous studies imply a significant underinvestment in agricultural research. This
finding would be consistent with higher unit costs for the USDA if the demand for this service were highly
elastic.
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The Oregon school budgeting system provides school officials an unusually at-
tractive opportunity to increase budget sizes by the power granted them to make
take-it-or-leave-it referendum proposals. But, as noted earlier, most bureau bud-
gets are the outcome of a bargaining process between the bureau and its sponsors.
Using classroom experiments, Eavey and Miller (1984) have shown that merely
granting the sponsor-demanders the right to confer and form coalitions increases
their power vis-à-vis the agenda setter. The Eavey-Miller experiments produced
outcomes falling in a bargaining range between the review committee’s most pre-
ferred choice and that of the agenda setter. Fort (1988) found that for nonrepeated
hospital bond issues, the outcomes did not differ from what one would expect from
the median voter hypothesis.

16.5.2 Cost differences between publicly and privately
provided services

In some cases, the nature of a bureau’s services makes it difficult to expand its output
beyond the level that the community demands. A school system cannot educate
more children than are sent to school; the sanitation department cannot collect
more garbage than the community puts out to be collected. In these situations,
a bureau’s members can only take advantage of the discretion that they have by
introducing slack into their budget, that is, by providing the fixed output demanded
by the community at a higher cost than necessary. The extra costs could reflect
higher than competitive salaries, more personnel than are needed to provide the
service, or general X-inefficiency. Numerous studies have compared the provision
of similar services by public and private firms. Table 16.1 summarizes the findings
for 71 studies. In only 5 were public firms found to be more efficient than their
private counterparts. In another 10 there were no significant differences in the
performances of the two types of companies, while in the remaining 56 studies
state-owned companies were found to be significantly less efficient than privately
owned firms supplying the same good or service. The provision of a good or service
by a state bureaucracy or by a state-owned company generally leads to lower residual
profits, and/or higher costs and lower productivity.13

In several of the studies comparing public and private provision of a good or ser-
vice, the private firms are regulated to some degree. Differences between public and
private company performance in these cases may be reduced or eliminated through
the regulation process. For example, electricity rate regulation in the United States
provides incentives for profit-maximizing suppliers to choose inefficiently large
amounts of capital equipment.14 For this reason, the most revealing comparisons in
Table 16.1 may be the ones at the very end of the table between privately and state-
owned companies operating in nonregulated sectors like manufacturing and mining.

13 Vining and Boardman (1992, Table 2) present a much longer list of studies including many that are unpublished
or difficult to locate. Roughly the same pattern of findings is revealed in their table.

14 See Averch and Johnson (1962). The study of the West German insurance industry by Finsinger, Hammond,
and Tapp (1985) is much more an indictment of the regulatory process in Germany and the inefficiencies that
it causes than an example of state companies outperforming private ones.
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Table 16.1. Cost and productivity indices: alternative organizational forms

Activity: author Unit/organizational form Findings

1. Airlines
Davies (1971, 1977, 1981) Australia/sole private

domestic vs. its lone public
counterpart

Efficiency indices of private
12–100% higher

Forsyth and Hockingb

(1980)
Australia’s one private and

one publicly owned airlines
(1964–76)

Similar performace

2. Banks
Davies (1981) Australia/one public vs. one

private bank
Sign and magnitude in all

indices of productivity,
response to risk, and
profitability favor private
banks

Davies and Brucato
(1987)

Government-owned banks hold
less risky assets and are less
profitable than private banks

3. Bus and transit service
Oelert (1976) Municipal vs. private bus

service in selected West
Germany cities

Cost public bus service 160%
higher per km than private
equivalents

Bails (1979) School buses in six U.S. states
(1976–7)

Costs are lower in school
districts which contract with
private sector than for
state-owned systems

McGuire and Van Cott
(1984)

School buses in 275 districts
in Indiana (1979–80)

Privately owned bus services
have 12% lower costs than
state-owned

Pashigian (1976) Transit systems in 117 U.S.
cities (1971)

Publicly owned systems have
lower profit margins and
revenue per vehicle

4. Cleaning services
Bundesrechnungshof

(1972)
Public production vs. private

contracting out in West
Germany post office

Public service 40–60% more
costly

Hamburger Senat (1974),
Fischer-Menshausen

(1975)

Public production vs. private
contracting out in West
Germany public building

Public service 50% more costly
than private alternative

5. Debt collection
Bennett and Johnson

(1980a)
U.S. General Accounting

Office study/federal
government supplied
service vs. privately
contract-for equivalents

Government 200% more costly
per dollar of debt pursued

6. Electric utilities
Meyera (1975) Sample of 60–90 U.S.

utilities/public vs. private
firms

Very weak indication of higher
costs of private production
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Activity: author Unit/organizational form Findings

Moore (1970) Sample of U.S. utilities/27
municipal vs. 49 private
firms

Overcapitalization greater in
public firms; total operating
costs of public production
higher

Spannb (1977b) Four major U.S. cities/public
(San Antonio, Los
Angeles) vs. private (San
Diego, Dallas) firms

Private firm adjusted for scale
as efficient and probably
more so with respect to
operating cost and
investment (per 1,000 kWh)

Wallace and Junk (1970) By region in U.S./public vs.
private firms

Operating costs 40–75% higher
in public mode; investment
(per kWh) 40% more in
public mode

Atkinson and Halvorsenb

(1986)
U.S. electric utilities (1970) Privately and publicly owned

are equally efficient
DiLorenzo and Robinsonb

(1982)
U.S. electric utilities Privately and publicly owned

are equally efficient
Peltzman (1971) 135 U.S. electric utilities

(1966)
Privately owned are more

efficient
7. Fire protection

Ahlbrandt (1973) Scottsdale, Arizona (private
contract) vs. Seattle area
(municipal) fire
departments

Municipal fire departments
39–88% higher cost per
capita

Pescatrice and Trapania

(1980)
56 electric utilities in the U.S.

(1965, 1970)
Publicly owned have 24–33%

lower costs
8. Forestry

Bundesregierung
Deutschland (1976)

Public vs. private forest
harvesting in West
Germany (1965–75)

Operating revenues 45 DM per
hectare higher in private
forests

Pfister (1976) Private vs. public forests in
state of Baden-
Württemberg

Labor input twice as high per
unit of output in public
compared with private firms

9. Hospitals and nursing homes
Clarkson (1972) Sample of U.S. hospitals/

private nonprofit vs. for
profit

“Red tape” more prevalent in
nonprofits; greater variation
in input ratios in nonprofits;
both suggest higher cost of
nonprofit outputs

Lindsaya (1976) U.S. Veterans Administration
vs. proprietary hospitals

Cost per patient day less in V.A.
hospital unadjusted for type
of care and quality; less
“serious” cases and longer
patient stays in V.A.;
preference for minority
group professionals
compared with proprietary
hospitals

(continued )
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Table 16.1 (continued )

Activity: author Unit/organizational form Findings

Rushing (1974) Sample of 91 short-stay
hospitals in U.S. mid-South
region/private nonprofits
vs. for-profit

Substitution among inputs and
outputs more sluggish in
nonprofit hospitals

Wilson and Jadlow (1982) 1,200 U.S. hospitals
producing nuclear
medicine/government vs.
proprietary hospitals

Deviation of proprietary
hospitals from perfect
efficiency index less than
public hospitals

Becker and Sloanb (1985) 1979 data on 2,231 U.S.
hospitals

Costs and profitability similar
in private for profit, private
nonprofit, and publicly
owned hospitals

Frech (1985) U.S. nursing homes Private profit-seeking have
5–29% lower costs than
nonprofit homes; 34–41%
lower costs than state-owned
homes

Tuckman and Changb

(1988)
Nursing homes in Tennessee No significant cost differences

between for-profit and
nonprofit homes

10. Housing
Muth (1973) Construction costs in U.S.

cities, private vs. public
agencies

Public agencies 20% more
costly per constant quality
housing unit

Rechnungshof
Rheinland-Pfalz (1972)

Public vs. private cost of
supplying large public
building projects in the
West German state of
Rheinland-Pfalz

Public agencies 20% more
costly than private
contracting

Schneider and
Schuppener
(1971)

Public vs. private firm
construction costs in West
Germany

Public firms significantly more
expensive suppliers

11. Insurance sales and
servicing

Finsingera (1981) 5 public vs. 77 private
liability and life firms in
West Germany

Same rate of return and no
obvious cost differences
between organizational
forms

Kennedy and Mehr (1977) Public car insurance in
Manitoba vs. private
insurance in Alberta

Quality and services of private
insurances higher than those
of the public one

Finsinger, Hammond, and
Tappa (1985)

96 German life insurance
companies, 83 German
automobile insurance
companies (1979)

Public enterprises have lower
costs than private stock
companies

Frech (1976) 78 health insurance
companies

Profit seeking companies have
15% lower costs than
nonprofit
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Activity: author Unit/organizational form Findings

12. Ocean tanker repair and
maintenance

Bennett and Johnson
(1980a)

U.S. General Accounting
Office/Navy vs.
commercial tankers and
oilers

U.S. Navy from 230 to 5,100%
higher

13. Railroads
Caves and Christensenb

(1980)
Canadian National (public)

vs. Canadian Pacific
(private) railroads

No productivity differences
recently, but CN less
efficient before 1965, the
highly regulated period

14. Refuse collection
Collins and Downesb

(1977)
53 cities and municipalities in

the St. Louis County area,
Missouri/public vs. private
contracting-out modes

No significant cost differences

Columbia University
Graduate School of
Business Studies: Savas
(1974, 1977a, 1977b,
1980), Stevens and
Savas (1978)

Many sorts of U.S. cities/
municipal vs. private
monopoly, franchise vs.
private nonfranchise firms

Public supply 40–60% more
expensive than private, but
monopoly franchise only 5%
higher than private
nonfranchised collectors

Petrovic and Jaffee (1977) 83 cities in midwestern
U.S./public vs. private
contracting-out modes

Cost of city collection is 15%
higher than the price of
private contract collectors

Hirschb (1965) 24 cities and municipalities in
the St. Louis city-county
area, Missouri/public vs.
private firms

No significant cost differences

Kemper and Quigley
(1976)

101 Connecticut cities/private
monopoly contract vs.
private nonfranchise vs.
municipal firms

Municipal collections costs
14–43% higher than
contract, but private
nonfranchise 25–36% higher
than municipal collection

Kitchen (1976) 48 Canadian cities/municipal
vs. private firms

Municipal suppliers more
costly than proprietary firms

Savasb (1977c) 50 private vs. 30 municipal
firms in Minneapolis

No significant cost differences

Pier, Vernon, and Wicksa

(1974)
26 cities in Montana/

municipal vs. private firms
Municipal suppliers more

efficient
Pommerehne (1976) 102 Swiss municipalities/

public vs. private firms
Public firms 15% higher unit

costs
Spann (1977b) Survey of various U.S. cities/

municipal vs. private
firms

Public firms 45% more costly

Bennett and Johnson
(1979)

29 private firms vs. one public
trash collection authority in
Fairfax County, Virginia

Private firms more efficient

(continued )
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Table 16.1 (continued )

Activity: author Unit/organizational form Findings

Edwards and Stevens
(1978)

77 U.S. cities (1975) Prices 41% lower when cities
contract with private firms

Stevens (1978) 340 public and private U.S.
collectors (1974–5)

Labor productivity lower in
public monopolies than in
private ones

15. Saving and loans
Nicols (1967) California Savings and Loans/

cooperative or mutuals
vs. stock companies

Mutuals have 13–30% higher
operating costs

16. Schools
Chubb and Moe (1990) Test scores for over 7,000 U.S.

high school students (1982,
1984)

Students in private schools
outperform students in
public schools

17. Slaughterhouses
Pausch (1976) Private vs. public firms in

5 major West Germany
cities

Public firms significantly more
costly because of
overcapacity and overstaffing

18. Water utilities
Crain and Zardkoohi

(1978)
112 U.S. firms/municipal vs.

private suppliers; case
study of two firms that each
switched organizational
form

Public firms 40% less
productive with 65% higher
capital-labor ratios than
private equivalents; public
firm that became private
experienced an output per
employee increase of 25%;
private firm that became
public experienced an output
per employee decline of 40%

Mann and Mikesell
(1976)

U.S. firms/municipal vs.
private suppliers

Replicates Meyer’s (1975)
electricity model, but adjusts
for input prices; found public
modes more expensive by
20%

Morgan (1977) 143 firms in six U.S. states/
municipal vs. private
suppliers

Costs 15% higher for public
firms

Feigenbaum and Teeplesb

(1983)
57 private and 262 public

water companies in U.S.
(1970)

Two types of firms perform the
same

19. Weather forecasting
Bennett and Johnson

(1980a)
U.S. General Accounting

Office study/U.S. Weather
Bureau vs. private
contracted-for service

Government service 50% more
costly
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Activity: author Unit/organizational form Findings

20. Industrial companies in
private sector
Boardman and Vining

(1989)
500 largest non-U.S.

corporations in the world
(1983): 419 private,
58 state-owned, 23 mixed
ownership

Mixed and state-owned
companies have lower
profitability and productivity
than private companies

Funkhouser and MacAvoy
(1979)

100 Indonesian companies
(1971)

Profit rates 14–15% lower for
publicly owned companies;
prices the same; costs higher

Majumdar (1998) Used data envelopment
analysis to measure the
relative efficiency of a large
sample of Indian
companies (1973–89)

State-owned companies have
average efficiency scores of
.64–.66, where 1.0 is most
efficient. Mixed ownership
companies have mean scores
of .91, privately owned
average .975

Picot and Kaulmann
(1989)

Sample of large companies
drawn from 6 countries and
15 industries (1975–84)

Privately owned firms have
higher profitability and
productivity than
state-owned companies

Gugler (1998) 94 Austrian companies
(1975–94)

State-owned have lower
profitability than bank-,
family-, and foreign-owned
companies

Vining and Boardman
(1992)

370 large Canadian
companies (1986)

Privately owned companies are
significantly more profitable
and efficient than
state-owned; mixed
ownership companies fall
in-between

a Public sector less costly or more efficient.
b No significant difference in costs or efficiencies.

All studies without an a or b found the public sector firms to have higher costs or lower efficiency.

Source: Borchering, Pommerehne, and Schneider (1982, pp. 130–3) with additions.

As noted above, a large literature exists discussing the principal-agent problem
in joint-stock companies and the various goals corporate managers pursue with the
discretion that they have. State-owned companies have several tiers of principal-
agent relationships, however. Rational ignorance leads citizens to be poor monitors
of elected officials. Information asymmetries give the managers of state-owned
companies considerable discretion vis-à-vis the elected members of the legislature.
In situations where some state agency monitors the state-owned enterprises on behalf
of the legislature, yet another principal-agent relationship is introduced with further
scope for the appearance of slack and X-inefficiency. All six studies at the end of
Table 16.1 found that the privately owned companies significantly outperformed
the state-owned companies in the same sectors. Even partial ownership by the
state substantially reduced performance. If companies that face competition can
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become so inefficient, what should we expect from bureaucracies that supply hard-
to-measure outputs and face little or no competition?

16.6 The government as Leviathan

16.6.1 Theory

The family of bureaucracy models initiated by Niskanen depicts a bargaining situa-
tion between a bureau and a sponsor, like the U.S. Congress. In Niskanen’s original
model, the bureaucracy has all of the relevant information and power; the sponsor
has only the money and the power to turn down the bureau’s offer. Subsequent re-
finements of the Niskanen model have shifted power toward the sponsor and altered
the bureau’s objective function. In the next chapter, we consider a group of models
that are almost the polar reverse of the Niskanen model – all of the power lies with
the sponsor. Before turning to these, however, we examine a model more in the spirit
of that of Niskanen.

In Brennan and Buchanan’s (1980) Leviathan model, the sponsor – congress or
a parliament – and the bureaucracy that supplies public goods and services are
fused. This monolith monopolist then exploits its power over the citizenry à la
Niskanen by maximizing the size of the public sector. Political competition is an
ineffective constraint on government owing to the rational ignorance of voters, the
uncertainties inherent in majority rule cycling, and outright collusion among elected
officials (Brennan and Buchanan, 1980, pp. 17–24).

Although political competition cannot constrain the government’s desire to ex-
pand, constitutional limitations on sources of tax revenue and on debt and money
creation can. Brennan and Buchanan assume that the only truly effective constraints
on government in the long run are contained in constitutional rules limiting gov-
ernment’s power to tax, issue debt, and print money.

With the government viewed as a malevolent revenue maximizer rather than a
benevolent public good provider, many of the traditional propositions of the public
finance tax literature are stood on their heads (Brennan and Buchanan, 1980, p. 2).
Traditional analysis assumes that the purpose of government is to raise a given
amount of revenue subject to certain efficiency and equity constraints; Brennan
and Buchanan assume that citizens seek to impose constraints on the government
bureaucracy limiting its revenues to a given amount. To see the difference, consider
the familiar problem of how to tax income without discriminating against leisure.
Let AB in Figure 16.5 represent an individual’s opportunity locus in the absence of
any tax. An “ideal tax” would shift the individual’s opportunity locus toward the
origin without distorting his choice between income and leisure, say, to CD, by taxing
an individual’s capacity to earn income and not just the income actually earned. If
the taxing authority is free to raise revenue only by means of a tax on earned income,
however, it must raise the equivalent amount of revenue, AC, by imposing a much
higher effective tax rate on earned income, as is implicit in the opportunity line,
EB. If the amount of tax revenue to be raised were a fixed amount, as the normative
literature on optimal taxation assumes, the tax on the more comprehensive tax base
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Figure 16.5. Alternative strategies for taxing income and leisure.

would be preferred, since U2 > U3. However, if the budget-maximizing bureaucrat
were free to tax both earned income and leisure, there is no reason to assume he
would stop with a tax revenue of AC. If the citizen would tolerate a reduction in
utility by the taxing authority to U3, then the budget-maximizing bureaucrat would
push tax rates up sufficiently to raise AG. The difference between a comprehensive
definition of income and a restricted definition is not the level of utility of the voter-
taxpayer for a given tax revenue, but the amount of tax revenue taken at a given
utility level under the grasping Leviathan view of government.

If the voter always finished up at the same utility level whatever the definition of
the tax base, he would be indifferent to the resolution of this question. Brennan and
Buchanan assume, however, that there are physical and institutional limits to how
high nominal tax rates on a given revenue base can be raised. Given such limits, the
bureaucracy’s capacity to tax the citizenry is weaker under a narrow definition of the
tax base than under a broad one. A citizen who expected bureaucrats to maximize
their budgets would constrain their ability to do so by constitutionally restricting
the kinds of income and wealth that could be taxed.

The Brennan-Buchanan model also turns the standard analysis of excess burden
in taxation on its head. With the amount of revenue to be raised by taxation fixed,
the optimal tax is the one that induces the minimum amount of distortion, which
falls on the most inelastic sources of revenue. With the government maximizing the
amount of revenue raised, the citizen seeks to limit it to more elastic tax bases and
shelter parts of his income and wealth from taxation entirely.

When Brennan and Buchanan apply their analysis to other aspects of taxation,
they sometimes reach conclusions analogous to those existing in the normative tax
literature, but the underlying logic is quite different. Because a vote-maximizing
government has the incentive to introduce special tax concessions favoring narrowly
defined interest groups, a citizen writing a tax constitution to constrain Leviathan
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would require that the government impose tax schedules that are uniform across
persons to limit the government’s capacity to engage in tax price discrimination as
a means of expanding its revenue. Thus, “horizontal equity” would be favored at
the constitutional stage because it limits the government’s degrees of freedom, and
not for any other ethical reasons.15 Similar logic leads in general to a preference
for progressive over regressive taxes: less revenue can typically be raised by tax
schedules imposing high marginal rates than by schedules imposing low ones.

The Leviathan model also provides an additional justification for Wicksell’s
(1896) prescription that expenditure proposals be tied to the taxes that would finance
them. Although to Wicksell this proposal seemed to be an obvious requirement to
ensure informed choices by citizens as to benefits and costs, when governments
seek to maximize revenue the proposal has the added advantage of ensuring budget
balance and forcing the government to provide some public benefit to secure more
revenue (Brennan and Buchanan, 1980, pp. 154–5). Bridges and roads must be built
before the government can collect tolls.

Although traditional analyses of debt and money creation have assumed that
government’s motivation is benign, in the hands of a Leviathan seeking ever new
sources of revenue, both of these policy instruments become extremely dangerous.
Balanced budget constitutional amendments follow naturally, as do restrictions on
the government’s capacity to print money (Brennan and Buchanan, 1980, chs. 5, 6,
and 10), with the ultimate restriction – “denying government the power to create
money under any circumstances at all” (Brennan and Buchanan, 1980, p. 130) –
being possibly the best means to control the abuse of this power.

In the Brennan-Buchanan model of the state, the citizens have lost almost all
control over government. They set government on its way, when they forge the
constitutional constraints on government at its inception. The government’s power to
pursue its own objectives is greatly aided by the “rational ignorance” of voters of their
true tax bills, the full impact of debt, and money creation. The information-power
nexus reappears in the Leviathan model as fiscal illusion and rational ignorance.
From time to time, citizens may perceive that the government Leviathan has gone too
far in pursuing its own ends and may rise from their lethargy to reforge certain bonds
on government, as in the tax and debt revolts of the seventies, and the brief triumph
of fiscal conservatism in the United States during the early nineties. But between
these surges of citizen control the government proceeds on its revenue-maximizing
course within whatever constraints the constitution effectively allows.

16.6.2 Empirical testing – government expenditures and taxes

The central hypothesis of the Leviathan model is that only constitutional constraints
on the sources of revenue or levels of expenditure can curb the appetite for growth by
those in government. A revealing illustration of the importance of such constraints
has been recounted by Campbell (1994). New Hampshire’s constitution requires

15 A similar line of argument, although with a more normative flavor to it, is developed by Buchanan and Congleton
(1998).
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that its tax rates be proportional. Its lower house also has an unusually large number
of seats, and the ratio of its seats to the number of seats in the upper house is very
large. Following the arguments of McCormick and Tollison (1981), these features
of the New Hampshire constitution should make it difficult for interest groups to
change it. The consequence is that New Hampshire has one of the narrowest tax
bases of any of the 50 U.S. states – no sales taxes, and an income tax that is limited
to interest and dividends. The consequence is that New Hampshire has much lower
taxes and government expenditures than its neighboring states.

As evidence that New Hampshire residents approve of the outcomes from this
constrained governmental sector, Campbell cites the much higher growth rates in
population, which New Hampshire has experienced relative to its neighboring states.
Citizens have voted for a constrained Leviathan with their feet by migrating into
New Hampshire from neighboring states, and by exiting in smaller numbers.

Campbell’s account of the importance of the tax base in determining govern-
ment size has been supported in a broader study by Nelson (1986). He found
that those states that tax personal income have significantly larger government
sectors, and that the relative size of the government sector varied inversely with
the number of local government units. If one assumes that having more local
government units signifies a stronger federalist structure and more intensive con-
straints on government through intergovernmental competition, then this result also
supports the Leviathan model. Campbell also noted that New Hampshire has a
more decentralized governmental structure than neighboring Vermont, Maine, and
Massachusetts. Further evidence for the importance of decentralization in explain-
ing government size is provided by Deacon (1979), Mehay (1984), Mehay and
Gonzales (1985), and Marlow (1988). Several cross-national studies have also found
that federalist structures are inversely related to government size (Cameron, 1978;
Saunders, 1986; Schneider, 1986; Mueller and Stratmann, 2002). Oates (1985), on
the other hand, found no support for the Leviathan hypothesis using data on feder-
alist constitutional structures and the degree of centralization of tax revenue. The
same was observed by Nelson (1986) in his cross-sectional analysis of U.S. state
data.

The beneficial effects of intergovernmental competition will not emerge, of
course, if governments collude, which in the Leviathan model they have every reason
to do. Intergovernmental grants are an attractive vehicle for making the side pay-
ments needed to cement collusive agreements among supposedly competing govern-
ments (Brennan and Buchanan, 1980, pp. 182–3). New Hampshire makes less use
of intergovernmental grants than neighboring Vermont, Maine, and Massachusetts
(Campbell, 1994, pp. 140–1). Grossman (1989a,b) and Grossman and West (1994)
provide more systematic evidence for the United States and Canada.16

The ultimate constraints on Levithan in Brennan and Buchanan’s schema are
provided by the constitution. The success of Proposition 13-type movements in re-
ducing government size offers further support for their thesis (Shapiro and Sonstelie,
1982; Kress, 1989).

16 For further discussion and evidence, see Chapters 10 and 21.
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16.7 Conclusions

Most of the public choice literature is in the citizen-over-the-state tradition. Just
as the individual consumer is sovereign in the marketplace, ultimate authority is
assumed to rest with the citizens.

But the word “sovereign” did not originate as a synonym for citizen. Historically,
the word has referred to a single person ruling the people as head of a monarchy.
The state was something separate from, indeed above, the people it ruled. Citizens
are expected to serve the state; the state is not servant to the people.

This second view of the state appears most vividly in Brennan and Buchanan’s
Leviathan model, but elements of this view are also present in the bureaucracy
models. Which model best explains the outcomes of the polity probably depends
both on the outcomes that one wishes to explain and on the polity. The citizen-over-
the-state model is probably more appropriate for describing the public policies of
the Swiss canton of Appenzell; the Leviathan model is perhaps more appropriate
for countries like France and Germany.

Both Brennan and Buchanan’s Leviathan model and Niskanen’s bureaucracy
model assume that the actor’s main goal is to maximize budget size. The sovereign
and the bureaucrat are both empire builders of sorts. In the private sector such
empire-building behavior is quite consistent with maximizing wealth, as manage-
rial salaries tend to be highly correlated with company size. Civil service rules in
most countries, however, do not link bureaucrats’ salaries closely to the size of their
bureaus (Johnson and Libecap, 1989). In the public sector, the bureaucrat typically
exercises his discretion by creating and taking advantage of organizational slack.
The public school system in America fails its citizens not by educating too many
students, but by educating them poorly – poorly in comparison to students educated
in more efficiently organized private schools (Chubb and Moe, 1990).

Although there is considerable evidence that public slack and inefficiency exist,
there is also evidence that citizens are able to exercise some control over Leviathan.
Hayes and Wood (1995), for example, found less evidence of bureaucratic slack in
the provision of police service in those Illinois municipalities where citizens had
stronger incentives to be informed. The average efficiency score of a municipal po-
lice department was 0.96 on a scale of 0 to 1.0. Hayes, Razzolini, and Ross (1998)
came up with a similar finding for other government services supplied by Illinois
municipalities. Duncombe, Miner, and Ruggiero (1997) found that public schools
in New York State were closer to the efficiency frontier in school districts in which
citizens had greater incentives to become informed. The Proposition 13 move-
ment provides yet another example of citizens taking action to (re)take control over
government.

Some scholars like Brennan, Buchanan, Niskanen, and Usher (1992) look at the
state and see a grasping beast set upon exploiting its power over citizens to the
maximum degree. Others, like Breton (1996) and Wittman (1995), when they gaze
upon the state see an institutional equivalent to the market in which democratic
competition produces efficiency levels comparable to those achieved by market
competition. Which view is closer to reality? This is obviously an empirical question.
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We have presented some of the relevant evidence in this chapter. We consider more
later, particularly in Chapters 20, 21, and 22.
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In Breton’s (1974) theory of representative democracy, the government is
modeled as a monopoly supplier of certain highly desired public goods like defense,
police and fire protection, and highways. Auster and Silver (1979) also describe the
history of the state as if it were a monopolist.



CHAPTER 17

Legislatures and bureaucracies

To what expedient, then, shall we finally resort, for maintaining in practice the
necessary partition of power among the several departments, as laid down in the
Constitution? The only answer that can be given is, that as all these exterior provi-
sions are found to be inadequate, the defect must be supplied, by so contriving the
interior structure of the government as that its several constitutent parts may, by
their mutual relations, be the means of keeping each other in their proper places.

The Federalist, No. 51

In the rent-seeking model of politics discussed in Chapter 15, politicians buy and
sell legislation to interest groups. The legislature is a marketplace at which rents are
bought and sold. Problems of bureaucratic discretion are ignored. The legislature
is in complete control. In stark contrast, in the first model of bureaucracy discussed
in the previous chapter, the legislature is at the complete mercy of an all-powerful
bureaucracy. Both types of models are, of course, polar cases derived to illustrate
certain features of the political process. In this chapter we take a further look at
the relationship between the legislature and the bureaucracies charged with imple-
menting the policies initiated in the legislature. We also consider the separate role
played by the chief executive in presidential systems like that of the United States,
and the role of the judiciary. We begin with a model that completely reverses the
power relationship of the Niskanen bureaucracy model.

17.1 The Congressional-dominance model

17.1.1 Congressional dominance through administrative structure

Let us assume as in the rent-seeking model that each member of Congress seeks to
win reelection by supplying legislation to her constituents and the interest groups
that supply her with campaign funds. She alone cannot supply the legislation that
her constituents want, however. She must first induce a majority of her colleagues
in the legislature to vote for the legislation, and then she must make sure that the
bureaucracy charged with implementing the legislation does so in a way that corre-
sponds to the wishes of her constituents. The first difficulty could be circumvented
if Congress were organized as a market in which each legislator could purchase the
votes she needed for the legislation she desired. But this is not the case. Instead of
literally buying or trading votes, members of Congress can only strike agreements

386
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to trade, and these are potentially vulnerable to some members misrepresenting their
preferences, reneging on promises, cycling, and so on.1

Weingast and Marshall (1988) argue that Congress has designed an organizational
structure that solves both the problem of making sure that agreements do not come
unstuck, and the problem of bureaucratic compliance. In particular, by establishing
committees to both propose legislation and to monitor those entrusted with its
implementation, and then filling these committees with representatives who have
strong interests in the legislation assigned to each committee, Congress has created
an institutional structure that vests rights to initiate and block legislation in those
members of Congress who can most benefit from these rights. Moreover, the process
by which differences between House and Senate versions of bills get resolved in
joint committees gives key members of the original sponsoring committees the
power to ensure that deals once made do not become unstuck.

Instead of trading votes, legislators in the committee system institutionalize an
exchange of influence over the relevant rights. Instead of bidding for votes, legis-
lators bid for seats on committees associated with rights to policy areas valuable
for their reelection. In contrast to policy choice under a market for votes, legisla-
tive bargains institutionalized through the committee system are significantly less
plagued by problems of ex post enforceability.

(Shepsle and Weingast, 1987, p. 148)

Congressional committees can use “the power of the purse” which they control
to discipline the agencies that report to them. Because members of the committees
have strong interests in the way the legislation is implemented, free-rider problems
in gathering information and monitoring bureau behavior are mitigated. Moreover,
committee members can often rely on their constituents to do the monitoring for
them. If the Department of Agriculture is not treating the dairy farmers the way
Congress wants them to be treated, the dairy farmers will know, and they have
an incentive to set off a “fire alarm” that makes their grievances known to the
congressional committees that draw up the department’s budget.2

Empirical support for the Congressional-dominance model is provided by many
studies that have found a significant relationship between a congressman’s com-
mittee assignments and the federal monies flowing into his district. Pork-barrel
legislation comes first to mind when one thinks of congressmen selling legislation,
and membership on the House Public Works Committee does increase one’s share of
the federally funded pork (Ferejohn, 1974). But one can also benefit from being on
the Ways and Means, Appropriations, Agriculture, Armed Services, Banking and
Currency, and many more committees (Goss, 1972; Strom, 1975; Arnold, 1979;
Holcombe and Zardkoohi, 1981; Rich, 1989; Cohen and Noll, 1991; Alvarez and
Saving, 1997; Kroszner and Stratmann, 1998).3 If one’s constituents favor smaller

1 See Mueller (1967), Park (1967), and the discussion of logrolling in Chapter 5.
2 See McCubbins and Schwartz (1984). However, too many “false alarms” may destroy the efficacy of this means

of control (Lupia and McCubbins, 1994).
3 For counterarguments and evidence see, however, Rundquist and Griffith (1976), Rundquist (1978), and

Krehbiel (1991).
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federal spending, membership on oversight committees can also serve to rein in
budget-maximizing bureaucrats.

Several studies have examined congressional influence over the regulatory poli-
cies of the Federal Trade Commission and the Justice Department. Here, too, mem-
bers of the relevant “watch-dog” committees appear to be able to influence the kinds
of cases brought by the government and where they are brought.4 At least in some
areas, Congress appears to be able to get the public bureaucracies to do its bidding.

17.1.2 Congressional dominance through administrative procedure

McCubbins, Noll, and Weingast (1987, 1989), often referred to as “McNollgast”
in the subsequent literature, have developed a somewhat different variant of the
Congressional-dominance model from that of Weingast, Moran, and Marshall. The
basic structure of the model is again that of a principal–agent relationship, but
the emphasis is now upon Congress’ power to control government bureaucracies by
defining the administrative procedures under which they must operate. By requiring
that an agency announce a rule or policy change well in advance of implementing
it, for example, Congress ensures that the affected interest groups have ample time
to present arguments for and against it. By requiring that an agency hold public
hearings on a policy change before implementing it, Congress ensures that interest
groups have a legitimate venue in which to air their arguments. McNollgast also
argue that the principal–agent problem Congress faces in providing legislation to
its constituencies is to an important degree resolved by the constituents themselves
monitoring the agencies that impact them, but McNollgast differs from the rest of
the Congressional-dominance literature in stressing the potential Congress has to
control governmental bureaucracies “up front” through its authority to define the
administrative procedures under which the bureaucracies must operate. Congress,
the principal, “writes the contract” that constrains its bureaucratic agents. This
contract includes not only a broad statement of purpose and budget to accomplish
this purpose, but detailed administrative procedures that ensure the bureaucracies
will not be able to stray very far off course in pursuit of their own agenda.

17.2 The impact of uncertainty and transaction costs

Although the evidence and arguments marshaled for the Congressional-dominance
model are sufficiently persuasive to lead one to abandon at least the strongest variants
of the bureaucratic-power models of the last chapter, a few puzzles regarding the
relationship between the legislature and the bureaucracies under its control remain.
Why, for example, does the U.S. Congress sometimes adopt very broad legislation, as
in the area of antitrust, which appears to give the regulatory agencies considerable
scope for discretionary action, and in other cases, such as some environmental
legislation, it specifies quite specific standards? Why are regulations sometimes

4 See Faith, Leavens, and Tollison (1982); Weingast and Moran, 1983; Coate, Higgins, and McChesney (1990);
Vachris (1996); and the collection of essays in Mackay, Miller, and Yandle (1987). Eisner and Meier (1990)
dispute the importance of congressional influence, however.
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monitored by governmental agencies like the Federal Drug Administration, and
other times by the courts? In this section, we examine two sets of answers that have
been given to these questions.

17.2.1 Uncertainty and the locus of responsibility

Fiorina (1982a) has emphasized the importance of uncertainty on the part of con-
gressmen over the possible impacts of a piece of legislation as a key factor in
determining the form that it takes. Suppose, for example, that representatives from
cotton-growing states and those beholden to cotton interests for campaign contri-
butions seek to repay their supporters with legislation. A tariff on imported cotton
will have a direct and measurable effect on the wealth of cotton producers, and is an
action that the representatives who pass the tariff can take immediate credit for. The
preferred form of legislation is a tariff with the specific rate set by the Congress.

Consider, on the other hand, the 1887 legislation that created the Interstate
Commerce Commission (ICC) to regulate the railroads, and the Sherman Antitrust
Act passed in 1890. Both of these were in response to the rising populist tide at the
end of the nineteenth century and had workers, farmers, small firms, and conceivably
consumers as their targeted beneficiaries. But there must have been considerably
more uncertainty on the part of congressmen over both the actual impacts of the
legislation on intended targets and the future political costs from the likely losers
from the legislation – the railroads and other large “trusts.” Broadly written legisla-
tion administered by agencies directly under Congress’ control provided Congress
with the opportunity to “fine tune” the legislation over time through its control over
the ICC and the Justice Department.5

17.2.2 Uncertainty, transaction costs, and commitment

The literature discussed so far from Niskanen through McNollgast contains models
with essentially two actors: a legislature and a bureaucracy. Moe (1990a,b) and
Horn (1995) add a third actor to the drama: future legislatures. Their work, like that
of Fiorina, Weingast, and others, stresses both the uncertainty over the future that
legislators face, and the transaction costs involved in getting the bureaucracies to
implement it as intended. But Moe and Horn also call attention to the problem of
commitment faced by the legislators at the time that they enact legislation. Even
if they can reign in the bureaucracies as tightly as the Congressional-dominance
models imply, how can they prevent future legislatures from undoing the deals done
today?

In providing an answer to this question, Horn develops a model of legislature–
bureaucratic interaction that incorporates all of the features of the models discussed
so far. When writing a piece of legislation Congress must decide (1) whether to

5 Libecap’s (1992) analysis of the passage of the Sherman Act is consistent with the economic-interests-driven
model of Fiorina. Poole and Rosenthal’s (1993) analysis of voting on the Interstate Commerce Act of 1887
implies, however, that it was the ideology of a congressman that determined how he voted on the act and not the
economic interests of his constituents.
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write a broad, vague statute or a clear and specific one; (2) whether to implement
the statute through the private sector, a governmental bureaucracy, or a state-owned
enterprise; (3) if the private sector is chosen, whether to monitor the implementation
through a regulatory agency or the courts; (4) what administrative procedures will
govern the behavior of a regulatory agency or a public bureaucracy; (5) what civil
service rules will govern the hiring, firing, and promotion of those who work in these
agencies; and so on. Given the uncertainties involved and the underlying principal–
agent relationships, Congress faces an extremely complex optimization problem
whenever it introduces a major piece of legislation. On the other hand, as Horn
describes it, Congress also has an arsenal of control mechanisms at its disposal that
it can manipulate to achieve its desired outcome at minimal transaction costs.

To illustrate the richness of Horn’s theory, consider the role he sees civil ser-
vice rules playing in the drama. Imagine that a Congress is elected that is much
less committed to environmental protection than previous Congresses that passed
the Environmental Protection Act, created the Environmental Protection Agency
(EPA), and so on. The new Congress would be tempted to try and achieve its goals
by replacing many of the people in the EPA who are strongly committed to envi-
ronmental protection with others who are less committed or even hostile to it. The
elaborate protection civil service rules give to governmental employees eliminates
this option from the current Congress’ arsenal, however. Horn’s explanation for the
displacement of the spoils system of governmental patronage that existed in the
United States in the nineteenth century with the independent civil service system
that exists today is that Congress wished to increase the value of the legislation
passed at any point in time by making it more immune to subsequent reversals.

Epstein and O’Halloran (1999) also rely on transaction costs theory to explore
the question of congressional delegation. They extend the work of Horn and Moe,
however, by drawing out the implications for delegation in the presence of divided
government. When the presidency is controlled by one party and Congress by
another, the principal–agent problem that arises when responsibility for policies
is delegated increases the likelihood that Congress (1) does not delegate, (2) uses
more specific language when it delegates, and (3) delegates to an independent agency
rather than to a department within the Executive Branch.

Horn, Epstein, and O’Halloran provide considerable corroborative evidence for
their theories. These theories pose, however, a puzzling question for the public
choice literature. Why would a legislator enacting a bill today constrain the free-
dom of a legislator tomorrow, given that she is likely to be one and the same person?
The answer Horn gives is that by imposing such a constraint a legislator greatly in-
creases her ability to raise funds and reward constituents today, and this gain must
presumably offset the opportunities to sell legislation that are closed off for her
tomorrow. But this answer seems to presume a sophistication and far-sightedness
on the part of constituents that are at odds with the picture of the myopic, ratio-
nally ignorant voter found throughout the public choice literature.6 Can voters and

6 Indeed, it seems at odds with Horn’s (1995, p. 12) own assumption of rational ignorance on the part of
constituents.
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interest groups recognize that their long-run goals will be better served if a piece of
legislation is vaguely formulated, delegated to a regulatory agency with such and
such administrative rules, and so forth, rather than clearly written and monitored by
the courts?

17.3 Congress and the president

In a presidential system of government, like that of the United States, many of
the bureaucracies that deliver the programs created in the legislature are under the
supervision of the president. In this situation, the issue of whether the legislature
can succeed in getting the bureaucracy to carry out the legislature’s goals has an
added dimension – whether the president will accede to the wishes of the Legislative
Branch. We explore this issue in this section.

17.3.1 The legislature controls the president

Consider Figure 17.1. The quantities of two public goods, x and y, must be decided.
Both the president and the Congress are modeled as unitary actors with preferences
defined over x and y. L is the ideal point of Congress (the legislature), and P is the
president’s ideal point. The curves ULi and UPi represent indifference curves for
the legislature and the president. S is the status quo combination of x and y.

The legislative game between the president and the legislature proceeds as fol-
lows: the legislature first chooses a combination C of x and y. The president then
has the choice of vetoing this proposal or signing off on it. If he signs off, C be-
comes the new combination of x and y. If he vetoes, the legislature has the option
of overriding the veto. In the United States this requires a two-thirds majority in
both houses of Congress. If the legislature can override a presidential veto of L , it
obviously proposes this point. The more interesting case arises when the legislature
cannot override a presidential veto.

The legislature knows that the president will veto any proposal that makes him
worse off than he is at the status quo S. His indifference curve through S, UP2, this
represents the boundary of the feasible combinations of x and y that the legislature
can hope to achieve. Any proposal above and to the left of UP2 will be vetoed
resulting in the victory of S. Given this veto constraint, the legislature’s optimal
proposal is CL .

The strategic interaction between the president and the legislature can also be
depicted with the help of the game tree in Figure 17.2. The legislature moves first
and can propose C = S or a different C . Assuming that some Cs exist that both
offer the legislature a higher utility than S and will not be vetoed, it is in the interests
of the legislature to propose one of these Cs, as, for example, CL . The president is
indifferent between this proposal and S and thus, let us assume, does not veto it;
and therefore C wins.7

7 For further discussion of these sorts of models, see Shepsle and Weingast (1981), Denzau and Mackay (1983),
and Kiewiet and McCubbins (1988).
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L

P

P

S wins

S wins

S wins

C wins

vetoes C

chooses C  S�

vetoes C

does not veto C

does not veto C

chooses C
 = S

Figure 17.2. Game tree when legislature moves first.

17.3.2 Presidential control over the legislature

Ingberman and Yao (1991) have suggested that the president sometimes seizes the
first-mover advantage in the legislative game by committing himself to certain poli-
cies before the legislature can make its proposals. The legislative game is now as
in Figure 17.3. The president first decides whether or not to commit to a particu-
lar policy, CP . If he does not commit, the legislature is free to propose whatever
it wishes, and the game proceeds as in the previous subsection. If, on the other
hand, the president commits to a combination CP , as say depicted in Figure 17.1,
the game proceeds along the bottom branch of the tree in Figure 17.3. The leg-
islature is still free to propose CL , of course, but if it does so and the president
keeps his commitment to veto anything other than CP , the status quo will result.
Eliminating the weakly dominated strategies beyond the president’s commitment
stage reduces the game tree to that depicted in Figure 17.4. If there exist proposals
like CP that the legislature will accept over the status quo and that provide more
utility for the president than CL , it is in the president’s interest to commit to these
policies.

Of course, if the legislature were truly indifferent between the C to which the
president was committed and the status quo, it might propose the status quo just
to spite the president. To avoid this risk, and to avoid not obtaining his preferred
outcome because he had misjudged the position of UL2, the president is likely to
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P

L

L

P

P

does not commit

proposes CL does not veto CL

proposes CP does not veto CP

C winsL 

C  winsP

commits to C
P

Figure 17.4. Game tree after eliminating weakly dominated strategies.

commit himself to proposals that promise some surplus in utility for the legislature
over that provided by the status quo. Taking into account the uncertainties in the
situation, for example, the president might commit to vetoing any proposals above
and to the left of line CC in Figure 17.5. This line now becomes the boundary of the
opportunity set for the legislature, and it will choose the point on it that provides
it with the highest utility, for example, CLC . When the president can precommit
to certain policy combinations, the likely outcome of the legislative game is a
compromise proposal providing gains over the status quo for both the president and
the legislature.

As always with precommitment strategies, one must inquire whether they are
credible. If the legislature’s proposal is just inside of UP2, the president’s indifference
curve through S, would he in fact veto it to keep his commitment? Obviously in a
one-shot game this action would be irrational, and thus the commitment noncredible.
But the legislative game between Congress and the president is repeated many times
over an electoral cycle. Vetoing a bill that would provide the president with a small
increment in utility can be a rational strategy in such repeated games if it makes
the president’s veto threats creditable and thus leads to future proposals from the
legislature that promise large gains to the president.

In practice, of course, the president cannot observe the Congress’ indifference
map nor can it observe his. Uncertainty exists on both sides as to what the other will
do. Cameron (2000) has recently modeled the bargaining strategies of both sets of
actors, and used his model to interpret the use of the veto by American presidents.

17.3.3 The problem of deadlocks

Some of the commitments that a president makes occur during election campaigns.
Congressmen must also stand for election, however, and they too may make com-
mitments to their constituents. When both branches precommit to minimum or
maximum expenditure policies, the result can be a set of precommitments that
ensure the victory of the status quo.

To see this consider Figure 17.6. The president has promised to veto any proposal
from Congress that does not promise combinations of x and y to the right of the
CP − CP line. The legislature has promised its constituents that it will not propose
any combinations to the right of the CL − CL line. There are no points within the
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Figure 17.7. Modeling congressional deadlocks.

lens formed by the two indifference curves UP2 and UL2 that satisfy these two
constraints. Thus, the status quo wins by default.

The importance of the position of the status quo to whether or not deadlocks
arise, or as they are more popularly called in the United States, gridlocks, has been
illustrated recently by Krehbiel (1998). In addition to the president and Congress
Krehbiel adds a third actor, the Senate, since the Senate can also cause deadlocks
by filibustering until the sponsors of a bill give up or agree to change it to mollify
the bill’s opponents in the Senate.

Consider the single-dimensional issue space depicted in Figure 17.7. Congress is
again assumed to be a single committee whose median member has an ideal point at
m.8 In the absence of presidential vetoes and Senate filibusters m would win against
any status quo point. Two-thirds of the ideal points of members of Congress are on
or to the right of v , the pivotal point for overriding a presidential veto. Three-fifths
of the ideal points of senators lie to the left of f and thus it is the pivotal point for
blocking a filibuster. The president is a liberal with an ideal point at p.

Now consider a status quo point like q1 between m and f . Point m could win a
majority in Congress over q1 and is preferred by the president to q1. But more than
two-fifths of the Senate prefer q1 to m, since the pivotal point f is to the right of q1.
Thus a vote on m can be blocked by a filibuster in the Senate. The proponents of m
lack the three fifths majority to bring about cloture. The status quo wins; deadlock
reigns.

The same is true if the status quo is between v and m as, say, at q2. The president
prefers q2 to m and vetoes a bill proposing m. Since v lies to the left of q2, more than
a third of Congress favors q2 over m. The president’s veto cannot be overridden;
deadlock again reigns.

The status quo points q3 and q4 cannot triumph, however. If q3 is the status quo
Congress can propose v and override a presidential veto if he bothers to cast one.
If q4 is the status quo, a proposal of f will obtain enough support in the Senate to

8 The importance of differences between House and Senate preferences is illustrated by Morris and Munger
(1998).
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kill the filibuster. An interesting feature of Krehbiel’s theory is that the existence of
deadlocks in U.S. politics does not depend on the presidency and Congress being
controlled by different parties. All that matters are the positions of the pivotal points
and the status quo.

17.4 Congress, the president, and the judiciary

17.4.1 Adding the judiciary to the model

The third potential actor in the legislative drama is, of course, the judiciary. In
many countries like the United States, the judiciary can intervene in the legislative
game by declaring the compromise reached between the executive and legislative
branches null and void. It does so by deciding that the legislation is inconsistent
with the language or the intent behind the language in the Constitution.

The judiciary can be introduced into the model of the previous section by assum-
ing that it, too, has preferences defined over x and y. If the judiciary’s ideal point
lies to the right and below point P in Figure 17.1, or to the left and above L , its
addition to the game will not affect the outcome, since its set of outcomes preferred
to the status quo will contain those of one of the other actors. The situation changes,
however, if the judiciary’s ideal point lies closer to the status quo than do the ideal
points of the president and the legislature. An example is depicted in Figure 17.8.
The judiciary’s ideal point is J and it will veto any proposals that fall outside of
its circular indifference curve, UC , through S. The set of alternatives to the status
quo that might be proposed by the legislature and not vetoed by either the president
or the judiciary is now reduced from the lens falling between UP2 and UL2 to the
darkened portion of the lens. This set would be reduced still further if we allow the
president to precommit to certain combinations.

Very often the judiciary’s ideal point coincides with the status quo. In this case
the set of legislatively feasible alternatives to the status quo is empty, of course. A
fairly recent example along these lines occurred in California. The governor wished
to change policy to deny immigrants access to the public schools and healthcare
system. The California Supreme Court preferred the status quo to this policy, and
imposed it by declaring the governor’s proposals unconstitutional.9

17.4.2 The goals of the judiciary

In modeling the legislative game, it is reasonable to assume that the “preferences”
of the legislature and the president are a reflection of the preferences of the voters
who elect them, and thus in principle testable hypotheses can be derived as to when
a president will veto legislation, make a commitment to veto, and so on. In many
countries and in all of the federal courts of the United States, judges are not elected,

9 Many studies have analyzed the behavior of the judiciary from a public choice perspective. See, for example,
Mashaw (1985, 1990), Ingberman and Yao (1991), Ferejohn and Weingast (1992a,b), Levy and Spiller (1994),
and the papers collected in Stearns (1997). Stearns (1994) offers a critique of some applications of public choice
to the analysis of the judiciary.
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but rather appointed, and often their appointments are for life. What determines
the “preferences” of a person who must neither stand for reelection nor fear loss
of income and position as a result of the preferences that she reveals through her
judicial decisions?

Landes and Posner (1975) offered one of the earliest answers to this question.
They claimed that the framers of the U.S. Constitution wished to increase the value
of the legislation sold to interest groups by increasing its permanence. This goal
was accomplished through the creation of an independent judiciary that could use
its independence to veto the “sale” of new legislation which would reduce the value
of past sales.

Although this hypothesis has some intuitive appeal in countries in which a sit-
ting legislature writes the constitution, it runs into some historical difficulties as an
account of the judiciary’s independence in the United States. First of all, the octoge-
narian Benjamin Franklin, future president James Madison, and several others who
met in Philadelphia were neither members of the national legislature at that time,
nor were likely to have contemplated becoming members of the legislature created
in the Constitution. Second, the U.S. judiciary’s independence arguably owes more
to subsequent judicial interpretation of the Constitution – as, for example, in Chief
Justice John Marshall’s decision in Marbury v. Ames – than to its original language.

An independent judiciary would play an important role as an agent of the citizens
in a normative theory of constitutions in which the constitution is written by the
citizens to advance their own interests. Such an independent agent is needed to
help mitigate the principal–agent problem between the citizens and their agents
in the legislative and judicial branches. Even though in such a normative theory,
the judiciary’s independence only allows members of the judiciary to intervene on
behalf of the citizens, it does not provide them with positive incentives to do so.10

The public choice literature’s approach to the problem of defining the objectives
of the judiciary has been to assume it away – that is, to assume an objective for
the judiciary without defending this assumption, and then to proceed to analyze the
consequences of this assumption for legislative outcomes. Although this approach
can be defended as a first step in integrating the judiciary into models of legislative
behavior, it obviously makes such models of limited use, unless we can determine
more concretely what it is that judges maximize and why they do so. The question
of the motivation of judges in an independent judiciary remains largely an empty
black box in the public choice literature.11

17.5 Legislative decision making in the European Union

Although the literature on legislative/executive bargaining and compromise has
been dominated by studies of the institutional structure of the United States, some
additional work has been done on other countries. Although institutional structures
differ, of course, in other countries, the analytical apparatus used to study the United

10 For further discussion, see Mueller (1996a, ch. 19).
11 See, however, Posner (1993). It is also possible that the preferences of judges do not really matter, because the

law evolves in such a way that only “efficient laws” survive (Priest, 1977; Rubin, 1997).
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States can easily be adapted to the institutions of other countries. We illustrate this
point with a brief discussion of decision-making procedures in the European Union.

There are three main actors in the European Union: the Commission, the Coun-
cil, and the Parliament. The Commission is the European Union’s equivalent to
the executive branch, and consists of a president and commissioners from each
member country. The Council can be regarded as one “chamber” in the European
Union’s political system, with representatives appointed by each member country.
The members are assigned votes according to the size of the country. The Parlia-
ment is the European Union’s second chamber. Its members are elected from each
member country, with countries again assigned seats in rough proportion to size.

Figure 17.9 presents a simplified schemata of the sequence of decision making
under the so-called cooperation procedure of the European Union.12 The Commis-
sion initiates the legislative process by making a proposal for new legislation. Its
proposal goes to the European Parliament which can accept it as is, amend it, or re-
ject it by a simple majority vote. If the proposal is not rejected, it goes to the Council.
If the Council accepts it without amendment it becomes law. If the Council amends
the proposal, it goes back to the Parliament for a final reading. The Parliament has
three options at this juncture: (1) accept the proposal as is, (2) amend the proposal
and send it back to the Council, or (3) reject the proposal. Rejection of the proposal
at this stage requires an absolute majority of the total number of seats in the Par-
liament. If the Parliament either rejects or amends the proposal it received from the
Council, it goes back to the Council. The Council can only override the Parliament’s
rejection by a unanimous vote. It can also amend the Parliament’s amended proposal
only through a unanimous vote.

The procedure sketched in Figure 17.9 gives the European Parliament an effective
veto over any legislative proposals coming from the Council, if the Parliament can
get one member of the council to support its veto. This veto provides the Parliament
with agenda-setting power, which it might be able to use to obtain its most preferred
outcome among the set of outcomes that the Council is willing to accept in place
of the status quo. This point can be illustrated with the help of Figure 17.10, which
is simply a relabeled version of Figure 17.1, where P now stands for the ideal
point of the European Parliament, and C the ideal point of the Council. To simplify
the discussion, the preferences of the Commission have not been included in the
figure. It is assumed that a majority of the Commission will accept any proposal
that emerges from this procedure as was also the case in Figure 17.9.

If C is the ideal point of a qualified majority of the Council sufficiently large
to approve legislation, and UC1 and UC2 are indifference curves for this qualified
majority, then the Parliament will be able to amend the Commission’s proposal on
its second reading so that it corresponds to point CP and obtain its most preferred
outcome from the set of proposals that both the Parliament and the Council prefer
to the status quo (the points within the lens formed by UP2 and UC2).13 If, on the
other hand, C is the ideal point of a Council in unanimous agreement, then it will

12 My discussion follows Tsebelis (1994, 1997); see also Steunenberg (1994) and Crombez (1996, 1997).
13 At the present time there are 15 member countries in the European Union, and a total of 87 weighted votes. A

qualified majority consists of 62 or more votes.
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Figure 17.9. Sequence of decisions under European Union’s cooperation procedure.

be able to impose this outcome if a majority of the Commission prefers this point
to the status quo.

New procedures introduced in the Maastricht Treaty of 1992 add an additional
step to the decision procedure just described. If the Council does not accept the
proposal that emerges from a second reading in the Parliament the issue goes to a
conciliation committee consisting of 15 representatives from the Council and 15
from the Parliament. Should this committee fail to reach an agreement, the Council
is empowered to make a final proposal. Depending on the nature of the issue, this
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proposal may require either a unanimous agreement by the Council or a qualified
majority. The Council’s proposal can only be voted down by an absolute majority
of the Parliament. This new conciliation procedure puts the Council in the agenda-
setting role at the end of the process, and increases the likelihood of proposal CC

winning instead of CP .
Neither the Commission nor the Council nor the Parliament is a unitary actor

with unique ideal points and indifference maps, of course; thus, a full analysis of
decision making in the European Union requires a more elaborate structure and the
use of concepts like the core, the uncovered set, and the tournament equilibrium
set.14 Such an analysis is beyond the scope of this chapter.

17.6 Conclusions

The literature on voting rules reviewed in Part I of this book assumes that voters
choose outcomes directly. Whichever point in x−y space a committee chooses gets
implemented. The literature on representative democracy reviewed in the beginning
chapters of Part II also assumes that the policies promised by candidates or parties in
their efforts to win votes are implemented once the election is over. The discussions
in the present and preceding chapters reveal, however, that these views of the political
process are far too simplistic. The tabulation of ballots on election day constitutes
the end of one sort of political struggle, the beginning of another – the latter being
the struggle among those within the government, both elected and appointed, to
shape the actual outcomes that emerge from the political process.
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CHAPTER 18

Dictatorship

To sum up, for the Fascist everything is within the state and there exists nothing,
human or spiritual, or even less has value, outside of the state. In this sense Fascism
is totalitarian and the Fascist state interprets, develops and multiplies the whole
life of the people as a synthesis and unity of each value.

Benito Mussolini

The postulate of methodological individualism underlies all public choice analysis.
In trying to explain governmental actions, we begin by analyzing the behavior of the
individuals who make up the government. In a democracy these are the voters, their
elected representatives, and appointed bureaucrats. The postulate of methodological
individualism has a normative analogue. The actions of government ought to corre-
spond, in some fundamental way, to the preferences of the individuals whom these
actions affect – the citizens of the state. This postulate of normative individualism
underlies much of the normative analysis in public choice. It is quite understandable,
therefore, that virtually all research in public choice has concentrated on the anal-
ysis of democratic governments, first because virtually all public choice scholars
have lived in democratic countries and thus this form of political system has the
most intrinsic interest for them, and second because they feel that all governmental
systems ought to be organized as democracies.

If one were to categorize every government that has existed anywhere on the earth
from the beginning of recorded history as either a democracy or a dictatorship, and
weigh each government by its duration, one would find that democratic governments
have made up only a tiny fraction of all present and past governments – a fraction
that corresponds to the amount of attention public choice scholars have devoted
to nondemocratic governments in their research. Even today, at the beginning of
the third millennium, when democratic governments are more prevalent around
the world than at any other time in history, they do not make up a quarter of
all governments.1 Anyone seeking to know how actual governments function in
different parts of the world must take up the study of dictatorship. In the last decade
or so, public choice scholars have begun to work on this challenging topic. This
chapter reviews some of their efforts.

The fourth edition of The Concise Oxford Dictionary defines a dictator as an
“Absolute ruler, usually temporary or irregular, of a State, especially one who

1 Freedom House (1997) classifies only 22 percent of all countries as having the set of political freedoms and
civil liberties that we associate with full-fledged democracy.
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suppresses or succeeds a democratic government; [a] person with absolute authority
in any sphere.” This definition aptly fits that archetype dictator, Adolph Hitler. He
succeeded and suppressed a democracy, ruled with absolute authority, and, merci-
fully, his rule was temporary. Those who have lived under the rule of Fidel Castro
or lived under Joseph Stalin might question the characterization of dictatorship as
temporary, and neither of these rulers replaced democracies. Both did suppress
whatever democratic tendencies existed in their countries, however, and both share
with Hitler – and with all other dictators – the property that the authority of the dic-
tator is to a degree absolute. This attribute of dictatorship suggests that the public
choice analysis of dictatorship, grounded as it is on methodological individualism,
might involve merely the analysis of the preferences and actions of one individ-
ual – the dictator. No dictator rules entirely alone, however. He is surrounded by a
bureaucracy that must carry out his dictates, and thus confronts the same sorts of
principal–agent problems that exist in all bureaucracies. And even the citizens he
suppresses have options of whether to resist the government’s actions or support
them, and if resistance is chosen whether it is passive or active, and so on. Thus, we
shall find that despite the significant differences that exist between dictatorships and
democracies, the same basic methodological approach can be applied to the analysis
of each. Indeed, we shall find that several concepts analyzed in previous chapters
come into play again in the analysis of dictatorship. We begin at the beginning with
an account of the origins of dictatorship out of anarchy.

18.1 The origins of dictatorship

We noted in Chapter 2 that cooperative solutions to prisoners’ dilemmas and the
provision of public goods might come about in small, stable communities without
the erection of formal governmental institutions through the rational, self-interested
behavior of individuals engaged in a series of prisoners’ dilemma supergames.
Such informal mechanisms to induce efficient cooperation break down, however, as
the number of players increases and their identities change. One response to such
breakdowns would be for all players to come together and design a set of democratic
institutions for resolving these collective action problems that will be to the mutual
advantage of all players. Such a response would be in the Wicksellian tradition that
underlies much of the public choice literature, and is the focal point of Chapters
25 and 26. Such collective responses to collective action problems fall prey to the
same free-riding behavior that gives rise to the problems in the first place, however
(Dixit and Olson, 2000). One might expect, therefore, that real-world solutions to
collective action problems more often involve the actions of single individuals or
small groups. Recognizing the potential gains from providing some public goods
and rules for resolving prisoners’ dilemmas, certain entrepreneurial individuals step
forward and establish the institutions for providing these goods and services.

Olson (1993, 2000) characterized the rise of dictatorships much in this way. A
dictator is a wealth maximizer, who lives by transferring the wealth generated by
those he rules to himself. One strategy such a wealth maximizer might follow in a
world in which all individuals live in peaceful anarchy in small communities would
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be to create a military force and move from one community to the next expropriating
any and all wealth each community has accumulated. In such a world, however, any
individual who is not part of a roving army has no incentive to accumulate wealth,
since she must live in expectation that a roving bandit and his army will appear and
rob her of her accumulated wealth. A rational, wealth-maximizing bandit will wish
to give individuals incentives to create wealth, therefore, so there is more wealth for
him to take away. Such incentives can be provided if the bandit takes only a part of
a community’s wealth, and protects its remaining wealth from other roving bandits.
Thus, a roving bandit can accumulate more wealth by becoming a stationary bandit
and providing all of the public goods and services that will induce those he robs to
produce wealth, including police protection and defense against external attacks. In
this way dictatorship is born.2

Both the bandit and the community he preys upon are better off if the bandit
becomes stationary and cultivates and protects his community. Although immobility
on the part of the bandit aligns his interests with those of the community, it does
not bring them into perfect alignment. The community’s wealth falls short of the
level it would obtain with a benevolent dictator who maximized the wealth of the
community. To see what is involved, let us deal with income flows rather than
wealth stocks. The dictator provides public goods like roads and bridges, a judicial
system that enforces contracts and protects property, and so forth. Thus, national
income, Y , increases with the amount of public goods, G, Y = Y (G), with ∂Y/∂G >

0, ∂2Y/∂G2 < 0. To finance the provision of the public goods, the dictator levels a
proportional tax, t , on income. This tax has disincentive effects on effort, and thus
higher taxes lead to falling national income. The simplest way to capture this effect
is to assume a constant elasticity with respect to the tax rate, η, and write realized
income as Yr = Y (1 − ηt).

The dictator’s consumption, C , must also come out of the tax revenue raised,
and thus tYr = G + C . The dictator wishes to maximize his consumption subject
to this constraint. If we use this constraint to substitute for C , the dictator can be
thought of as choosing G and t so as to maximize the objective function, OD =
tY (G)(1 − ηt) − G. This leads to the following two first-order conditions:

t
dY

dG
− 1 = 0 (18.1)

Y − 2ηtY = 0, (18.2)

and from these we obtain

dY

dG
= 1

t
(18.3)

t = 1

2η
. (18.4)

Equation (18.4) defines the same optimal tax rate as obtained by Brennan and

2 Volckart (2000) describes how the modern state arose in medieval Germany as an institution for providing
protection and generating rents.
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Buchanan (1980) in the Leviathan model, for in the present model the dictator is
exploiting the population in exactly the same way as in the Leviathan model, with
the exception that the money taken from the citizens goes to finance the dictator’s
own consumption rather than the expansion of the state.

If public goods provide no utility to the citizens of the community other than
through their impact on income, the citizens would of course wish to maximize the
income of the community net of the amount needed to pay for the public goods,
Y (1 − ηt) − G. If we maximize this societal objective function, OS , with respect
to G, we obtain

∂OS

∂G
= dY

dG
(1 − tη) − Yη

∂t

∂G
− 1 = 0, (18.5)

taking into account that t is a function of G through the budget constraint. The first
term in (18.5), (dY/dG)(1 − tη), is the marginal gain to the community from in-
creasing the quantity of public goods. The second term, Yη(∂t/∂G), is the marginal
cost of increasing the amount of public goods owing to the fact that an increase in
G requires an increase in t , and this increase reduces Y because of the disincen-
tive effects of taxation. The third term in (18.5), −1, captures the marginal cost of
increasing G that arises because G must be financed out of Y .

Despite the simplicity of the relationships assumed, solving for an explicit value
of t leads to a quite complicated expression relating t to dY/dG. Fortunately, it is
apparent from the objective functions of the dictator and the community, OD and
OS , that the quantity of the public good provided by the dictator falls below the
socially optimal quantity.

OD = tY (G)(1 − ηt) − G (18.6)

OS = Y (G)(1 − ηt) − G. (18.7)

These two objective functions are plotted in Figure 18.1. Owing to the concavity of
Y (G), and the fact that (1 − ηt) falls with t, OS is concave in G, as is OD . Owing to
the need to finance the dictator’s consumption out of tax revenue, t is higher under
dictatorship for any level of G (and thus (1 − ηt) is lower). This, coupled with the
fact that the first term in OD is multiplied by t < 1, ensures that OD reaches a
maximum before OS does. A dictatorship supplies a smaller level of G than would
be socially optimal.

18.2 The goals of dictators

18.2.1 The consumption of the dictator

The Roman emperor Nero indulged himself in every possible consumption activity;
France’s Louis XIV, “the Sun King,” built a palace at Versailles that would have
turned Nero green with envy; England’s Henry VIII indulged a voracious appetite
for food, drink, and wives; when Imelda Marcos, wife of the Philippines’ longtime
dictator, hurriedly fled the country following her husband’s death, among the many
possessions that she left behind were 3,000 pairs of shoes. The list of autocrats
who have taxed their subjects to support extravagant and exotic lifestyles is nearly
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endless. The assumption of the previous section – that a dictator uses his authority
to transfer income from his subjects to enhance his personal consumption – fits
many a dictator.

18.2.2 Power

But not all dictators aspire to live “like Kings.” Adolph Hitler lived rather modestly,
despite the extent of his absolute power, as did Jean Calvin in the days when he and
his followers imposed a religious autocracy on the citizens of Geneva. Some dictators
seem to be driven by desires that go well beyond their personal consumption. In
these and analogous cases, the dictator espouses a particular ideology that he wishes
to inculcate in others. The dictator seeks power to maintain and spread a particular
ideology. For Hitler it was Fascism; for Calvin a particular version of Protestantism
that came to be called Calvinism. The dictator possessed by such an ideology seeks
that his subjects espouse and live by the principles that underlie the ideology. He
seeks power over his subjects, power to control what they think and what they do.
Jean Calvin, for example, dictated what the Genevans would wear, where they could
live, and the names they could give their children (Bernholz, 1997b, pp. 289–90).
The goal of Fascism was to control every aspect of the subject’s life, as the quotation
from Mussolini at the beginning of this chapter reveals.3 Any system like Fascism
or Calvinism that seeks total control over individuals’ lives we shall place under the
category of totalitarianism.4 Our second possible goal of a dictator is power – the
power to control some, in the limit all, of the actions of those he governs.

18.2.3 Security

Since many may find the power and/or life-style of the dictator attractive, many
may wish to replace him. If the dictator wishes to continue to exercise power and
enjoy the perquisites of office, he must thwart the efforts of others to replace him.
Remaining in office – job security – is the third and most obvious goal that a dictator
is likely to pursue, and one of the most difficult to achieve (Tullock, 1987).

In this book we have examined the behavior of three actors in a democracy –
the citizen-voter, the elected politician, and the appointed bureaucrat. A dictator
combines all three roles, and thus not surprisingly his motivations are a combination
of the assumed motives of the three different actors in a democracy. In a dictatorship
it is the preferences of the dictator, not those of the citizen, that are paramount,
and thus government taxes and expenditures are oriented at least in part toward
satisfying his consumption wishes, just as in a democracy government taxes and
expenditures are oriented, at least in part, toward maximizing citizens’ benefits from
private and public good consumption. As head of state the dictator is in command
of the government bureaucracy and he must, at a minimum, exercise power over this

3 This quotation is taken from Bernholz (1991, p. 431), where a definition and discussion of the properties of
totalitarian movements can be found.

4 For further discussion of the properties of totalitarianism and references to the non-public choice literature
dealing with it, see Bernholz (1991, 1997b) and Wintrobe (1998, pp. 7–11, 58–68).
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bureaucracy to achieve his other goals. If he wishes to impose a particular ideology
on all his subjects, he must exercise power over all of them. Thus the dictator, like
every other bureaucrat, seeks power. And finally, like every elected politician, he
wants to remain in office. We now explore in some detail how the dictator goes
about achieving these goals.

18.3 The functioning and survival of dictatorships

18.3.1 The utility-maximizing dictator

Given the discussion of the previous section we can now express the dictator’s utility
as a function of consumption, C , power, P , and security, S, U (C, P, S). To obtain
these objectives we shall assume, following Wintrobe (1990, 1998), that the dictator
relies on two strategic instruments – the loyalty of his subjects and repression of
them. Loyalty is won by making the citizens better off. We shall assume that the
loyalty of the dictatorship’s subjects increases with their after-tax incomes, L =
L(YT ), L ′ > 0, L ′′ < 0. To repress certain actions of the citizens, the dictator must
expend resources on police, jails, informers, and so on. Thus, the level of repression
is a function of the amount of tax revenue devoted to it, R = R(TR), R′ > 0, R′′ < 0.
Both the power of the dictator and his security in office can reasonably be assumed to
increase with the loyalty of his subjects, and the amount of resources devoted to re-
pression, P = P(L , R), ∂ P/∂L > 0, ∂2 P/∂L2 < 0, ∂ P/∂ R > 0, ∂2 P/∂ R2 < 0;
S = S(L , R), ∂S/∂L > 0, ∂2S/∂L2 < 0, ∂S/∂ R > 0, ∂2S/∂ R2 < 0.

As before we assume that the dictator raises revenue through a tax on the pop-
ulation’s income. We could assume that this income is a function of the level of
public goods supplied as before, and solve for both this level and the tax rate. Since
no new insights can be expected from this additional complexity, we shall simply
assume that both the level of public goods, G, and gross national income, Y , are
fixed. The dictator’s task then reduces to that of choosing a level of consumption, C ,
and expenditures on repression, TR , to maximize his utility. Given these values, the
total amount to be raised in taxes is determined, and this in turn fixes the after-tax
income of the population (YT = Y − G − C − TR), and thereby the level of their
loyalty. Maximizing U with respect to C and TR yields

∂U

∂C
= ∂U

∂C
− ∂U

∂ P

∂ P

∂L
− ∂U

∂S

∂S

∂L
= 0 (18.8)

∂U

∂TR
= −∂U

∂ P

∂ P

∂L
+ ∂U

∂ P

∂ P

∂ R
R′ − ∂U

∂S

∂S

∂L
+ ∂U

∂S

∂S

∂ R
R′ = 0. (18.9)

Rearranging (18.8) we get

∂U

∂C
= ∂U

∂ P

∂ P

∂L
+ ∂U

∂S

∂S

∂L
. (18.10)
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The dictator chooses a level of consumption such that the marginal utility from the
last tax talent5 devoted to his consumption just equals the marginal utility from
increased power and security he would receive if that talent were not raised in taxes,
and thereby increasing the loyalty of the citizenry.

Rearranging (18.9) we get
(

∂U

∂ P

∂ P

∂ R
+ ∂U

∂S

∂S

∂ R

)
R′ = ∂U

∂ P

∂ P

∂L
+ ∂U

∂S

∂S

∂L
. (18.11)

The dictator devotes tax revenue to repression up to the point where the marginal
gain from an extra talent spent on repression just equals the marginal utility from
increased loyalty that this talent would produce if it were not raised in taxes.

18.3.2 Tinpots and totalitarians

Wintrobe (1990, 1998) has examined the behavior of polar cases of dictators, who are
only interested in either power or in their personal consumption. Those who pursue
only power he calls “totalitarians,” and those who maximize their own consumption
he calls “tin pots.” Equations (18.8) and (18.10) drop out for the totalitarian, and we
are left with the condition (18.11) for optimally balancing the gains from increased
loyalty and repression. For the tin pot dictator, all terms involving the ∂U/∂ P drop
out of (18.10) and (18.11), and we are left with

∂U

∂C
= ∂U

∂S

∂S

∂S
(18.12)

∂S

∂ R
R′ = ∂S

∂L
. (18.13)

The tin pot balances the marginal gain in utility from an increase in consumption
against the marginal gain from another dollar left to the people to increase his
security, and divides money between building loyalty and increasing repression so
that it is equally effective on the margin at increasing security.

A threat to a dictator’s security can be interpreted as a rise in ∂U/∂S. The reaction
of the tin pot to such a challenge to his rule is unambiguous. He reduces consumption
to increase loyalty and reequilibrate the two sides of (18.12). The reaction of the
totalitarian is more ambiguous. The increase in ∂U/∂S increases both the right- and
the left-hand sides of (18.11). Whether the totalitarian responds by cutting taxes to
increase loyalty, or by raising them to increase repression depends on the relative
effectiveness of these two strategies.

An exogenous increase in national income produces a windfall increase in the
loyalty of the population, and thereby a fall in the marginal impact of reducing taxes
on the population. The right-hand sides of both (18.12) and (18.13) fall and the tin
pot responds by increasing taxes and spending more on repression to increase his

5 So as not to suggest that any particular country is a dictatorship, I have chosen this ancient unit of money for
our dictatorship.
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security and more on his personal consumption.6 An exogenous increase in national
income decreases both terms on the right-hand side of (18.11) and thus leads the
totalitarian to raise taxes and increase repression so as to increase both his power
and his security.

18.3.3 Selective strategies to survive

We have until now assumed that loyalty and repression – although quite different in
their causes – are similar in their effects. Both can enhance the power and security
of the dictator if more resources are devoted to them. The preceding models do
not specify, however, how these resources are spent; whether the actions of all
citizens are monitored and repressed, or only those of some; whether the incomes
of all citizens are increased to win their loyalty, or only those of some. Repressive
policies – government informers, secret police, death squads – seem likely to breed
distrust and fear, and in many cases to destroy the goodwill and loyalty that other
government policies, like free education, subsidized housing and the arts, and sound
economic policies might engender. Thus, it seems plausible that a dictator will make
his investments in fostering loyalty and repression selectively. One strategy would
be to cultivate the loyalty of those individuals or groups who can contribute the
most to the success of the dictatorship, and repress those who are best able to harm
it. Thus, the military’s loyalty is enhanced by high salaries and fat budgets, while
student groups and the press are censored and repressed.7

Up until now we have assumed that the dictator supplies public goods to increase
the incomes of all members of society both to build the loyalty that contributes to the
dictator’s power and security, and to maximize his potential tax revenue. But a given
group’s loyalty can be won just as readily by transferring income to it from some
other group as from creating income through the provision of pure public goods and
sound economic policies. Thus, the rational dictator can be expected not only to
transfer income from the community to himself to satisfy his personal consumption
desires and his personal ambitions, but also to transfer income to segments of
the community whose loyalty he most wants to strengthen. Those groups that see
their incomes taken away to finance such transfers become the obvious targets of
repression.

We might model this process by assuming that the success of the dictatorship,
however measured, or more narrowly its security, S, is a function of the utility
levels realized by each group in the country, which in turn are functions of the
income earned by each member of a group and any subsidy/transfers it receives,
Ui = Ui (Yi + si ), where si is the subsidy to a member of group i , which if it is

6 Wintrobe (1998, chs. 3 and 5) assumes that loyalty is an increasing function of repression at low levels of
repression. Thus, an exogenous increase in loyalty caused by an increase in income allows the tin pot to reduce
repression. I prefer to keep the concepts of loyalty and repression separate. Loyalty connotes the voluntary
allegiance of citizens to the dictator out of gratitude or trust. Repression enhances the involuntary support for
the dictator from fear and coercion.

7 This reasoning explains why I separate loyalty and repression. If outlays to increase loyalty also benefited targets
of repression, then it would be sensible to assume that L = L(YT , R) with ∂L/∂ R < 0.
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negative becomes a tax. As a group’s income grows its loyalty to the regime and
contribution to its success grow. Each group’s contribution to the regime’s success
can be different, however. To simplify, we shall merely capture these differences
with the group-specific parameter, αi . In addition, the success of the dictatorship
depends on the resources it devotes to repression. Once again we shall assume
that the contributions to the regime’s success from repression differ across groups,
and simply measure these differential responses with the parameter, βi . The secu-
rity of the dictatorship can now most simply be written as additive in these two
terms,

S = n1[α1U1(Y1 + s1) + β1 R(TR1)] + n2[α2U2(Y2 + s2) + β2 R(TR2)]

+ · · · + ni [αiUi (Yi + si ) + βi R(TRi )] + · · · + nm[αmUm(Ym + sm)

+ βm R(TRm)] (18.14)

where TRi is the amount of tax revenue devoted to repressing group i , and ni

is its size. The dictator’s task is to maximize S subject to the constraint that the
total amount of positive subsidies and tax revenue devoted to repression equals the
amount of tax revenue raised (negative subsidies).8

m∑

i=1

ni si +
m∑

i=1

ni TRi = 0. (18.15)

In addition to this budget constraint there are constraints that expenditures on repres-
sion cannot be negative, and that no tax on a group can exceed externally determined
income, if si < 0, then | −si | ≤ Yi , and TRi ≥ 0, for all i . Maximizing (18.14) with
respect to the si and TRi subject to these constraints yields first-order conditions
of the following form for all groups for which the inequality constraints are not
binding:

αiU
′
i = α jU

′
j = βk R′ = βh R′. (18.16)

Income is redistributed across groups to equate the marginal impacts on the security
of the government of increasing the income of a member of any group. Tax revenues
are allocated to repressing each group to again equate the marginal impacts on
security of repressing a member of any group. For groups with very low βi s the
gains from repression are so low that no funds are devoted to this activity. Groups
with very low αs have all of their incomes taxed away.

In reality, a more complicated functional form linking S and the utilities of
the citizenry and the gains from repressing them seems plausible. For example, the
gains from repressing a given group are likely to increase with the amount of income
taxed away from it, that is, βi is a function of si . But we need not explore these more
complicated alternatives to see that the optimal set of policies of a dictator are likely
to involve the selective use of rewards and punishments.9 It is worth noting in this
context that the task faced by the dictator of choosing tax/expenditure policies is

8 We ignore once again the dictator’s consumption and provision of public goods.
9 For additional discussion of selective strategies by dictators, see Wintrobe (1998, chs. 6–8).
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similar to that faced by the competing parties in a two-party electoral system under
the assumptions of the probabilistic voting model (see Chapter 12). When interest
groups make different contributions to the success of a party, it promises them
differential benefits from governmental programs. Competition for votes between
the two parties leads them to offer a set of policies that maximize some form of
weighted social welfare function. The dictator does not have to compete against an
organized opposition, but must live in constant fear that some general, or corporal,
or alienated academician will set a train of events into motion that will result in
the dictator’s downfall. This uncertainty leads the dictator to maximize an objective
function that is dependent on the utilities of the citizens. It differs most from that of
a party in a democracy in that the weights it places on the utilities of some groups
may effectively be negative.

18.3.4 The dictator’s dilemma

Thus, we see that citizens will experience differential gains and losses from gov-
ernmental policies under a dictatorship as in a democracy. Rent seeking will take
place and different groups will compete for these rents. To achieve his goals, the
dictator must determine who his true supporters and enemies are, whom to reward,
and whom to punish, the αs and βs of the previous subsection. In a democracy this
information is readily available. Interest groups offer visible support for a party
in the form of votes and campaign contributions, and a politician can fairly easily
determine which groups are most loyal to him – which groups deserve rewards.
But in a dictatorship support for the government is much more passive. It takes
the form of not actively opposing the government, not sabotaging its policies and
starting a revolution to overthrow it, and so forth. All groups have an incentive to
fain support for the dictatorship even if they are actively working to undermine it.
The dictator faces the daunting task of determining which groups truly support him,
which are merely pretending to do so, and which are actively but secretly plotting
his overthrow.

Moreover, the incentive to conceal one’s true intentions and opinions about the
dictatorship increases with the level of repression and the dictator’s willingness to
exercise absolute power. Every citizen must wonder when she openly expresses an
opinion about the dictator or his policies whether her views may be used not to
improve her welfare, but to single her out for repression. Thus, the rational citizen
in a dictatorship can be expected to conceal her true feelings about the dictator and
his policies, and this is true from the average citizen on the street right up to the
dictator’s closest and most important advisors. Thus arises the dictator’s dilemma.10

The more absolute his power and the more ruthless his use of repression to stay
in office, the poorer his sources of information are as to how to exercise his power
most effectively. Paradoxically, the effective power of the dictator who uses fear and
repression to remain in office may actually decline as he makes more and more use
of these strategies.

10 The term comes from Wintrobe (1998, pp. 20–39); see also Elster (1993, pp. 66–9).



18.4 The rise and decline of dictatorships 417

To build support for his regime the dictator needs a way of credibly signaling to
those whose loyalty he seeks to win that he will not subsequently turn upon them.
Those seeking rents and other rewards from the dictator need a way of signaling their
willingness to trade their loyalty for rents. Most generally, the dictator needs criteria
to determine who should be rewarded and who not, and who should be the target of
repression. Here ideology can play a useful role. In a theocracy, for example, citizens
can be distinguished on the basis of whether they are members of the religion of the
state or not. Nonmembers become the obvious targets for repression and taxation.
Support for the dictator is built among members of the religion through transfers
and other measures to win loyalty. The ideology of the regime identifies the likely
winners and losers from governmental policy, and commits the dictator to some
degree not to employ repression against members of the state religion. The existence
of a state religion helps to make the dictator’s promises credible. Other criteria for
differentiating among the citizenry have been by economic interest (Communism)
and ethnic group (Fascism, Apartheid, Nationalism).11

18.3.5 The limits of totalitarianism

The discussion of the previous subsection reveals why few dictators have ever come
close to achieving the ambitious goal set for fascism by Mussolini at the beginning
of this chapter – certainly he did not realize it. One explanation is that the totalitarian
is likely to lack the information needed to achieve his goals. A second reason is that
he is likely to lack the necessary resources.

Returning to (18.14) we see that the dictator will want to tax some groups and
transfer sources to others to win the latter’s loyalty. Additional resources are needed
to repress still other groups, probably including those heavily taxed. Over time
the productivity of the groups targeted for heavy taxation and repression is likely
to decline. To maintain tax revenues the regime must expand the list of targets for
taxation and repression. As their productivity declines, the list of targeted groups
must be expanded yet again, and so on. A second reason why a totalitarian regime
may not be able to achieve its goal of complete ideological subjugation of the
population is that it lacks the necessary economic resources.12

18.4 The rise and decline of dictatorships

In Section 18.1 we described how a dictatorship might arise out of a state of pure
anarchy. Very often dictorial regimes come into being following a war or revolution,
or the collapse of a different form of government. The Ottomans defeated in battle
and then replaced a crumbling Byzantine theocracy. Napolean Bonaparte erected
his dictatorial empire in a France torn by strife and conflict following the French
Revolution. The Communist dictatorship that established and dominated the Soviet

11 For further discussion, see Bernholz (1991, 1997b) and Wintrobe (1998, chs. 7 and 8).
12 See Wintrobe (1998, chs. 3 and 5). The empirical evidence linking dictatorships and economic performance is

discussed below.
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Union throughout most of the twentieth century arose following a revolution that
erupted in Russia during World War I. It replaced the monarchy of the Romanoffs.
Hitler’s Fascist dictatorship replaced a democratic system of government during the
economic crisis in Germany in the 1930s. Fidel Castro led a revolutionary army
that replaced an unpopular dictator in Cuba. In these and many other examples one
could cite, the new regime replaces a corrupt or decaying regime at a time of great
insecurity and unhappiness in the country. The new dictatorial regime thus often
begins with considerable support from at least some sectors of the population. The
successful dictator extends and strengthens his initial support. Rewards are meted
out to build loyalty among some groups; repression is used to control the (possible)
disloyalty of others. If the movement that led to the rise of the dictatorship had an
ideology, the dictator may employ it to develop loyalty.

The victors in a revolutionary struggle, like the winners of any contest, are filled
with joy and enthusiasm, a conviction that they and their ideology have been vin-
dicated. This enthusiasm, bred from victory, can help to provide the energy needed
to construct the many institutions that are needed to sustain the dictatorship over
the long run. But with time such enthusiasm wanes, memories of victory fade,
and the dictatorship goes into decline. The most recent and spectacular example
of a decline and eventual collapse of a dictatorial system has been, of course, the
collapse of the Communist regimes in the Soviet Union and Eastern Europe. Both
Wintrobe (1998) and Olson (2000) have provided complementary explanations for
this decline, focusing on the properties of the gigantic, bureaucratic systems of state
planning in these countries.

In the classic depiction of a hierarchical organization, information relevant to
the success of the organization (changes in the tastes of clients or customers, new
technological options) is gathered at the bottom of the hierarchy and passes upward,
and commands are given at the top and pass downward. Both types of information are
subject to distortion and dissipation as they pass through the hierarchy. In addition
to inadvertent losses of content as information passes through the hierarchy there
are intentional distortions and destruction of information as members of a hierarchy
opportunistically pursue their own goals. The task of each supervisor is to reduce
such control losses so that the organization succeeds at achieving the goals laid
down by the person(s) at the top.13

Wintrobe (1998, chs. 9 and 10), building on Breton and Wintrobe (1982), distin-
guishes between vertical exchanges in a hierarchical organization, and horizontal
exchanges. Subordinates provide certain services for their supervisors who in turn
offer them certain rewards. Trust is established between subordinates and super-
visors in this way, and such vertical exchanges thereby lead to the organization’s
successfully satisfying its goals. The enthusiasm that characterizes the early years
of a new dictatorial system combined with strong commitments to the ideology
underlying the dictatorship can be expected to strengthen the levels of trust be-
tween vertically linked members of state bureacracies, and thus to contribute to

13 Classic discussions of these properties of hierarchies are by Simon (1961) and Williamson (1964, 1975). See
also Milgrom and Roberts (1992).
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the dictatorship’s efficiency. Wintrobe (ch. 9) argues that vertical trust was partic-
ularly strong in the Soviet state’s bureaucracies during the first decades following
the revolution, and that this helps explain the extraordinary and otherwise surpris-
ing success and apparent efficiency of Soviet central planning over much of the
twentieth century.

In contrast to vertical exchanges, horizontal exchanges undermine the efficiency
of hierarchical organizations. Horizontal exchanges take place between individuals
at a given level of the hierarchy. Any interests that these individuals hold in common,
other than the overarching goals of the organization, are likely to conflict with these
overarching goals. For example, all scientists in a research laboratory are likely to
have a common interest in expanding their freedom to define the research topics that
they pursue. The success of the laboratory at answering the questions assigned to
it may be undermined, however, if the research of its members ranges too far away
from the assigned questions. Thus, as horizontal linkages develop in a bureaucracy
its efficiency can be expected to fall. Trust relationships develop between people
who occupy similar positions in the hierarchy, as they exchange favors for one
another (you say that my research is good for the organization, and I’ll say that
yours is; you cover for me, and I’ll cover for you).

Since vertical exchanges contribute to the success of the organization, they can
be openly advertised and joined. Indeed, rewarding one subordinate for doing a
good job is likely to have a bigger positive impact on the organization’s success
if her co-workers at the same level of the hierarchy are made aware of the reward
than if it is kept secret. Vertical exchanges can be put in writing and easily verified.
Horizontal exchanges that benefit the participants in the transaction, but damage the
organization’s efficiency, must be made and kept in secret. When several individuals
are involved, these exchanges resemble cartel arrangements. In a market economy,
horizontal cartel arrangements may need to be tacitly joined to avoid the scrutiny
of the authorities charged with maintaining competition to promote the efficiency
of the economy. Horizontal cartel arrangements among bureaucrats may also need
to be joined tacitly to avoid the scrutiny of those standing higher in the hierarchy
who stand to lose if the organization becomes less efficient.

All members of a horizontal cartel are caught in a prisoners’ dilemma. The rents
created by the cartel are a public good for it. All members of the cartel benefit if
the collusive agreement is maintained, but each individual member can benefit still
more from cheating on the cartel. In a horizontal price-fixing cartel such cheating
takes the form of (usually secret) price reductions. In a horizontal cartel among
bureaucrats, cheating may take the form of “blowing the whistle” on the other
members, and thereby obtaining a handsome reward or promotion.

Such whistle-blowing is quite likely during the early days of a dictatorial regime,
when many of its members remain “loyal to the cause” and committed to the regime’s
underlying ideology. As time passes, memories of the revolution fade, and ardor
for its ideological principles cools. Whistle-blowing may become less prevalent.
With time it is also easier to determine whom one can trust to remain loyal to
the cartel, and who the likely whistle-blowers are. Thus, the horizontal exchanges
and rent-seeking cartels that undermine a bureaucracy’s efficiency only appear in
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mature bureaucracies. Just as the institutional sclerosis and rent-seeking that produce
economic decline appear only in mature democracies, where sufficient time has
elapsed since the revolution or war that launched them, so too institutional sclerosis
and rent-seeking within the giant bureaucracies that manage a centrally planned
economy become debilitating only as the years pass following the revolution or war
that launched the underlying dictatorship. Both Wintrobe and Olson “credit” Stalin
for postponing the onslaught of bureaucratic sclerosis, and thus for prolonging the
Soviet Union’s “economic miracle” by destroying the horizontal exchange and cartel
patterns within the Soviet bureaucracies through his many and brutal purges. These
purges both shuffled the potential membership of any horizontal cartel and raised
the penalty on anyone for whom a whistle was blown. Bureaucratic sclerosis became
inevitable once the purges ceased, and the Soviet bureaucracies were able to settle
into a peaceful maturity.

18.5 Dictatorship and economic performance

Do democracies outperform dictatorships? Several writers have addressed this im-
portant question both theoretically and empirically. Unfortunately, neither literature
gives an unequivocal answer. Let us begin with the theoretical approaches.

18.5.1 The relative advantages of dictatorship and democracy

In Section 18.1, we saw that a consumption-maximizing dictator would supply a
smaller amount of public goods than would be optimal for the entire community.
This result implies that in a democracy, which makes its collective decisions using the
unanimity rule, both the level of public goods and national income will be higher than
in a dictatorship in which the dictator chooses the level of public goods to maximize
his personal consumption. No democracies make their collective decisions using the
unanmity rule, however, and we know that in majoritarian democracies, the winning
majority may act as a dictator transferring income from the minority to itself. Will
its outcomes be worse or better than those under a dictatorship?

To see what is involved, let us assume as in Section 18.1 that national income is a
function of the quantity of public goods supplied, and diminishes as the proportional
tax on income rises, Y = Y (G)(1 − ηt), where again η is the elasticity of income
with respect to the tax rate. The objective of the dictator was to maximize his
consumption, which equaled total tax revenue less the amount spent on public
goods,

OD = tY (1 − ηt) − G. (18.17)

The full community, on the other hand, would wish to maximze the difference
between total income and the cost of the public goods,

OS = Y (1 − ηt) − G. (18.18)

One way to think of a majority coalition behaving is that it both selects an amount of
public goods and, like the dictator, transfers some of the income from the community
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to itself in the form of a subsidy, S. Tax revenues must thus cover both public goods
expenditures and the subsidy,

tY (1 − ηt) = G + S. (18.19)

Let m be the fraction of the community that is in the majority coalition. Its objective
is then to maximize its share of national income net of taxes plus its subsidy,

OM = m(1 − t)Y (1 − ηt) + S. (18.20)

Using (18.19) to replace S in (18.20) we obtain

OM = m(1 − t)Y (1 − ηt) + tY (1 − ηt) − G. (18.21)

With m = 0, (18.21) reduces to (18.17) and we have the objective function of the
consumption-maximizing dictator. With m = 1, (18.21) reduces to (18.18) and we
have the objective function of the community, which maximizes income net of public
goods costs. Thus the objective function for a redistributive majority coalition falls
between that of a pure dictatorship and a community functioning under the unanimity
rule, and its chosen tax rates and public good quantities will also fall between these
two values.14

Although it is instructive to think of a majority coalition merely paying itself
a subsidy out of general tax revenue, given the disincentive effects of taxation a
majority coalition would not both tax itself and offer itself a subsidy. An alternative
strategy would be to tax itself, and the minority, at different rates. If we let tm be the
tax rate for the majority coalition, and tn be the tax rate for the minority coalition,
the objective function of the majority coalition becomes merely the maximization
of its net of tax income, subject to the budget constraint:

OM = m(1 − tm)Y (1 − ηtm) + λ[G − mtmY (1 − ηtm)

− (1 − m)tnY (1 − ηtn)]. (18.22)

Despite the simplicity of this formulation, the maximization of (18.22) does not
yield values for tm and dY/dG that allow easy, intuitive interpretations. It does
for tn , however. The tax rate imposed on the minority by the majority is exactly the
same as that imposed on the community by the consumption-maximizing dictator.15

Thus, although a majority coalition in a democracy can be expected to exploit the
minority in much the same way as a dictator would, its choices with respect to itself
will be less exploitative, and the outcomes for a majoritarian democracy will come
closer to those that maximize the community’s welfare than for a dictatorship.

These arguments abstract from the problems dictators might have keeping their
jobs, and their possible interest in power and various ideological goals that may
lower the community’s welfare. Overland, Simons, and Spagat (2000) have recently
explored the implications of introducing uncertainty over survival into a model of

14 For further discussion using a more elaborate model, see McGuire and Olson (1996).
15 Maximizing (18.22) with respect to tn yields as a first-order condition

λ[−(1 − m)Y (1 − 2ηtn)] = 0.

Since λ > 0, the expression within the square brackets must equal zero, implying that tn = 1/2η.
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a consumption-maximizing dictator. They assume that the probability of a dictator
being overthrown falls as the prosperity of the community increases. If the initial
conditions – in their model the initial capital stock – are favorable enough to pro-
duce a standard of living above a critical threshold, the dictatorship has a sufficiently
high probability of surviving that the dictator chooses policies to promote growth,
since he knows that it is highly likely that he will be around to skim off his share
of the national income. If the initial conditions are unfavorable, however, the prob-
ability of the dictatorship surviving is low and the dictator plunders the economy.
Overland, Simons, and Spagat thus predict that dictatorships fall into two cate-
gories: one performing very well in terms of economic growth, the other performing
disastrously.

In a quite different model, Robinson (2000) has shown that dictators may choose
not to invest in public goods like education that would improve the welfare of the
community, because a well-educated society is more capable of overthrowing the
dictator.

These results make it difficult to predict whether dictatorships should perform
well or poorly in terms of economic growth. And the same can of course be said
for democracies, once we allow for various forms of rent seeking, cycling, budget-
maximizing bureaucracies, and the like.16 As is often the case, the issue must be
settled empirically.

18.5.2 The relative economic performance of dictatorships
and democracies

Levels of income or the growth of income per capita are often used as performance
measures in international comparisons, and essentially all the comparative literature
on democracy and dictatorship use these sorts of measures. These abstract, of course,
from many of the attributes of democracy that most citizens would hold dear. For
example, one might be much happier living in a country in which one is free to read
whatever one chooses, than in one where this freedom is absent, even if income levels
and growth rates in the two countries were the same. Nevertheless, it is interesting to
ask whether these standard measures of economic performance are systematically
related to the degree of freedom and democracy. A quite extensive literature has
attempted to offer an answer.

Although there are problems in defining and measuring economic performance
properly, these pale into insignificance alongside the problem of defining and mea-
suring freedom and democracy. The standard approach now is to combine various
indexes of civil, economic, and political freedoms into one or more grand indexes.
In some cases, for example Scully and Slottje (1991) and de Haan and Siermann
(1998), the emphasis is on economic freedoms; indexes of “freedom of the foreign
exchange regime,” “freedom from work permits,” and the like are combined. In
other studies, the focus is more on democratic freedoms.

16 For further discussion of the different theoretical arguments and references to the literature, see Przeworski
and Limongi (1993).
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Most reassuringly for advocates of free market and capitalist systems, measures
of economic freedom do seem to correlate positively with per capita growth rates in
income. De Haan and Siermann (1998), for example, found that the coefficients on
nine different measures of economic freedom all had the correct sign in regressions
to explain per capita income growth, and at least some of these were statistically
significant and passed a set of sensitivity tests. In a follow-up study, de Haan and
Sturm (2000) report, however, that only increases in economic freedom have a
significant impact on economic growth, not the levels.17 Wu and Davis (1999), on
the other hand, also found a positive relationship between growth of income and a
composite index of economic freedom, and Knack and Keefer (1995) found that the
protection of property rights was positively associated with economic performance
across all forms of political systems.

Less reassuring for advocates of democracy has been the pattern of relationships
between democratic/political freedoms and income growth rates. Although some
studies have established a significant positive link between measures of political
freedom and growth (e.g., Pourgerami, 1992), others have found that authoritarian
regimes have better growth records (Adelman and Morris, 1973; Barro, 1996).
Przeworski and Limongi (1993) reviewed 21 empirical studies that tested for a
link between type of political system and economic growth and were unable to
determine any consistent pattern in the results. One reason for these ambiguous
findings is apparent from the discussion of the decline of bureaucratically run,
centrally planned economies in the previous section. In Chapter 22 we shall discuss
hypotheses and evidence that suggest that democracies can also go into economic
decline. Both may go through “life cycles,” so that their economic growth rates vary
significantly depending on the age of the regime. Proper testing for the effects of
democracy and dictatorship must differentiate between young and mature variants
of these two systems.

A second difficulty that arises when measuring the impact of democracy on eco-
nomic performance is that neither democracy nor dictatorship come in a single form.
Among the European, Anglo-Saxon, and Latin American countries that fall fairly
clearly under the heading of democracy, there are potentially important differences in
electoral rules (two-party, multiparty, presidential), in the use of institutions of direct
democracy like the referendum, federalist structures, and the like. Within the set of
dictatorships, there are also important differences. Wintrobe (1998), for example,
first distinguishes among totalitarian, tinpot, tyrannical, and timocratric dictator-
ships (chs. 1–5). Later he draws distinctions along economic lines among klepto-
cratic, capitalist authoritarian, command economy, and shadow economy dictatorial
systems (chs. 6–10). Not only is there no reason to expect all of these different sorts
of dictatorships to exhibit similar levels of economic performance, Wintrobe’s anal-
ysis demonstrates why one should definitely expect that at least some of them will
perform quite differently from one another. Indeed, the likelihood that different dic-
tators would choose policies with dramatically different economic consequences for
their subjects was apparent in the simple models analyzed in Sections 18.1 and 18.2.

17 Berggren (1999) finds that increases in economic freedoms reduce income inequality.
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The main empirical implication of the model of Overland, Simons, and Spagat
(2000) described earlier is that there should be a larger variance in the growth rates
of dictatorships than there is for democracies. They present evidence that this is the
case.18

18.5.2.1 A direct test of Wintrobe’s model of dictatorship. Schnytzer and Šušteršič
(1997) use membership in the Communist Party in Yugoslavia over the period of
1953–88 as an index of support for the Communist regime, support which con-
tributed to its stability over this period. Between 1953 and 1988 membership in
Yugoslavia’s Communist Party varied both over time and across the several republics
that made up the Yugoslav Republic. One possible explanation for this variability
is that membership in the party increases as the popularity of the party increases.
This hypothesis would lead us to expect, in line with the political business cycle
literature reviewed in Chapter 19, that membership would be inversely correlated
with macroeconomic variables like unemployment and inflation rates. Membership
in the Communist Party could, on the other hand, measure the degree of loyalty
to the regime resulting from “political exchanges” between the government and
the citizens as Wintrobe hypothesizes. Schnytzer and Šušteršič (1997, p. 121) “as-
sume that jobs, or the likelihood of obtaining promotion, were a very important
source of rents provided by the Party to its members. The relative value of this rent
increased with unemployment. Therefore, we should expect LCY [League of Com-
munists of Yugoslavia] membership to be positively related to unemployment” –
exactly the opposite prediction from the political-business-cycle-popularity hypoth-
esis. For analogous reasons they expect LCY membership to be inversely correlated
with the level of real wages. Time series regressions yielded the strongest support
for these predictions in the two provinces with largely Serbian populations, where
the Communist government was most firmly established – Serbia and Montenegro.
Little empirical support for the political exchange hypothesis was found in the non-
Serb republics of Slovenia and Macedonia, where the Communist government was
weakest. Empirical support for the political exchange hypothesis fell in between
these two extremes in Bosnia/Herzegovina and Croatia, which have mixed Serbian
populations and had Communist regimes with strengths that also fell between those
of the four other republics. The findings of Schnytzer and Šušteršič are consistent
with the hypothesis that governments in Serbia and Montenegro, and to a lesser
extent in Bosnia/Herzegovina and Croatia, reinforced and sustained a mixed ideol-
ogy of Serb-nationalism and Communism through political exchange as implied by
Wintrobe’s model of dictatorship.

18.6 Conclusions

The word “democracy” conjures up the the image of the sovereignty of the citizens.
The citizens decide the policies of the state, and only their preferences count. In

18 For further discussion of the conceptual and econometric problems in trying to explain differences in economic
growth rates in terms of whether countries are classified as democracies or dictatorships, see Przeworski and
Limongi (1993).
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contrast, the word “dictatorship” connotes the antithesis of democracy. Only the dic-
tator’s preferences count. The collective choices of the citizens in a direct democracy
arguably come reasonably close to meeting the ideal of citizens’ sovereignty. Even
here one must worry about the problem of rational ignorance on the part of voters,
and cycling under some choices of voting rules. But these aside, one expects a fair
correspondence between what the citizens want from the state and what they get.

This correspondence is expected to be decidedly weaker when an assembly of
elected representatives of the citizens decides what governmental policy ought to be,
and appointed bureaucrats implement it. This latter institutional structure introduces
problems of aggregating citizen preferences to select representatives, principal–
agent problems between the citizens and their representatives, between their repre-
sentatives and the bureaucrats whom they appoint to carry out their policies, and
principal–agent problems across the hierarchical levels of the governmental bureau-
cracies. Nevertheless, there still is a widespread belief that representative democrac-
ies – despite all of their faults – do a much better job of satisfying the preferences of
their citizens than do dictatorships, since in representative democracies the citizen-
principals continue to exercise some control over their politician-bureaucrat agents,
while in a dictatorship, this control is absent.

The literature reviewed in this chapter casts doubts upon the validity of this stark
contrast. The dictator faces principal–agent problems in getting the bureaucrats,
whom he nominally controls, to advance the interests of the dictator and not their
own. This forces the dictator to employ rewards and sanctions to induce bureaucratic
compliance, in much the same way as in a democracy. The citizens can make the
dictator feel more or less secure by granting or withholding their loyalty and support.
This forces the dictator to weigh the impacts of his chosen policies on the welfare
of the citizenry, in much the same way as elected party officials must weigh the
impacts of their policies on the welfare of voters. Rent seeking can be expected in
both kinds of political systems.

These similarities help explain why it has been difficult to identify empirically dif-
ferences in performance indicators, like growth rates in income per capita, between
dictatorships and democracies.

These observations do not imply, of course, that there are no significant differences
between democracies and dictatorships. The scope for repressive policies to increase
power and security of office is much greater under most dictatorships than in most
democracies. The existence of a constitutionally defined set of individual rights
and liberties, and an independent judiciary adds further protections for citizens in
some democracies that are absent in most dictatorships. The greatest advantage of
democracy over dictatorship may not be that democracies outperform dictatorships
on average, but that democracies seldom sink to the depth of misery that one too
often observes under dictators.

Bibliographical notes

The seminal contribution to the public choice literature on dictatorship was by
Tullock (1987). Kurrild-Klitgaard (2000) has recently presented evidence in support
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of one of Tullock’s key predictions about succession in dictatorships. Between 935
and 1849 there was considerably more stability when the monarch’s successor was
selected using hereditary rules that clearly identified the next monarch, than when
there was ambiguity over his identity.



PART IV

Applications and testing



CHAPTER 19

Political competition and macroeconomic
performance

All political history shows that the standing of the Government and its ability to
hold the confidence of the electorate at a General Election depend on the success
of its economic policy.

Harold Wilson (as quoted in Hibbs, 1982c)

In this part of the book we present four applications of the public choice approach to
explaining real-world phenomena. The first application tries to explain the macroe-
conomic policies of governments. To what extent are these determined by the com-
petitive struggle for votes? To what extent do voters take into account the macroeco-
nomic performance of a government when deciding how to vote? These questions
have elicited a variety of theoretical models to explain governmental macroeco-
nomic policies and a gigantic number of empirical studies. Indeed, probably no
other area of public choice has witnessed as much empirical testing of its propo-
sitions as this area of politico-macroeconomic models. Alas, as too often happens
with empirical work, not all authors reach the same conclusions as to what “the data
show,” and the literature is therefore filled with often spirited exchanges. We shall
not attempt to resolve all of the outstanding disagreements, but will try instead to
give the reader a feel for the nature of the debate on various issues and the weight
of the empirical support on each side of a question. We begin with the question
that Harold Wilson obviously considered an established fact. Does the state of the
economy affect how voters vote?

19.1 Macroeconomic performance and political success

19.1.1 Vote and popularity functions

The seminal study linking macroeconomic performance to political success was by
Kramer (1971). He sought to explain the percentage of the vote going to Republican
candidates for the House of Representatives between 1896 and 1964 by the state
of the economy. Kramer found that the votes going to incumbent members of the
House were inversely related to the rate of inflation and positively related to the
growth in income.

Considerable evidence exists that confirms Kramer’s initial findings in one way or
another. Table 19.1 lists several studies that have tested whether unemployment (U ),
inflation (P), or real income affect the percentage of the vote that a candidate or party
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19.1 Macroeconomic performance and political success 433

in government receives. Although each variable is not significant in every study,
and the coefficients bounce around a bit, the number of times that the coefficients
on P, U, or Y are statistically significant and of the right sign compares favorably
with other empirical studies of macrorelationships.

U.S. presidential elections occur once every four years, French presidential elec-
tions once in seven (now five). A British parliamentary election need not be held for
up to five years. Thus, studies that try to predict the votes cast in national elections
are constrained to small sample sizes, and often consequently small degrees of sta-
tistical significance. One way to avoid this problem is to do as Kramer did – estimate
the relationships for lower offices of government where there are more contests. An
alternative way to increase the reliability of one’s estimates of the political con-
sequences of macroeconomic performance is to use poll data rather than election
data. Answers to questions like, “Do you think the president is doing a good job?”
reflect at least in part a citizen’s judgment about the state of the economy and the
president’s responsibility for it. And poll data are reliable, if not perfect, forecasts
of election outcomes. Since polls are taken much more often than elections occur,
they can be linked to quarterly and even monthly economic data. Table 19.2 lists
several studies that have tested for a relationship between the government’s or the
president’s popularity, as measured by pollsters and macroeconomic performance
variables. The same pattern of results can be observed in Table 19.2 as exists in
Table 19.1. Harold Wilson appears to have been right. A good macroeconomic per-
formance increases the voters’ approval of the government and increases its chances
of reelection.

19.1.2 Whom do voters hold responsible?

Stigler (1973) attacked both the logic underlying Kramer’s (1971) study of voting
in House elections and its empirical findings. Reestimations of the basic equations
for different time periods revealed the coefficients to be unstable.1 An alternative
explanation to the one given by Stigler for the weakness of the relationship between
macroeconomic conditions and voting in House elections might be that voters do
not hold their congressmen responsible for the state of the macroeconomy (Crain,
Deaton, and Tollison, 1978). They might reasonably believe that their representative
in the House is more directly responsible for the flow of redistribution dollars to
and from them that arise due to pork-barrel programs, while the president is more
directly responsible for macroeconomic policy.

This interpretation is supported by several cross-sectional analyses of panel sur-
vey data that fail to discern much of a relationship between voting in House elec-
tions and macroeconomic variables (Fiorina, 1978; Weatherford, 1978; Kinder and
Kiewiet, 1979). Although Kramer (1983) is probably correct in arguing that er-
rors in observation are particularly likely to obscure the relationship between the
economic performance variables and voting in micro-cross-sectional analyses, these
studies do nonetheless uncover the predicted relationships in Senate and presidential

1 See also Arcelus and Meltzer (1975a,b), Bloom and Price (1975), and Goodman and Kramer (1975).
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voting. Peltzman’s (1990) results presented in Table 19.1 are typical in this re-
spect. Peltzman estimates the same model over the same time period using votes
in presidential, Senate, and gubernatorial elections. Although the coefficients on
unexpected inflation and income growth tend to be significant in all three sets of
regressions, the coefficients in the presidential contests are much larger in abso-
lute size. Alesina and Rosenthal (1995) obtain a significant relationship between
income growth and votes in presidential races, but not in House contests.2 Bennett
and Wiseman (1991) find that economic conditions significantly affect a senator’s
chance for election only if he is from the same party as the president. Chressanthis
and Shaffer (1993) can find no significant effects of any macroeconomic variables
on votes in senatorial contests.

Weaker relationships between macroeconomic variables and party votes or pop-
ularity have also been observed in countries in which governments typically are
formed by coalitions among several parties.3 These findings again suggest that
macroeconomic conditions only influence how citizens vote when the citizens can
fairly readily hold a person or party responsible for these conditions. Thus, some
discretion must be used when trying to interpret the importance of economic con-
ditions for election outcomes, based on the results of vote- and popularity-function
estimates.

19.2 Opportunistic politics

If voters weigh macroeconomic performance when deciding how to vote, then vote-
seeking politicians will choose macroeconomic policies to win voters. One way
to view this problem is to assume that inflation and unemployment are the only
variables in the voter’s utility function, and that a traditional long-run Phillips curve
LL exists as in Figure 19.1. Since both inflation and unemployment are bad, voter
indifference curves are concave to the origin with indifference curves closer to the
origin representing higher utility levels.4 LL is the effective opportunity set and,
assuming two political parties, competition for votes between them leads to a single
vote-maximizing point along LL. While each voter’s indifference map might lead
her to favor a different point along LL, with only U and P in the utility function,
the inverse relationship between U and P inherent in the Phillips curve reduces the
issue set to a single dimension, the choice, say, of U . Voters’ preferences are single-
peaked along LL, and the median voter theorem applies. If I1 and I2 are indifference
curves of the median voter, then both parties will strive to adopt macro-stabilization
policies that bring the economy to point M on the Phillips curve.

2 Kramer (1971), on the other hand, observed a much better fit when results for congressional elections were used,
than for presidential elections. See also Kuklinski and West’s (1981) comparative results for House and Senate
voting, and Fiorina’s (1978, 1981) for House and presidential voting.

3 See Alesina et al. (1997, ch. 6) and the discussion and references in Nannestad and Paldam (1994, pp. 233–4).
Swank and Eisinga (1999) find evidence that parties in coalition governments in the Netherlands were punished
for poor macroeconomic results, once they controlled for partisan effects.

4 Smyth and Woodfield (1993) estimate indifference curves for New Zealand voters that resemble those in Fig-
ure 19.1. The indifference curves estimated by Smyth and Dua (1989) for the United States look like inverted
Us.
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Figure 19.1. The trade-off between inflation (P) and unemployment (U ).

19.2.1 With myopic voters

Thus, with choices constrained to a long-run Phillips curve like LL and fully in-
formed, rational voters, two-party competition can be expected to result in a unique
unemployment/inflation combination regardless of which party is in office. The sit-
uation is somewhat different, however, if, say, quantities respond more rapidly to
changes in macroeconomic conditions than prices (Okun, 1981). The government
can then manipulate the macroeconomic levers so as to reduce unemployment in the
short run, with the full inflationary effect coming some time later. Governments face
a short-run Phillips curve like SS in Figure 19.2. If voters ignore or heavily discount

Figure 19.2. The political business cycle.
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the future inflation that a movement along SS to the left of M must eventually bring,
then the party in government can raise a substantial majority of voters’ utilities in the
short run by adopting policies that move the economy out along SS to, say, M ′. The
party in control of the government is in a position to increase its chances for reelec-
tion by reducing unemployment just before an election (Nordhaus, 1975; Lindbeck,
1976; MacRae, 1977; Fair, 1978; Tufte, 1978). In countries in which the government
has some discretion in choosing when to call an election, the party in power has an
even further advantage over the opposition in ensuring that elections occur under
favorable economic conditions (Frey and Schneider, 1978b; Lächler, 1982).

Of course, after the election inflation rises and the economy returns to LL. But
this higher inflation may be inherited by the opposition party, and even if the in-
cumbent party wins, it can wring the inflation out of the economy after the election
by sufficiently deflationary policies. Thus, the prediction emerges from our first
opportunistic model of macroeconomic policy that incumbent parties deliberately
create a political business cycle (PBC) with falling unemployment (rising national
income) prior to an election, and rising unemployment (falling inflation) afterward,
as depicted, say, by the dashed line in Figure 19.2.

19.2.2 With rational voters

The preceeding model of a political business cycle assumes that voters are myopic.
They vote for the government at M ′ as if this combination of U and P were sustain-
able, even though the economy will soon change and bring them to lower levels of
utility than at either M ′ or M . Moreover, they never learn from their mistakes. Each
government tries to trick the voters into believing that it is able to deviate from the
long-run Phillips curve, and voters regularly fall for the trick.

This kind of extreme voter myopia is difficult to reconcile with the assumption
of rational actors upon which much of public choice is based, and the assumption
of the rational expectations of all economic agents that has come to dominate the
macroeconomic modeling in the years since the myopic voter/opportunistic PBC
models first appeared. Following Rogoff and Sibert (1988) several variants of a
rational voter/opportunistic PBC model have now appeared.5 In these models parties
or candidates differ in their abilities to macromanage the economy. Candidate A
can achieve a greater rate of growth in income for a given level of inflation than can
candidate B. If voters are fully informed, candidate A always wins the election. A
PBC can be generated, however, if we assume that the voters are not fully informed. If
A is the incumbent, she can signal her greater competence by inducing the economy
to grow faster prior to the election. The voters can recognize that she is the more
competent candidate, because it would be too costly for the less competent candidate
to adopt this policy. Although this artificial acceleration in growth results in some
unnecessary inflation or other costs after the election, the voters are still better off
electing A since she is able to manage the economy better than her opponent.

5 See also Lächler (1984), Persson and Tabellini (1990), Rogoff (1990), Alesina and Rosenthal (1995, ch. 9), and
Sieg (1998).
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This model thus predicts, as does the myopic voter model, that governments
will increase certain categories of spending, run deficits, and perhaps create extra
inflation just prior to an election.

19.3 Partisan politics

The two-party competition model just described assumes that voters have no loyalty
to any party and parties have no loyalties toward specific groups of voters. Political
competition is, like market competition, impartial. Voters vote for the party coming
closest to their position on inflation and unemployment; parties court all voters with
equal alacrity. Both parties would converge on the same combination of unemploy-
ment and inflation if constrained to points along the long-run Phillips curve; both
parties try in the same way to manipulate the economy to their advantage just before
elections.

A large body of evidence exists indicating that voters’ choices of party are not as
fluid as the preceding characterization suggests. Moreover, parties do not promise
exactly the same policies. The attraction of voters for particular parties and ide-
ological inertia of party goals can be explained by an extension of the voter-self-
interest-party-competition model.

Blue-collar and unskilled workers are more likely to become unemployed and
stay unemployed than are white-collar and professional groups. Thus, it is ratio-
nal for lower-skilled groups to be more concerned about unemployment. That they
are is illustrated in Figure 19.3 taken from Hibbs (1982b) (see also Tufte, 1978,
pp. 83–4; and for the United States, Hibbs, 1979, p. 715, and 1987, p. 139). The
vertical axis gives the percentage of individuals of a given occupational group who
regarded unemployment as “a particularly important issue” or the “most important
problem” at the time. Not surprisingly, unemployment is regarded as a more im-
portant issue in 1975 when the unemployment rate stood at 4.2 percent, than in
1969 or 1964 when the rates were 2.5 and 1.8 percent, respectively. But at any given
point in time, the lower-status occupational groups show a greater concern about
unemployment than the managerial and professional group.

Given their greater relative concern about unemployment, it is perhaps not sur-
prising to find that the lower-status groups’ support for the president or government
in office is more sensitive to unemployment levels. Table 19.3 reports estimates of
the effects of changes in unemployment, inflation, and real income on support for
the president in the United States and governing party in the United Kingdom. In
both countries, the response to changes in unemployment differs to a greater extent
across occupational groups than it does for inflation. Indeed, there is little difference
in the response of the different groups to changes in inflation within either country,
while the responses to changes in unemployment differ by a factor of more than four
in the United States and two in the United Kingdom. Note also that the coefficients
on inflation are much higher relative to those on unemployment in the United States
than in the United Kingdom. According to Hibbs’s estimate, Americans on average
are more concerned about inflation relative to unemployment than the British popu-
lation. In even starker contrast to the United States, the New Zealanders appear to be
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Table 19.3. Changes in support for the U.S. president and U.K. governing party
in response to macroeconomic performance

Inflation Unemployment Real income
Occupational group rate rate growth rate

Gallop poll approval, U.S.
presidents (1960–79)

Blue-collar −3.3 −2.2 +2.7
White-collar −3.6 −1.6 +2.1
Nonlabor force −3.2 −0.45 +1.2

Political support for U.K.
governing party (1962–78)

Semi- and unskilled
workers, widows, and
state pensioners

−1.9 −2.85 +1.0

Skilled workers −1.8 −3.3 +1.3
Nonmanual employees −1.7 −1.55 +0.55

Sources: Hibbs (1982a, Table 4; 1982b, Table 3). Figures are Hibbs’s figures for a 2-percentage-point
increase divided by 2. All figures are values for complete adjustment except U.K. real income change
figure, which is after 8 quarters.

Figure 19.3. Percentage of survey respondents regarding unemployment as a “most serious
problem.” Source: Hibbs (1982b, p. 262).
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Unemployment

Inflation

Nominal income in $ per year
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−4.0
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−2.5

−2.0
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−1.0
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0–
2999

3000–
4999

5000–
6999

7000–
9999
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and more

Popularity of U.S. presidents
[from voters with . . . inc.]

Figure 19.4. Coefficients for unemployment and inflation in U.S. presidential popularity
equations (1969–76), seven income groups. Source: Schneider (1978); Schneider and Frey
(1988).

willing to trade off large increases in inflation for small reductions in unemployment
(Smyth and Woodfield, 1993).

Figure 19.4 plots the coefficients on unemployment and inflation by income group
in a presidential popularity function estimated by Schneider (1978). Consistent with
the relationship across occupational groups reported in Table 19.3, one finds that the
support for the president is more sensitive to changes in unemployment the lower the
group’s income.6 Conversely, support for the president is more sensitive to changes
in inflation rates the higher a group’s income is. Although there is more variability
in the coefficients on inflation in Schneider’s results than in Hibbs’s, the line con-
necting the inflation coefficients in Figure 19.4 is flatter than the one connecting the
unemployment coefficients. The differential response to unemployment changes is
greater across income groups than is the differential response to inflation. Note that
Schneider’s results indicate a greater relative concern for unemployment among
Americans than Hibbs’s results. The absolute value of the coefficient on inflation is
higher than that for unemployment for only two of the seven income groups.

These differences in attitudes toward unemployment and inflation across income
classes will translate into differences in party platforms if, unlike in the Downsian
model, parties cater to different groups of voters. Wittman (1973) was the first
to modify the Downsian model by endowing party leaders with goals other than
simply getting elected, and this behavioral assumption underlies all partisan politics
models. Parties of the left are assumed to draw their political support from lower

6 The anomalous coefficient for the lowest income group may come about because this group contains a dispro-
portionate fraction of retirees who may be less concerned about unemployment.
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occupational status and income groups. These groups are more concerned about
unemployment and their support is more sensitive to changes in unemployment.
Parties of the right draw their support from groups more concerned about and
responsive to inflation. An analysis of left-of-center party membership should find
them more responsive to unemployment, and right-of-center members to inflation –
and it does. An increase in unemployment lowers the percentage of Democrats
who approve of the president’s performance by two to three times as much as it
reduces the support of Republicans. On the other hand, an increase in the inflation
rate reduces a president’s approval among Republicans by somewhat more than it
does among Democrats, although the differences are less dramatic (Hibbs, 1982a,
Table 4; 1987, pp. 175–82).

19.3.1 Partisan politics with retrospective voters

The political scientist V.O. Key, Jr. is often cited as the originator of the retrospective
voter hypothesis.

The patterns of flow of the major streams of shifting voters graphically reflect the
electorate in its great, and perhaps principal, role as an appraiser of past events,
past performance, and past actions. It judges retrospectively; it commands prospec-
tively only insofar as it expresses either approval or disapproval of that which has
happened before.7

The first full development of a model of electoral politics with retrospective
voters is due, however, to Fiorina (1977a, 1981). Hibbs (1981, 1982a,b,c, 1987,
1992, 1994, 2000) incorporates the same view of a rational, retrospective voter into
his models of partisan politics. In deciding which party to vote for, the individual
evaluates the performances of the competing parties on the issues of highest salience
to her. For low-income and status groups this issue tends to be unemployment; for
higher-income and status groups inflation. The former groups are drawn rationally
to the left-of-center parties because these parties have better records at reducing
unemployment, just as the higher-income and status groups are drawn to the right-
of-center parties owing to their better performance at reducing inflation.

These behavioral assumptions may be captured with the following model. Each
voter evaluates the performance of the incumbent party using the weights she places
on unemployment and inflation. Letting Eit be the performance evaluation of the
incumbent party by voter i at time t , we have

Eit = αi

(
n∑

j=1

λ jUt− j

)
+ βi

(
n∑

j=1

λ j Pt− j

)
, (19.1)

where Ut− j and Pt− j are the unemployment and inflation levels at time t − j . If
voter i comes from a lower socioeconomic class than voter k, then

αi > αk and βi < βk . (19.2)

7 Key (1966, p. 61). See discussion by Keech (1995, ch. 6).
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Each voter evaluates the performance of the incumbent party at the time of the
election, and votes for the incumbent party if its evaluated performance is higher
than some benchmark level of performance that the voter expects that the opposition
party might have obtained.

Given the differences in weights that the voters place on unemployment and
inflation, if left-of-center parties do produce lower levels of unemployment and
higher levels of inflation over time than do right-of-center parties, then they will
win larger fractions of the votes of low-income voters. Note, however, that the model
does incorporate a form of voters’ reward for competence. If a right-of-center party
manages to produce sufficiently low levels of inflation and unemployment, it will win
votes from those voters on the left for whom the right-of-center party’s performance
evaluation exceeds the expected performance of the left-of-center party.

It should also be noted that, although voters are assumed to be backward looking,
they are not assumed to be either irrational or necessarily myopic. Rather voters
and parties are both assumed to recognize that they are essentially in a principal–
agent relationship. Since the voters cannot write a contract that binds parties to
good performance while in office, all of the incentives for good performance have
to come at the time of “settling up,” that is, when the party runs for reelection. Good
performance is rewarded by reelection; bad performance is punished through the
election of the opposition (Ferejohn, 1986).

How myopic these retrospective voters are depends on the sizes of n and λ in
(19.1). This is, of course, an empirical question to which we shall return.

19.3.2 Partisan politics with rational, forward-looking voters

The first paper to introduce rational expectations into a form of partisan-politics
model was by Minford and Peel (1982). The variant of this type of model that has
received the most attention, however, is due to Alesina (1987). We shall outline here
the formulation as it appears in Alesina and Rosenthal (1995).8

The first problem one faces when building rational expectations into a political
economy model of macroeconomics is that with rational expectations both the
Phillips curve and the political business cycle disappear (Detken and Gärtner, 1992).
Voters anticipate and neutralize every possible partisan or opportunistic action by the
government. To bring politics back into the picture, the strong form of the rational
expectations assumption must be relaxed in some way. Alesina and Rosenthal do
this in their model of U.S. politics by assuming that voters and labor unions and
employers are uncertain about the outcome of a presidential election at the time
that they vote. The wage contracts signed just prior to an election will, therefore,
be based on an expected rate of inflation that is somewhere between the inflation
rate that the Left Party favors and the rate favored by the Right Party. If the Left
wins the election it can adopt a temporary policy of stimulating the economy and
reducing unemployment at the cost of some additional inflation. A victory by the
Right allows it to successfully reduce inflation by contracting the economy. When

8 See also Alesina (1988a,b) and Alesina and Roubini with Cohen (1997).
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U

Figure 19.5. Distribution of voter preferences and party positions.

the mid-term election comes around, there is no longer any uncertainty about who is
in the White House. The full force of rational expectations is at work. The economy
is locked into its natural rate of unemployment.

The Alesina and Rosenthal model thus makes some very specific predictions
about the patterns of unemployment and inflation over a four-year electoral cycle.
If a Democratic administration takes office, unemployment should fall following
the election and then return to its natural rate toward the end of the cycle. A victory
by the Republicans has the exact opposite pattern over the first two years, but the
economy winds up in exactly the same place at the next presidential election.

An important advantage of the Alesina and Rosenthal model comes in the way
it allows them to analyze the interplay between Congress and the president. To see
what is involved, consider Figure 19.5. Competition for votes takes place over a
single-dimensional policy space. For our purposes we might think of this being the
choice of the level of unemployment. The distribution of voters is assumed to be
single peaked with the two parties having favored policy positions to the left and
right of the policy preferred by the median voter. If the Left Party controls both the
White House and the Congress, it implements its preferred policy, L . If the Right
Party controls both branches, it implements R. With divided government, that is,
one party in control of the White House and the other of Congress, Alesina and
Rosenthal assume that a compromise on macroeconomic policy must be reached
and some level of unemployment between L and R arises. This in turn means that
some voters who prefer policy outcomes between L and R actually prefer to see
different parties controlling each branch than one party in control of both.

This line of reasoning allows Alesina and Rosenthal to account for “split-ticket
voting” and the “midterm cycle.” A voter who prefers a policy between L and R
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might rationally vote for one party for the office of president and the other for
Congress to try and get a divided government. If one party, say the Left, wins the
presidency, a swing of voters to the Right Party can be expected at the midterm
election as some of the voters in the middle of the distribution try to strengthen the
hand of the Right Party in Congress as a balance against the president. We turn now
to see how these and the predictions of the other political economic models stand
up against the data.

19.4 The evidence

19.4.1 Do politicians try to manipulate the macroeconomic
environment?

The simplest way to operationalize the voter self-interest postulate is to assume that
income is the only argument in the voter’s utility function, and as Tufte (1978, p. 29)
noted, “The quickest way to produce an acceleration of real disposable income is
for the government to mail more people larger checks.” Tufte (1978, ch. 2) provided
ample evidence of the use of transfer payments to win votes in the United States, and
Frey and Schneider (1978a,b, 1979) presented econometric evidence of increases in
government expenditures before elections in both the United States and the United
Kingdom. This early work was heavily criticized by Brown and Stein (1982) and
Alt and Chrystal (1983), and several subsequent studies have failed to find evidence
of cycles in expenditures, taxes, or transfers that are related to the electoral cycle
(Paldam, 1979, 1981a,b; Golen and Poterba, 1980; Lowery, 1985; Sorensen, 1987).

As Blais and Nadeau (1992, pp. 391–2) point out, however, in these studies the
coefficients on the key variables are often of the predicted sign and their lack of
statistical significance may be simply due to the scant numbers of time series ob-
servations available. Blais and Nadeau avoid this problem by using data on the ten
Canadian provinces from 1951 to 1984. They find significant increases in spending
on roads and social services as well as in total spending. In election years budget
deficits also increase. Their findings have been reconfirmed by Reid (1998) using
provincial data from 1962 through 1992. Hibbs (1987, chs. 7 and 9) provides further
evidence on the use of transfers to win votes in the United States. Bhattacharyya
and Wassmer (1995) find that city government expenditures rise and taxes fall in
election years. Yoo (1998) demonstrates that the Liberal Democratic Party sys-
tematically reduced taxes in election years in Japan from 1953 through 1992. Van
Dalen and Swank (1996) observe significant increases in social security payments,
defense expenditures, and outlays for public administration in election years. Fi-
nally, Schuknecht (2000), using data from 24, and Alesina and Roubini with Cohen
(1997, ch. 7), using data from 18 OECD countries, find public spending and deficits
rising just prior to elections.

The discretion governments have to manipulate fiscal policies is limited, of course,
and thus the amounts by which expenditures rise or taxes fall at election times tend
to be modest – typically of the order of 1 to 3 percent. With such small changes and
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heterogeneous behavior, it is quite possible that a statistically significant relationship
will not be found in a given set of data, particularly when the data set is small.
However, the most recent studies with longer time series and using pooled cross-
section/time series data seem to confirm the early work of Tufte, Frey, and Schneider.
It is difficult to avoid the conclusion that some politicians open the public spigots
prior to at least some elections to win votes.9

Evidence that governments also speed up the printing press just prior to elections
is more mixed, but still tilts in the direction of opportunistic increases of the money
supply, usually measured as M1, prior to elections. Supportive evidence for the
United States has been provided by Allen (1986), Richards (1986), Grier (1987,
1989a), Havrilesky (1987), Chappell and Keech (1988), Haynes and Stone (1989),
Williams (1990), and Carlsen (1997); for Germany by Berger and Woitek (1997);
and for 18 OECD countries by Alesina and Roubini with Cohen (1997, ch. 7).
Counterevidence, all for the United States, comes from Golen and Poterba (1980),
Beck (1984, 1987), and Hibbs (1987). Once again time series are often short, and
even where evidence of opportunistic money supply increases is found, the statistical
and/or economic significance is not overwhelming. But even in countries like the
United States and Germany, where central bank independence is taken as a given,
the central bankers do not appear to be totally oblivious to the electoral fortunes of
their governments.

19.4.2 Are there partisan biases?

We reviewed the preceding evidence indicating that lower income groups tend to
be more concerned about unemployment and upper income groups about inflation.
Lower income groups have traditionally supported parties on the left and upper
income groups parties on the right. Is this party allegiance rational? Do parties on
the left promise to do more about unemployment than do parties on the right? Do
they deliver? The answers to the latter two questions are unequivocally “yes”.

A content analysis of the annual Economic Report of the President and the Council
of Economic Advisers along with party platforms reveals far more emphasis on
unemployment by the Democrats and far more emphasis on inflation by Republicans
(Tufte, 1978, pp. 71–83). Evidence exists that the same differences are present in
other countries (Kirschen, 1974).

These differences in rhetoric are matched by differences in policies. Using quar-
terly data over the period 1953 through 1990, Hibbs has estimated the apparent
target growth rates under Democratic and Republican administrations. He found
“that the inflation-neutral growth rate goals of the Democrats typically were about

9 This action could also be interpreted as consistent with the Rogoff and Sibert (1988), and Rogoff (1990)
rational-expectations PBC. One of the predictions from this model is, however, that “the incumbent leader has
an incentive to bias pre-election fiscal policy toward easily observed consumption expenditures, and away from
government investment” Rogoff (1990, p. 21). Several studies have found, however, that investment is one of
the government outlays that does increase just before elections (Blais and Nadeau, 1992; van Dalen and Swank,
1996; Schuknecht, 2000), and is even favored over consumption (Reid, 1998).
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6 to 7 percent above historical trend,” while “aggregate demand changes under the
Republicans generally were just big enough to perpetuate received real growth rates”
(Hibbs, 1994, p. 10).

Monetary policy has been more expansionary in the United States when
Democrats control the key banking committees in Congress and/or occupy the
White House, although the differences in policies are not uniform across adminis-
trations (Hibbs, 1977, 1987; Beck, 1982c; Chappell and Keech, 1988; Grier, 1991,
1996; Havrilesky, 1993; Caporale and Grier, 1998). Alogoskougis, Lockwood, and
Philippopoulos (1992) found that labor governments pursue more expansionary
monetary polices in the United Kingdom and Alogoskougis and Philippopoulos
(1992) found the same for Greece. Alesina and Roubini with Cohen (1997, ch. 7)
found evidence of partisan bias in monetary policy in their study of 18 OECD
countries. Berger and Woitek (1997) were not able to detect any partisan biases in
Germany’s monetary policy, however.

Alesina and Roubini with Cohen (1997, ch. 7) did not find that budget deficits
were larger in their sample of 18 OECD countries when left-of-center parties were
in power. On the other hand, Blais and Nadeau (1992) observed lower spending and
smaller deficits in Canadian provinces controlled by right-wing governments. De
Haan and Sturm (1994) found that EU countries controlled by left-wing governments
spent more. Van Dalen and Swank (1996) found that left-wing governments in
the Netherlands allocate more funds to social security and health care; right-wing
governments spend more on infrastructure and defense. Allers, de Haan, and Sterks
(2001) estimate high local property taxes in Dutch municipalities controlled by left-
of-center parties. A governing party’s ideology does appear to influence the policies
it chooses.

What differences do these policies make? Since the thrust of the literature on po-
litically driven macropolicies has been concerned with unemployment and inflation,
it is natural to look at these indicators of macroeconomic performance. Table 19.4
reports unemployment U and inflation P rates in the fourth years of every presi-
dential term since 1952. The middle portion of the table indicates that each of the
seven Republican presidential terms resulted in an average increase of 1 percentage
point in the unemployment rate, an increase of 20 percent over the figure in the
year before the presidential term began. Inflation was reduced by an average of 1.4
percentage points, on the other hand. The five Democratic presidential terms brought
unemployment down by an average of 1.2 percentage points per term, while raising
inflation by 2.2 percentage points.

Perhaps the most revealing figures are at the bottom of the table for the four
full Republican administrations and three Democratic ones. Since 1952 Republican
presidential administrations have added 7.0 percentage points to the unemployment
rate, while taking 8.9 percentage points off the rate of inflation. Democrats have
added 11.1 percentage points to inflation while lowering unemployment by 6.0
percentage points.

A similar picture is obtained from Hibbs’s time-series model for predicting unem-
ployment and real output levels. Using quarterly data from 1953:1 through 1983:2,
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Table 19.4. Macroeconomic performance of U.S. economy under Republican and
Democratic presidents (1952–2000)

Year U P Year U P

1952 3.0 0.9 1980 7.1 12.4
1956 4.1 2.9 1984 7.5 3.9
1960 5.5 1.5 1988 5.5 4.4
1964 5.2 1.2 1992 7.5 2.9
1968 3.6 4.7 1996 5.4 3.3
1972 5.6 4.4 2000 4.0 3.2
1976 7.7 4.8

Changes in U and P by party of president for presidential terms

Republican Democratic

�U �P �U �P

Term ABS. % ABS. % Term ABS. % ABS. %

52–56 +1.1 +31 +2.0 +105 60–64 −0.3 −6 −0.3 −22
56–60 +1.4 +29 −1.4 −64 64–68 −1.6 −36 +3.5 +119
68–72 +2.0 +43 −1.3 −32 76–80 −0.6 −8 +7.6 +88
72–76 +2.1 +32 +1.4 +34 92–96 −2.1 −33 +0.4 +13
80–84 +0.4 +5 −8.5 −104 96–00 −1.4 −26 −0.1 −3
84–88 −2.0 −31 +0.5 +12
88–92 +2.0 +31 −1.5 −41

Average +1.0 +20 −1.4 −13 −1.2 −22 +2.2 +39

Changes in U and P by uninterrupted party control of presidency

�U �P

Republican administrations
Eisenhower (1952–60) +2.5 +0.6
Nixon-Ford (1968–76) +4.1 +0.1
Reagan (1980–8) −1.6 −8.0
Bush (1988–92) +2.0 −1.5
Cumulative +7.0 −8.8

Democratic administrations
Kennedy-Johnson (1960–8) −1.9 +3.2
Carter (1976) −0.6 +7.6
Clinton (1992–2000) −3.5 +0.3
Cumulative −6.0 11.1

Source: Council of Economic Advisors, Economic Report of the President. Washington, D.C.: U.S. Gov-
ernment Printing Office, 1989, 2001. Figures for 2000 are preliminary.

Hibbs estimates that Democratic administrations have a long-run impact on the
economy that tends to reduce unemployment by 2 percentage points and increase
real output by around 6 percent.10

One can argue that Republicans concentrate on inflation when they take office
because it is the most serious macroproblem the country faces at the time, and for

10 Hibbs (1987, pp. 224–32). See also Hibbs (1994, Table 1, p. 4).
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the same reason the Democrats concentrate on unemployment. But since Republi-
cans take over from Democrats, and Democrats from Republicans, this observation
hardly contradicts the partisan-bias hypothesis. Particularly revealing in this regard
is the performance of the Reagan administration. One can argue that both unem-
ployment (7.1 percent) and inflation (12.4 percent) were serious problems when
Reagan took office. But it was inflation that received the highest priority. By the
administration’s second year the inflation rate had been cut by more than two thirds,
while unemployment had risen to its highest level since World War II, 9.5 percent.
It was six years before the unemployment rate fell below the level when Reagan
took office.

A similar dichotomy is apparent in other countries. Hibbs (1977) presents data on
unemployment and inflation rates for 12 Western democracies (Belgium, Canada,
Denmark, Finland, France, Italy, the Netherlands, Norway, Sweden, the United
Kingdom, the United States, and West Germany) and compares them with the
percentage of time from 1945 to 1969 in which Socialist-Labor parties were in
office. The correlation between left-of-center control and unemployment is −0.68.
The correlation between left-of-center control and inflation is +0.74 (see also Beck,
1982b; Beetsma and van der Ploeg, 1996; Oatley, 1999).

These differences in performance in dealing with unemployment have not gone
unnoticed by voters. In the United States, those who are more personally affected by
unemployment, or who regard unemployment as a serious national issue, are more
likely to vote Democratic, ceteris paribus (Kiewiet, 1981, 1983; Kuklinski and West,
1981). In Germany, high unemployment increases the percentage of the vote going
to the left-of-center Social Democratic Party (Rattinger, 1981). In France, high
unemployment increases the share of votes going to left-of-center parties, which
are in opposition; high income lowers their share (Rosa, 1980).

Thus, competition for votes does not lead competing parties to converge on the
same target with respect to unemployment and inflation rates. The prediction of a
simple form of the median voter theorem applied to macroeconomic policy is not
supported. What accounts for this observation?

One possible explanation is that the distribution of voter preferences is not uni-
modal. Hibbs has emphasized the importance of economic class in explaining voter
support for political parties and the link between this support and macroeconomic
policies. The existence of significant class distinctions might be interpreted as re-
sulting in either a bi- or multimodal distribution of voter preferences with respect
to unemployment and inflation. If voters abstain from supporting a party whose
position is too far from their most favored position, competition for votes can pull
party platforms away from one another, toward the modes in the distribution (see
Downs, 1957, pp. 118–22; Davis, Hinich, and Ordeshook, 1970; and Chapter 11 of
this volume). The threat of abstention is likely to be particularly effective in par-
liamentary systems with proportional representation, as the voter often has party
options on both the left and the right of a given party, and new parties can more
easily form than in the United States. Thus, one finds European parties to be more
ideological than the two U.S. parties, and voters more closely tied to their parties
(for example, Hibbs, 1982c).
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A second explanation is that party platforms and the identities of candidates are
determined by party activists, and these activists tend to be drawn more from the
tails of the distribution of voters than from the center.11

19.4.3 Which theories fit the data best?

Since the opportunistic PBC models predict that both parties behave identically,
the evidence reviewed in the previous subsection would appear to make them non-
starters. Nevertheless, we shall consider their predictions and the evidence in support
of them along with the two leading partisan PBC models.

Each model makes fairly specific predictions about the patterns of unemployment,
inflation, and growth over the electoral cycle. Before discussing the econometric
support for each, it is useful to compare their predictions with the experience for
the United States. In Table 19.5 I have summarized the predictions of each hypoth-
esis. Because the rational-voter, opportunistic PBC model only predicts policies
around the time of the election, I have omitted it from consideration here. The
Nordhaus/MacRae (NM) model predicts the same pattern, of course, regardless of
which party is in office – rising unemployment until a peak is reached in the second
year of the cycle and then a decline so that the party goes into the election with
unemployment at its minimum.

Hibbs’ partisan PBC predicts continually falling unemployment under the
Democrats, and continually rising unemployment under the Republicans.12

The Alesina/Rosenthal model makes such strong predictions that it is difficult to
make a fair comparison with the other two models. In terms of growth rates it predicts
growth at the same, natural rate in the last two years of both types of administrations,
with faster growth for the Democrats and slower for the Republicans in the first two
years.13 Since unemployment adjusts slowly, I have translated these predictions into
an upward movement in unemployment under a Republican administration peaking
in the second year, and then declining to the natural rate of unemployment and the
exact opposite pattern for a Democratic administration. This pattern matches the
pattern of changes in GDP estimated by Alesina and Roubini with Cohen (1997,
Figure 4.1, p. 76) and would thus seem to be a reasonable depiction of this class of
rational PBC models.14 Note that when the Republicans hold the White House, the
Nordhaus/MacRae PBC model and the Alesina/Rosenthal model make essentially
the same predictions.

With the Alesina/Rosenthal model there is the additional complication of spec-
ifying the natural rate of unemployment. Up through the 1960s full employment
was often thought to be around 4 percent. Once stagflation set in during the 1970s
some economists raised their estimate of this figure to as high as 6 percent. The

11 For further discussion of this and other explanations for why parties choose separate policy positions see
Alesina and Rosenthal (1995, pp. 40–1).

12 Of course, if several Democratic administrations followed one another, unemployment would eventually have
to stop falling.

13 See Alesina and Rosenthal (1995, pp. 171–8, and especially Figure 7.1 on p. 175).
14 The pattern I depict for the Alesina/Rosenthal model is, however, not the one suggested by Paldam (1997,

p. 355).
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Table 19.5. Scores for political business cycle models

Year Y1 Y2 Y3 Y4

Model Democrats

NM election cycle Up Max Down Min
Hibbs partisan cycle Max Down Down Min
AR partisan cycle Down Min Up Natural

Scores

Administration Unemployment NM Hibbs AR

Truman, 1949–52 5.9 5.3 3.3 3.0 3 4 0
Kennedy/Johnson, 1961–4 6.7 5.5 5.7 5.2 2 3 1
Johnson, 1965–8 4.5 3.8 3.8 3.6 2 4 2
Carter, 1977–80 7.1 6.1 5.8 7.1 1 3 1
Clinton, 1993–6 6.9 6.1 5.6 5.4 2 4 1
Clinton, 1997–2000 4.9 4.5 4.2 (4.0)a 2 4 2

Totals average 4.7 12 22 7

Year Y1 Y2 Y3 Y4

Model Republicans

NM election cycle Up Max Down Min
Hibbs partisan cycle Min Up Up Max
AR partisan cycle Up Max Down Natural

Scores

Administration Unemployment NM Hibbs AR

Eisenhower, 1953–6 2.9 5.5 4.4 4.1 2 2 3
Eisenhower, 1957–60 4.3 6.8 5.5 5.5 3 2 3
Nixon, 1969–72 3.5 4.9 5.9 5.6 0 3 0
Nixon/Ford, 1973–6 4.9 5.6 8.5 7.7 0 3 0
Reagan, 1981–4 7.6 9.7 9.6 7.5 4 1 3
Reagan, 1985–8 7.2 7.0 6.2 5.5 2 0 1
Bush, 1989–92 5.3 5.6 6.8 7.5 0 4 0

Totals average 6.2 11 15 10

Totals both parties 23 37 17

a Preliminary.

Source: Council of Economic Advisors, Economic Report of the President. Washington, D.C.: U.S. Gov-
ernment Printing Office, 1989, 2000.

performance of the economy during the 1990s suggests that the 4 percent figure is
in fact more appropriate. To define the natural rate of unemployment as any level
between 4 and 6 percent would seem to rob the concept of all predictive value. Thus,
for the purpose of comparison, I have defined the natural rate as anything between
4 and 5 percent.

The farthest right-hand-side columns in Table 19.5 give the scores on how many
times the predictions of each model match the unemployment figures to the left.
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Consistent with the picture painted by the figures in Table 19.4, the predictions
of Hibbs’ partisan model fit the data best. Unemployment tends to fall when the
Democrats are in the White House, and rise when the Republicans occupy it.

The NM and AR models perform about the same under Republican administra-
tions, of course, because they make the same predictions. Interestingly, although the
original PBC models of Tufte and Nordhaus were probably inspired by the actions
of the first Nixon administration – if “inspired” is the proper word – the perfor-
mance of the economy during the two Nixon administrations does not match the
predictions of the NM model in any year. The only perfect match to the NM model
comes during the first Reagan administration.15 In contrast, Hibbs’s model perfectly
characterizes the patterns of unemployment under four Democratic administrations
and one Republican.

The AR model’s relatively poor performance is in part due to the strong predic-
tions it makes – in particular that under both types of administrations the economy
grows at the same, natural rate over the last two years in the electoral cycle. I have
interpreted this to imply that the unemployment rate reaches its natural level (4.0 to
5.0 percent) in the final year of an electoral cycle. A more generous range for the
natural rate – 4.0 to 6.0 percent – would add five points to the AR model’s score,
raising it to rough equality with the NM model. But the difference in performance
of the economy under the Democrats and Republicans observed in the last year
of each electoral cycle is, I believe, a big strike against the AR model. It predicts
identical performance under each party in the fourth year of an electoral cycle,
where in fact the average unemployment rate under Republican administrations
was 6.2 percent in this year, a full 1.5 percentage points above the mean under the
Democrats.16

Table 19.5 presents the predictions of each hypothesis in their starkest form, and
none of the authors of the different models would accept my characterization of their
model. The pattern predicted by Alesina and Rosenthal, for example, depends in part
on the degree of surprise over the outcome of the presidential election. Nordhaus’
(1989) most recent formulation of a PBC model integrates partisan aspects into it.
Hibbs’s (1994) most recent formulation of a partisan model allows the goals of the
parties in office to adjust to realized economic outcomes. Nevertheless, I think it is
useful to observe the differences and similarities of the different models, and how
well they match the gross patterns of economic change that have occurred, before
considering the econometric evidence.

No government could manage the economy perfectly to produce just the levels
of unemployment and inflation that it wanted at each stage in the electoral cycle.
Unemployment and inflation rates in the United States since World War II have been
affected by the Korean and Vietnam wars, the oil price increases of the 1970s, and
still other shocks. A proper testing of each model requires an explicit formulation
and rigorous econometric tests. Each set of authors has conducted such tests, and

15 It is also interesting to note that when Nordhaus (1989) returns after more than a decade to examine how his
PBC model stacks up against its new competitors, he concentrates on data from the Reagan years.

16 The Alesina/Rosenthal model would fare somewhat better if we used growth in income as our performance
measure – somewhat worse if we used price changes. See Drazen (2000, pp. 260–8).
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Table 19.6. Studies testing the PBC of Nordhaus and MacRae

Support for Against

Lächler (1978) McCallum (1978)
Tufte (1978) Golen and Poterba (1980)
Maloney and Smirlock (1981) Dinkel (1982)
Richards (1986) Beck (1982a,b,c)
Pack (1987) Brown and Stein (1982)
Keil (1988) Alt and Chrystal (1983)
Haynes and Stone (1989) McGavin (1987)

Lewis-Beck (1988)
Berger and Woitek (1997)

each has found support for his/their version of the PBC model.17 A full analysis
of the empirical work of each author would require at least another chapter, if not
another book. An alternative strategy is to examine how each type of model has
fared in the hands of other scholars.

Unfortunately, only the opportunistic PBC of Nordhaus and MacRae has been
subjected to extensive testing by other researchers. The results split right down the
middle. Table 19.6 lists a sampling of studies on both sides of the divide.

Hibbs uses three kinds of evidence to support his partisan theory: (1) systematic
differences in policy choices by left- and right-of-center parties, (2) systematic
differences in policy outcomes under left- and right-of-center parties, and (3) voter
response functions of the type presented in (19.1) in which voters exhibit fairly long
memories (n) with relatively high weights (λ) placed on policy outcomes early in an
electoral cycle. We have already amply illustrated the support for the theory that falls
in the first two categories. We discuss the evidence pertaining to category (3) below.18

Since the rational voter models of Alesina (1987) assume the same sorts of
partisan policy differences as Hibbs does, much of the evidence in support of the
Hibbs model can also be interpreted as support for the rational/voter, partisan model.
The key difference between the two comes in the timing of the policy changes. In
the Alesina models all of the action comes in the first two years of the electoral
cycle. Indirectly Paldam (1979, 1981b) was the first to provide support for this
model – almost a decade before it was formulated – when he noted in trying to test
the NM model that the biggest changes in the main variables came during the first
two years following an election, and that these changes did not generally match the
predictions of the NM model.

Alesina and Rosenthal (1995, pp. 178–87) and Alesina and Roubini with Cohen
(1997, pp. 83–93) provide still more evidence. As an example consider the following
regression results of Alesina and Roubini with Cohen (1997, p. 92):

Ut = .27∗∗ + 1.66∗∗Ut−1 − .89∗∗Ut−2 + .19∗∗Ut−3 + .13∗∗DR6
+ .01DR6+, (19.3)

R2 = 0.96.

17 See Nordhaus (1975, 1989); Hibbs (1977, 1986, 1987, 1992, 1994); Alesina and Sachs (1988); Alesina and
Rosenthal (1995); and Alesina and Roubini with Cohen (1997).

18 See also Beck (1982b) and Swank (1993) in support of the partisan model.
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The equation is estimated with quarterly data over the period 1947:1 through
1993:4. The unemployment rate is significantly related to unemployment lagged
over three quarters and to a dummy variable, DR6, that is a one for the second
through seventh quarters of a Republican administration (∗∗ indicates significance
at the 1 percent level). Equation (19.3) predicts unemployment to be significantly
higher over roughly the first half of a Republican administration. The rational
partisan model predicts no significant differences in unemployment between ad-
ministrations over the last two years of the electoral cycle. DR6+ is a dummy
variable, which is a one for quarters eight and above during a Republican adminis-
tration. Alesina and Roubini with Cohen predict a zero coefficient for this variable,
but argue that if Hibbs is correct, the coefficients on DR6 and DR6+ should be
the same. They clearly are not the same, and this can be interpreted as evidence
in favor of the Alesina/Rosenthal/Roubini/Cohen version of the partisan politics
model.

On the other hand, inspection of Table 19.5 reveals that unemployment usually
does continue to fall during the last two years of a Democratic administration,
although perhaps at a dampened rate. Such dampening of the effects of partisan
economic policies over the course of an electoral cycle is quite consistent with the
early version of the Hibbs model, in which each party tries to reach a different
location along a Phillips curve like the one depicted in Figure 19.1. If a Democratic
administration takes office when unemployment is high and inflation is low, the ini-
tial impacts of its stimulation policies will produce large declines in unemployment
at modest costs of inflation. As the economy moves up along the Phillips curve,
however, each reduction in unemployment comes at a greater cost of higher infla-
tion; the predicted declines in unemployment under a Democratic administration
should become smaller, the farther into the electoral cycle it is. The reverse sort
of dampening effect can be expected as a Republican administration moves down
along the Phillips curve.19

19.4.4 Additional evidence for the Alesina/Rosenthal model

Alesina and Rosenthal’s book is an ambitious effort to model the behavior of
American voters and the interplay between Congress and the president on macroe-
conomic policy. In addition to making rather precise predictions about the patterns
of economic growth and inflation over an electoral cycle, they make several predic-
tions about how citizens will vote.

One interesting aspect of their theory is that it implies that for some voters divided
government is an intended outcome and therefore that they will try and bring it about.
A large group of voters with preferences between points L and R in Figure 19.5 will
try to bring about a division in control over Congress and the White House in the
hopes of obtaining a macroeconomic policy falling between these two extremes. One
way to do this is to split their vote in a presidential election between a presidential
candidate of one party and congressional candidate(s) of the other party. A plus

19 See Hibbs (1992, pp. 369–70; 1994). For an early and unsupportive test of the rational partisan model, see
Sheffrin (1989), and for a more recent one Heckelman (2001).
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for the Alesina/Rosenthal theory is that it gives a rational voter account of this
seemingly schizophrenic behavior.

A second plus comes in accounting for the midterm cycle. The share of the
national vote going to the party of the president has declined in 19 of the 20 midterm
elections since 1918 (see Figure 19.6).20 Alesina and Rosenthal’s (1995, ch. 4)
account for this phenomenon is that voters are uncertain about the identity of the
next president when they vote in a presidential election, but not when they vote in a
midterm election. Thus, a middle-of-the-road voter knows at a midterm election that
she must vote against the president’s party in the congressional races to balance the
strength of the White House, and this explains the midterm cycle. None of the other
PBCs offers an explanation for this cycle, and thus this clearly supported prediction
must be recorded as a big plus for the Alesina/Rosenthal theory.

Nevertheless, one must note that not all of the swings in voter support in midterm
elections line up quite as nicely as Alesina and Rosenthal might like. Their model
predicts no midterm cycle if the voters are certain of the outcome in the preceding
presidential election. One expects, therefore, the biggest swings at midterm follow-
ing the most uncertain presidential contests. No election outcome in the twentieth
century was a bigger surprise than Harry Truman’s victory in 1948, but the midterm
swing in 1950 was roughly equal to the mean swing. Roosevelt’s landslide win in
1936 must have been well anticipated, and yet it was followed by the second biggest
swing over the period examined. All in all, however, the data on midterm cycles
must be regarded as offering good support for the Alesina/Rosenthal theory.

Less successful is their attempt to explain voters’ decisions in presidential elec-
tions as rational responses to judgments about the competence of the incumbent
party. The data reject this formulation of the model and Alesina and Rosenthal
(1995, p. 206) are forced to conclude that “the assumption of voter rationality is put
into question by our results in the sense that the American electorate seems to place
‘too much’ weight on the state of the economy in the election year when choosing
a president” (emphasis in the original).

19.4.5 Discussion

The seemingly irrational voter behavior described by Alesina and Rosenthal in
the closing sentence of the previous subsection is, of course, precisely the kind of
behavior that the Nordhaus/MacRae model presumes. Although this model has been
subject to the most intense empirical scrutiny of all PBC models, and has the longest
list of authors who reject it, one still gets the impression when reading through this
literature that it is not totally at odds with the data. A more naive hypothesis about
opportunistic political behavior than the one modeled by Nordhaus and MacRae
would be that presidents try to improve the state of the economy going into election
years. The literature on short-term changes in expenditures, transfers, taxes, and
monetary policy reviewed earlier offers ample support for this hypothesis. A further

20 Writing in the early 1990s Alesina and Rosenthal could claim that their prediction of a midterm loss for the
president’s party was always confirmed. But the 1998 election destroyed this perfect record.
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glance at Table 19.5 reveals that unemployment fell between the third and fourth
years of ten of the thirteen presidential terms since 1948 and remained unchanged
in one other. On the two occasions when it rose a president standing for reelection
lost – Carter in 1980 and Bush in 1992. It is easy to reach the conclusion from these
figures that presidents try to lower unemployment when going into an election, and
are well-advised to do so.

The opportunistic PBC model predicts that both parties adopt the same set of
macroeconomic policies. In his fierce bombardment of Kramer’s (1971) article
Stigler (1973) dismissed Kramer’s findings in part because “there is no difference
between the Republicans and Democrats with respect to the ardent pursuit of high
levels of employment and high and steady rates of growth of real income.” Em-
pirically this must be one of the least well-founded of all of the great Stigler’s
observations. The evidence reviewed earlier indicates unequivocally that these two
parties, and parties of the left and right in many other countries, generally pursue
different goals and produce different macroeconomic outcomes.

What then are we to conclude from this evidence? Which model fits the data
the best? One clear loser is the strong form of the rational expectations model,
which predicts that governmental economic policies cannot affect real economic
variables, because these policies are accurately anticipated and fully discounted.
Democratically elected governments do not appear to believe that it is futile to
try and alter unemployment and growth through macroeconomic policies. And the
evidence suggests that each party in office does have some success in achieving its
ideological goals.

With respect to the competing PBC models, there appears to be empirical support
for both an opportunistic PBC and one which emphasizes partisan differences. Yet
the premises upon which these two sets of models rest are quite different. The
opportunistic PBC models follow Downs (1957, p. 28) in postulating that “parties
formulate policies in order to win elections, rather than win elections in order to
formulate policies.” The partisan PBC models in contrast “assume that parties win
elections in order to formulate policies” (Chappell and Keech, 1986, p. 881; see
also Alesina and Rosenthal, 1995, pp. 16–19). A more fundamental difference in
starting points would not seem possible. But perhaps both starting points are partly
correct. Downs defended his assumption with the argument that a party could not
pursue any goal if it did not win the election first. The fact that winning an election
is a necessary condition for the pursuit of any additional goals may help explain
why some politicians at some points in time undertake opportunistic actions to win
elections.

Having won an election, a party may feel free to implement some of its ideological
goals, and its sense of freedom may vary with the size of its electoral victory, its lead
in the current polls, and the time to the next election. Each behavioral assumption
may accurately characterize the motivation of different parties at different points in
time.

One of the pioneering contributions to the PBC literature made exactly this sort
of assumption. Frey and Lau (1968) posited that left-wing governments would
spend more and right-wing governments less when their popularity was high, but
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that both would try to lower unemployment and expand national income as the
election approached and/or their popularity fell below a critical value (assumed in
empirical work to be 52 percent approval). Lower average unemployment rates and
higher average inflation rates for left-of-center governments emerge from the Frey
Lau model as a consequence of their ideological predilection to greater spending.
Opportunistic behavior by incumbents would also be observed on at least some
occasions. Empirical support for variants on this model, modified to capture country-
specific economic and institutional factors, was presented for the United States
(Frey and Schneider, 1978a), the United Kingdom (Frey and Schneider, 1978b,
1981a), West Germany (Frey and Schneider, 1979), and Australia (Schneider and
Pommerehne, 1980; Pommerehne and Schneider, 1983). Some of the empirical
findings were challenged, however (e.g., Chrystal and Alt, 1981), and the model
seemed to have been discarded along with the other, early PBC models.

The model has, however, been recently rediscovered by a number of authors who
have both improved upon the original formulations of it, and provided further em-
pirical support (Blais and Nadeau, 1992; Davidson, Fratianni, and von Hagen, 1992;
Carlsen 1997; Price, 1997). Davidson et al., for example, present a satisficing model
with partisan differences, but in which a presidential administration adopts polices
to lower unemployment in the fourth year of an electoral cycle if unemployment rose
during the third year. They find support for their model using data for presidential
elections back to 1916.

Any model that mixes ideological goals and opportunistic behavior, substitutes
satisfying for maximizing behavior, myopic for rational expectations, and the like, is
vulnerable to that most devastating of all criticisms – that it is ad hoc. My dictionary
defines “ad hoc” as being “concerned with a particular end or purpose.” The par-
ticular end or purpose to which this literature is concerned is explaining the impact
of politics on macroeconomic variables, and the feedback of the macroeconomy
back onto political outcomes. If a model that assumes steadfast maximizing and
forward-looking, rational behavior does not explain all of the data, then perhaps
one or more of these assumptions must be relaxed. My reading of the empirical
results obtained so far suggests that some hybrid model of the polar alternatives fits
the data best.

19.5 Voter behavior

19.5.1 Myopic, retrospective, rational

The different PBC models make quite different assumptions about the kind of
information voters use when deciding how to vote, ranging all the way from a highly
myopic voter who only considers the state of the economy just before she votes to
a highly rational voter who at most uses recent economic performance to judge a
party or administration’s competence and to predict its likely future performance. In
between these polar extremes is the rationally retrospective voter who ensures that
her agents in government will perform their duties well into the future by rewarding
good performance in the past.
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The evidence in favor of some form of retrospective voter hypothesis consists of
both survey studies, which ask voters questions about how their choices are formed,
and the many vote- and popularity-function studies. As Tables 19.1 and 19.2 suggest,
there is a great deal of support for the retrospective voter hypothesis from the latter
sorts of studies. The main remaining issue in these studies would appear to be how
much weight events in the distant past get relative to the recent past. Some studies
like Fair (1978), Nordhaus (1989, pp. 28–39), and Borooah and Borooah (1990)
suggest that only the current or more recent values of unemployment, inflation, and
so on are important in explaining the vote for or popularity of a president.

Others like Hibbs (1982c, 1987, 2000) and Peltzman (1990) have estimated posi-
tive and economically meaningful weights on past performance over essentially the
full electoral cycle. In considering his results for presidential elections, for example,
Peltzman (1990, p. 42) drew the following conclusion: “These results are inconsis-
tent with the notion that voters myopically weight only the most recent experience . . .

the peak total weight never occurs before a two-year lag and usually occurs at a four
year lag.” I have included in Table 19.1 the estimates for the four-year lag.

Hibbs (2000) also reaches the conclusion that the data from the entire 48 months
running up to an election are evaluated by voters when they cast their ballots. His
estimate of 0.95 for λ in equation (19.1) implies, of course, very little decay in the
weights given to past economic events. If one models voter decisions using (19.1)
and one assumes that the parameters are stable over time – a rather big if, in this
case, since parameter stability has not been one of the hallmarks of this literature –
then the coefficient on a lagged dependent variable in a vote or popularity function
with current values of the other variables included becomes an estimate λ. A glance
back over the figures in Tables 19.1 and 19.2 reveals that several of the λs estimated
in this way are also quite large – although, of course, several are also fairly small.
Whereas all studies do not support the extreme positions of Peltzman and Hibbs,
there is certainly additional evidence on their side in some of these other studies.

A few studies using cross-sectional panel data have found that expectations about
financial conditions perform better in explaining voter decisions than current or past
levels (Kuklinski and West, 1981; Hibbing, 1987). These findings offer support for
the rational voter assumption. Unfortunately, however, these studies appear to be the
exception rather than the rule. The safest generalization from this literature would
seem to be that some form of the retrospective voter hypothesis receives the most
support from the data, with some residual uncertainty over how far into the past
voters look when making their choices.

19.5.2 Sociotropic or egotropic

The vote- and popularity-function studies use aggregate measures of inflation and
so forth to explain how individuals vote or their opinions. Do people downgrade
an administration that produces high inflation because they personally have been
harmed by the inflation or because they regard high inflation as bad for society?
After a careful analysis of survey responses Kinder and Kiewiet (1979) concluded
that individuals rate presidents poorly because of high inflation or unemployment,
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and because of a concern about what is good for the country. That is, a person
may vote against a presidential candidate because she thinks the country has been
harmed by his policies, even though she herself is personally better off.

This behavior has come to be known as sociotropic voting in contrast to egotropic
voting where the voter is only concerned about his own economic circumstances.
Kinder and Kiewiet’s study produced a sharp critique from Kramer (1983), but their
findings have generally been substantiated with larger data sets for both the United
States and other countries (Kinder and Kiewiet, 1981; Hibbing, 1987; Lewis-Beck,
1988; Markus, 1988). Some studies have, however, found both a voter’s personal
economic position and her perceptions of the nation’s problems to be significant
in explaining her party preferences (Fiorina, 1978, 1981; Kiewiet, 1981, 1983;
Kirchgässner, 1985).

19.6 Politics and inflation

19.6.1 Hypotheses

In Section 19.2.1 we described a scenario in which party competition for votes leads
to a stable PBC as hypothesized by MacRae (1977). This model assumes the exis-
tence of an L-shaped Phillips curve as depicted in Figures 19.1 and 19.2, however.
The existence of such long-run trade-offs is now generally rejected in favor of a
Phillips curve that is a vertical straight line, as in Figure 19.7. Even in the absence
of any long-run trade-off, it still might be possible to “fool” economic agents tem-
porarily. Suppose, for example, that the government can adopt short-run economic
policies such that if it starts from point M it can reduce unemployment by moving
out along S1S1 to point 1. A vote-maximizing government faced by myopic voters

Figure 19.7. Equilibrium in the absence of a Phillips curve.
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could then increase its chances of winning in the short run by going to point 1.
Economic agents would then adjust their expectations of future inflation rates up-
ward and one would return to LL at some higher point, N . If a new government
could again surprise economic agents, the economy would move to point 2, and
then, say, to O . As long as governments can find new ways to fool economic agents,
the inflation rate would drift upward until some point like E was reached where
inflation got so high that no short-run gains from reducing unemployment could be
obtained, or until economic agents could no longer be fooled. This dynamic version
of the PBC sees inflation steadily rising over time and eventually settling into a
permanently high level (Nordhaus, 1975).

The preceding scenario relies upon a degree of voter myopia. Politics can in-
troduce an inflationary bias into economic outcomes even without voter myopia,
owing to the “time inconsistency problem” (Kydland and Prescott, 1977). To see
what is involved, assume again the existence of a long-run vertical Phillips curve
as in Figure 19.7. All citizens would prefer to be at point M along the curve than at
higher points, and a vote-maximizing government that could commit itself to a set
of macropolicies would promise this combination of unemployment and inflation.
But because governments cannot truly commit to keep their promises, economic
actors must always anticipate that a government will opportunistically attempt to
stimulate the economy and produce temporarily lower levels of unemployment at
the cost of higher future levels of inflation. Thus, when negotiating wage contracts
workers will not demand wage increases based on the expectation that the inflation
will be as represented at M , but will build into their demands the higher inflation
rates that the opportunistic government would in the long run produce. Thus, the
government does not go into an election at point M , but rather already at E , and
its options to behave opportunistically are foreclosed. The economy experiences
permanently higher inflation rates because of the government’s inability to commit
to more responsible macroeconomic policies.

19.6.2 The facts

Table 19.7 presents inflation and unemployment rates, and government deficits as
a percentage of gross domestic product, for those major industrialized countries
for which fairly complete data were available from 1951 to 1998. Two things stand
out in the numbers for inflation: a great deal of variation across countries at any
one point in time, and a dramatic acceleration in inflation rates across all countries
beginning in the early 1970s. This acceleration was due in part, of course, to the
OPEC oil price increases. But the direct impact of the increases in oil prices on
country inflation rates was far smaller than the changes that occurred, and the
higher levels of inflation in some countries lasted well into the 1980s, long after oil
prices had collapsed. Why did Austria, Germany, and Switzerland’s inflation rates
return to roughly their pre-oil shock levels by the early 1980s, while in Denmark,
Finland, Spain, and Sweden they remained at roughly double their pre-shock levels?
Why did Israel experience such tremendously high levels of inflation over much of
the post–World War II period?
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Partial answers to these questions have already been given in our discussions
of the PBC and partisan politics. Some governments do expand the money supply
just prior to elections; left-wing governments generally pursue looser monetary
policies and produce higher levels of inflation. We now consider some additional
explanations that focus in particular on the question of why economically similar
countries often reveal such significantly different rates of inflation.

19.6.3 Central bank independence

The explanation for inflation based on the time-inconsistency problem assumes that
the government cannot credibly commit not to try to produce short spells of low
unemployment by meddling with the macroeconomy. The result is lower popularity
for the government and lower welfare for society. A Pareto improvement is possible
if the government can tie its hands to prevent it from meddling with the economy.
The creation of an independent central bank (CB) may be one way to accomplish
this outcome (Rogoff, 1985). The government, which is the agent of the citizens,
effectively creates yet another agent to carry out a task that it is unable to carry out
properly – namely, a low-inflation monetary policy.

But if the government cannot commit itself not to meddle with macropolicy in
general, how can it credibly commit itself not to meddle with the CB? How can an
institution created by and dependent on the government remain independent?

The problem is not unlike the problem of creating an independent judiciary,
and one approach to creating central bank independence (CBI) has been to make its
directorship something like a judgeship with long terms of appointment and salaries
set by formula.21

A second form of protection of CBI arises in democratic systems with effective
checks and balances. When authority over the CB is shared, and the seats of authority
differ in their monetary policy objectives, each may block the other leaving the CB
free to pursue its preferred monetary policy (Moser, 2000, chs. 10 and 11).

The ultimate protection of CBI is to write it into the constitution, so that it is effec-
tively guaranteed by the (hopefully also) independent judiciary. This is de facto the
route that the European Monetary Union took when it created the European Central
Bank, although the member countries may still be able to exert some influence
through the appointment process for directors.

Empirically CBI appears to be positively correlated across countries with indexes
of political freedom and political stability (Cukierman, 1992; Cukierman and Webb,
1995; de Haan and van ’t Hag, 1995; de Haan and Siermann, 1996; Bagheri and
Habibi, 1998). The less secure a nation’s political freedoms are and the more unstable
its politics, the more likely it is that some party or party leader finds it advantageous
to sweep aside the institutions protecting the CB’s independence and print money
to win public support.

21 For a discussion of the costs and benefits of this solution, see Waller and Walsh (1996). For a general discussion
of creating independent and responsible governmental agents, see Mueller (1996a, ch. 19).
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Numerous indexes of CBI have been constructed to determine whether CBI is
related to price stability. The bulk of the studies find that it is, although whether
a relationship is found and how strong it is depends on which measure of CBI
one uses.22 Moser (2000, pp. 146–50) finds that the lowest inflation rates are ob-
served in countries like Germany and the United States, with both strong CBI and
strong checks and balances on legislative action to reinforce CBI. These stud-
ies illustrate rather clearly the important role political institutions can play in
insuring that political competition works to benefit citizens rather than to harm
them.

19.7 Deficits

19.7.1 The facts

Table 19.7 presents budget deficit figures for most major industrial countries since
World War II. As with the figures on inflation, considerable variation exists across
countries. Nevertheless a general pattern is apparent. The first five-year period
(1951–5) has more countries with government budgets in surplus than any other
five-year period. The large deficits for France, Ireland, and Italy pull the average
deficit up to slightly more than that for 1956–60. Starting with this five-year period,
the average deficit rises steadily until by the early 1980s it is running at almost
7 percent of Gross Domestic Product (GDP). What is true of the average is also
true of the individual countries. Over the first fifteen years of this period more than
half of the countries either ran surpluses on average or had deficits of less than
1 percent of GDP. In the early 1980s only one country – Norway, with its huge oil
revenues – ran a budget surplus. The average deficit has fallen since 1985, but it
remains true that a substantial majority of the industrial countries continued to run
deficits into the 1990s. Why did the pattern of government finances over the last
fifty years shift to one in which governmental deficits have become the norm?23 In
the next subsection we present some hypotheses.

19.7.2 Hypotheses

19.7.2.1 Fiscal illusion and Keynesian delusions. Throughout the nineteenth and
first half of the twentieth century voters held politicians responsible for keeping state
finances in balance. Even FDR promised to balance the budget in his first campaign
for the presidency. Then during the 1960s, Buchanan and Wagner (1977) argue the
“Keynesian revolution” changed both economists’ and the public’s attitudes toward

22 See Grilli, Dourato, and Tabellini (1991); Cukierman (1992); Alesina and Summers (1993); Havrilesky and
Granato (1993); Al-Marhubi and Willett (1995); Cukierman and Webb (1995); and Iversen (1999). Banaian,
Burdekin, and Willett (1998) have difficulty relating inflation rates to many of the measures of CBI proposed
by Cukierman (1992). Of the eight different measures examined by Oatley (1999) a simple dichotomy between
moderately strong and strong CBI, on the one hand, and weak CBI gave as good a fit as any other alternative.

23 Webber and Wildavsky (1986, ch. 5 and p. 562 ff.) claim that states have confronted the problem of their
revenues falling short of their expenditures throughout their entire history.
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debt. Since Americans held most of the federal government’s debt, they were both
creditors and debtors and, so it was argued, this implied that the public debt did
not really impose any fiscal burdens on the population. The logic of Keynesian
economics implied further that running deficits could be good for the economy
because they stimulated economic activity and reduced unemployment.

The rational individual lacks the incentive to make superrational calculations of
the consequences of government policies. A check in the mail, an announced cut
in taxes, or a fall in the unemployment rate are easily noticed and much publicized
manifestations of government policies. The future inflation or future tax liabilities
that these policies foreshadow are dimly perceived shadows for most voters. Thus
when they were told that deficits were in fact good for the economy citizens stopped
punishing politicians for running them, and the competition for votes led to an
imbalance between taxes and expenditures, resulting in the government deficits and
inflation depicted in Table 19.7.

19.7.2.2 Political business cycles. Although Buchanan and Wagner’s explanation
for the growth in budget deficits in the United States is an attempt to explain a
one-time secular shift in governmental policies, its reliance on the concept of fis-
cal illusion introduces a form of voter myopia and thus makes their explanation
somewhat related to the traditional PBC model. This model in both its myopic voter
and rational voter forms predicts deficit spending prior to elections and thus could
account for secular swings in deficits, if governments fail to reverse these policies
fully after the elections.

19.7.2.3 Partisan effects. Left-of-center governments run deficits; right-of-center
governments run surpluses (smaller deficits).

19.7.2.4 Government paralysis. Much of the PBC literature implicitly and even
often explicitly assumes a two-party electoral system. If the voter is unhappy with
the levels of unemployment and inflation, she can vote for the opposition party. If
she has a high income, she is likely to favor the party of the Right and not the Left.
In such two-party systems the incumbent party can always be held responsible for
the current macroeconomic situation.

Most European countries, however, have multiparty systems that often lead to the
government being formed by a coalition of two or more parties. In such coalition
governments disagreements over policy choices, as say the proper response to an
economic shock like the OPEC price increases, may arise. Each party has its own
constituents and no party wants to appear to give in to a compromise that makes
its constituents worse off than those of other members of the coalition. A form of
“war of attrition” ensues, with each party holding out in the hopes that the other
members of the coalition give in first (Alesina and Drazen, 1991). The result is that
the needed policies to deal with the economic shock are delayed and the economy
suffers the consequence.

This type of argument can explain why some countries were able to adjust rather
quickly to the OPEC price increases and reduce inflation levels back to normal,
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while others adjusted more slowly. In the same way it could account for the growth
in government deficits that began about the same time. Note that this hypothesis,
unlike the previous two, also gives clear predictions about the causes for different
sized deficits across countries.

19.7.2.5 Budgetary rules. The government paralysis described in the previous hy-
pothesis arises because no party wants to take responsibility for the hard economic
choices that sometimes must be made. In all parliamentary systems, however, there
is a prime minister and a finance minister who at least nominally are responsible
for the government’s economic performance. They presumably have an incentive to
see the government adopt responsible economic policies. Their ability to implement
these polices will depend, however, on their authority over the individual ministers,
the rules governing the amendment of budgets by the parliament, and so on (von
Hagen, 1992).

19.7.3 The evidence

Buchanan and Wagner (1977) gave an explanation for the dramatic rise in the federal
deficit that began in the United States during the 1960s. Although U.S. voters may
have been fooled into voting for politicians who produced high deficits up through
the 1980s, by the early 1990s the American voter seemed to have returned to the
same sort of fiscal conservatism that Buchanan and Wagner saw disappearing during
the 1960s.24 An important clause in Newt Gingrich’s “contract with America” that
led to the Republicans’ landslide victory in 1994 was the promise to eliminate the
federal deficit. Bill Clinton also perceived there to be political gains from fiscal
conservatism, and by the end of the 1990s the federal deficit was gone. American
voters appear to have gotten over their illusions about the deficit.

Several of the studies cited in support of the PBC model have found government
debt expanding prior to elections (Blais and Nadeau, 1992; Alesina and Roubini
with Cohen, 1997, ch. 9; Franzese, 2000; Schuknecht, 2000). Partisan biases have
been found in some studies (Blais and Nadeau, 1992), but not in others (de Haan
and Sturm, 1994; Alesina and Roubini with Cohen, 1997, ch. 9), and at least one
study has found some evidence of a reverse bias (Franzese, 2000).

Roubini and Sachs (1989) found that government deficits were larger in countries
where government coalitions tended to be short and composed of many parties. Their
findings have been supported in some additional studies (Grilli et al., 1991; Alesina
and Perotti, 1995; Franzese, 2000),25 but not in others (de Haan and Sturm, 1994;
de Haan, Sturm, and Beekhuis, 1999).

Von Hagen’s (1992) evidence on the importance of budgetary institutions in
explaining deficits has been corroborated by several additional studies (e.g., de Haan
and Sturm, 1994; Helland, 2000; Strauch, 2000).

24 See also Peltzman (1992).
25 Edin and Ohlsson (1991) claim that it is minority governments rather than coalition governments per se that

produce large deficits.
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Thus, as too often happens when competing hypotheses are tested, the evidence
is somewhat equivocal as to what the determinants of governmental deficits are.
Clearly no single hypothesis can account for all the differences.

19.8 Reflections

The basic models discussed in this chapter often make different assumptions about
how voters behave, how parties behave, and how the economy behaves. Not sur-
prisingly, these models often generate quite different predictions. Understandably,
there are substantial differences of opinion among the proponents of the different
models as to how well the data support their predictions.

As mentioned earlier, one possible explanation for the difficulties researchers
have had in finding one model that is consistent with all the data may be that more
than one model is needed. Some of the authors of the original opportunistic PBC
models seem to have had the Nixon administration’s macroeconomic policies in
mind when they wrote down their models, and certainly Richard Nixon was every
bit the opportunist. But perhaps other presidents behave differently than Nixon.
Perhaps Nixon today would behave differently.

Juan Peron once offered the following advice to the president of Chile:

My dear friend: Give to the people, especially the workers, all that is possible.
When it seems to you that already you are giving too much, give them more. You
will see the results. Everyone will try to scare you with the specter of an economic
collapse. But all of this is a lie. There is nothing more elastic than the economy
which everyone fears so much because no one understands it.

(as quoted in Hirschman, 1979, p. 65)

Peron tested the elasticity of the Argentine economy on several occasions, and
many other Latin American leaders have followed his advice. Although giveaway
programs financed by increasing public debt or printing money might have been suc-
cessful ways to maintain popularity and win elections at one time in Latin America,
today they do not appear to be so. Latin American voters seem to have become
more sophisticated in their understanding of the macroeconomy; Latin American
politicians have consequently become more responsible in their choices of policy.

It would also appear from evidence presented by Suzuki (1994) that Japanese
voters have become less myopic over the post-war period. Suzuki finds support
for the opportunistic PBC in data from the early years of the Liberal Democratic
Party’s rule, but that by the 1980s this support had disappeared. It is also interesting
in this regard to note how virtually every European government was able to meet
the strict requirements regarding inflation rates and government deficits that were
set down for entry into the European Monetary Union. Despite starting from such
widely different levels of inflation and budget deficit as presented in Table 19.7,
all 12 countries desiring entry save Greece were able to meet the criteria by 1998,
and even Greece met them by 2001. If the stakes are high enough, politicians can
control inflation and the budget deficit.
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All of the models reviewed in this chapter have one thing in common – they assume
that the only government policies that voters are concerned about are related to the
macroeconomy, and that elections are fought on the basis of policies that affect the
macroeconomy.26 This feature makes these models quite different from much of
the rest of the public choice literature and in some ways in conflict with it.

For example, Alesina and Rosenthal (1995) assume that a moderate Democrat,
when deciding whether to vote for his incumbent Democratic congresswoman in a
midterm election, might vote against her, even though she has an excellent record
in bringing pork-barrel projects to her district, because the voter wants to bal-
ance the liberal macroeconomic policies of the incumbent Democratic president
with a Republican Congress. This assumption is at odds with a large segment of
the public choice/political science literature that sees voters interested in only the
pork-barrel/ombudsman activities of their representatives in Congress, and the rep-
resentatives catering to these interests (Ferejohn, 1974; Fiorina, 1977b).

The assumed voter calculus also seems to put into question the voter rationality
assumption. Even if the voter would like to see the Democratic president balanced
by a Republican Congress, he is likely to calculate that the party affiliation of his
congresswoman – since she is only one of 435 – will have a much smaller impact
on future macroeconomic policies than it does on the flow of pork-barrel projects to
the district. Thus even if the voter considers macroeconomic issues to be far more
important than local ones, if he is truly rational he will probably vote to return the
incumbent congresswoman to office and enjoy the pork that she will provide, rather
than trying to alter national macroeconomic policies by defeating her.

Also conspicuous by their absence from PBC models are interest groups. Their
inclusion might help explain some of the puzzling findings in the literature. For
example, several of the studies cited above have observed increases in certain out-
lays and cuts in taxes just prior to elections. These policies are consistent with
the predictions of some of the PBC models. However, the changes in taxes and
expenditures tend to be small, and thus it is much more difficult to observe the
predicted PBC in the unemployment and inflation data than in the expenditures
and tax data. Perhaps the purpose of the expenditure/tax changes is not to affect
macroeconomic variables, but to benefit certain interest groups that have promised
to support the government with votes and/or money. Integrating interest groups into
the models might greatly improve their explanatory power,27 but, of course, at the
cost of increasing their complexity.

One of the most attractive features of most of the models reviewed in this chapter
is how much they are able to explain with such relatively simple structures and a
relatively small number of variables. An important point to be made is to remind
the reader that the models are often extreme simplifications of reality, and that they

26 Econometric studies that try to forecast election outcomes, like Fair (1982) and Hibbs (2000), do add in other
variables to improve the accuracy of their predictions, but even here the work is notable for the sparsity of the
additional variables included. Hibbs, for example, adds only one – troops killed in combat – beyond growth in
income to predict the last half century’s presidential elections.

27 Frans van Winden (1983) has developed and simulated a model of private–public sector interaction allowing
separate roles for labor, firms, the public bureaucracy, interest groups, and political parties.
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often leave out much that is relevant. One important omission is certainly interest
groups. In the next chapter we take up the activities of these groups. Here again
we will find models that abstract from much that is relevant. Indeed, we will find
models that assume that all government activity consists of selling legislation to
interest groups and that all elections are determined by the wishes and actions of
these organized interests. Macroeconomic policies that affect all citizens will vanish
from view.

Bibliographical notes

This literature is huge and has led to the publication of at least one 800-page textbook.
Drazen’s Political Economy in Macroeconomics (2000) is an excellent introduction
to and overview of the literature, although the book is somewhat mistitled, since it
discusses virtually all topics from the public choice literature.

Several authors of the main PBC models have written their own partisan surveys
of the literature (Schneider 1978, 1982; Schneider and Frey, 1988; Nordhaus, 1989;
Hibbs, 1992; Alesina, 1988a; Alesina and Roubini with Cohen, 1997).

Additional surveys include Paldam (1981a, 1997), Alt and Chrystal (1983),
Borooah and van der Ploeg (1984), Gärtner (1994, 2000), Keech (1993), and
Nannestad and Paldam (1994).



CHAPTER 20

Interest groups, campaign contributions,
and lobbying

The diversity in the faculties of men, from which the rights of property originate,
is not less an insuperable obstacle to a uniformity of interests. The protection of
these faculties is the first object of government. From the protection of different
and unequal faculties of acquiring property, the possession of different degrees
and kinds of property immediately results; and from the influence of these on the
sentiments and views of the respective proprietors, ensues a division of the society
into different interests and parties.

The latent causes of faction are thus sown in the nature of man; and we see them
everywhere brought into different degrees of activity, according to the different
circumstances of civil society. A zeal for different opinions concerning religion,
concerning government, and many other points, as well of speculation as of prac-
tice; an attachment to different leaders ambitiously contending for pre-eminence
and power; or to persons of other descriptions whose fortunes have been interesting
to the human passions, have, in turn, divided mankind into parties, inflamed them
with mutual animosity, and rendered them much more disposed to vex and oppress
each other than to cooperate for their common good. So strong is this propensity
of mankind to fall into mutual animosities, that where no substantial occasion
presents itself, the most frivolous and fanciful distinctions have been sufficient to
kindle their unfriendly passions and excite their most violent conflicts. But the
most common and durable source of factions has been the various and unequal
distribution of property. Those who hold and those who are without property have
ever formed distinct interests in society. Those who are creditors, and those who
are debtors, fall under a like discrimination. A landed interest, a manufacturing
interest, a mercantile interest, a moneyed interest, with many lesser interests, grow
up of necessity in civilized nations, and divide them into different classes, actuated
by different sentiments and views. The regulation of these various and interfering
interests forms the principal task of modern legislation, and involves the spirit of
party and faction in the necessary and ordinary operations of the government.

James Madison

Karl Marx saw society as divided into two warring classes, and many observers of
politics following Marx have seen class orientation in parties, class bias in voting,
and so on. Several models of political business cycles assume that one party caters
to the labor class and tries to keep unemployment low, while the other favors the
capitalists and tries to keep interest rates low.

Over 200 years ago, James Madison also observed that “those who hold and those
who are without property have . . . distinct interests in society.” But he immediately

472
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went on to identify separate interests of creditors and debtors, “a landed interest, a
manufacturing interest, a mercantile interest, a moneyed interest, [and] many lesser
interests.” Politics in the modern democratic state is not a confrontation between
two polarized economic classes, but rather a struggle among a plethora of groups
with divergent interests. In this chapter we focus on these groups. We begin by
reviewing the hypotheses about interest groups put forward by Olson (1965) in one
of the classics of the public choice literature.

20.1 The logic of collective action

Interest groups come in a wide variety of institutional forms and sizes. Some seek to
further the objectives of their members as factors of production or producers. Labor
unions, farmer associations, professional associations (doctors, dentists, accoun-
tants), retail trade associations (groceries, hardware, liquor), and industrial trade as-
sociations (petroleum, cement, coal) are examples of these. Others seek to influence
public policy or public opinion with respect to particular public good–externality
issues. Peace groups, environmental groups, and the National Rifle Association are
examples of these. Often a group is organized to pursue one objective, and then once
organized turns to other forms of activity of benefit to its members. Labor unions
came into being to improve the bargaining power of workers vis-à-vis management.
But once the large initial costs of organization had been overcome, unions engaged
in additional activities of interest to their members, such as lobbying for legisla-
tion, which improves the position of workers. Still other groups seek to advance
all the interests of particular groups of people who have a certain social affinity for
one another due perhaps to their ethnic, religious, or geographic origins (Kristov,
Lindert, and McClelland, 1992). Most recently, groups have appeared to promote
the interests of members of a given sex, or those with particular sexual affinities. In
every case the driving force behind the formation of an interest group is the belief
that its members have common interests and goals, be they higher wages for truck
drivers or for women, or cleaner rivers for those whose consumption activities are
enhanced by this public policy (pp. 5–8).1

The commonality of the goals of an interest group’s members makes the achieve-
ment of these goals a public good for the group, and thus gives rise to the same
incentives to free-ride as exist in all public good–prisoners’ dilemma situations. The
individual steelworker and steel manufacturer benefit from a tariff on steel, whether
they have contributed to the efforts to bring about the tariff or not (pp. 9–16).

Two important conclusions can be drawn from this observation: (1) it is easier to
form an interest group when the number of potential members is small than when
the number is large (pp. 9–16, 22–65). An effective interest group can be organized
more readily for two dozen steel producers than for two hundred thousand steel
workers; and (2) the appearance of organizations that effectively represent large
numbers of individuals requires that “separate and ‘selective’ incentive(s)” be used
to curb free-riding behavior (p. 51, italics in original). The archetypal example

1 Page references in this section are to Olson (1965) unless otherwise noted.
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of the use of selective incentives is the labor union. Unions have fought to have
employers deduct dues from union members’ wages, and for “closed shop” con-
tracts forbidding employers from hiring nonunion labor (pp. 66–97). Where they
have succeeded in forcing employers to abide by these rules, as in many states in
the United States and countries in Europe, union membership has been relatively
high and union workers have earned higher wages. In France, where these selective
incentives encouraging union participation are absent, union membership has been
much lower.2 Perhaps the best evidence that such selective incentives are needed to
avoid free-riding behavior is the importance union leaders place on getting legisla-
tion and/or contractual stipulations requiring closed-shop contracts, the collection
of union dues, and the like. Worker solidarity does not suffice.

Where the benefits from collective action are not the same across all group mem-
bers, “there is a systematic tendency for ‘exploitation’ of the great by the small”
(p. 29). To see this, consider the following example. The automobile industry has
four firms producing the following numbers of cars each year:

XG = 4,000,000 cars

X F = 2,000,000 cars

XC = 1,000,000 cars

X A = 500,000 cars.

Compliance with fuel economy standards issued by the Environmental Protection
Agency (EPA) would raise the costs of producing cars by an average of $10 per
car. Each firm independently considers opening up an office in Washington to lobby
the EPA to delay enforcement of the fuel economy standard by one year. The cost
of running a lobbying office is $1.5 million for the year. The probability that the
industry will be successful in its lobbying effort increases with the number of
lobbying offices opened, being 0.25 for one office, 0.4 for two, 0.5 for three, and
0.55 for four. Firm G realizes that if it does not profit from opening a lobbying
office, no firm will. Its expected profit increase from opening a lobbying office is
0.25 times $40 million, which exceeds the $1.5 million cost of the office. Firm F
realizes that it will not profit from opening an office unless G does and thus calculates
its profits from opening the second lobbying office for the industry. The incremental
probability that the lobbying will succeed is 0.15, which when multiplied by F’s
$20 million cost saving gives an expected profit increase of $3 million for F . This
saving exceeds the $1.5 million cost of the lobbying office, so F also opens an
office. Given that G and F have opened offices, neither C nor A find it profitable to
do so, however. Both choose to free-ride on G and F’s lobbying efforts, receiving,
respectively, $4 million and $2 million increases in expected profits from G and F’s
lobbying. In this way the weak “exploit” the strong.

Note also that the amount of lobbying effort that arises from independent de-
cisions is suboptimal from the point of view of the industry. A third and fourth
lobbying office would bring the industry $7.5 and $3.75 million in expected profits,

2 For a discussion of France in the context of Olson’s work, see Asselain and Morrison (1983).
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respectively. But these additional offices will be opened only if G and F can bribe
C and A to do so. Moreover, since C and A know that G and F will open lobbying
offices regardless of whether C and A do so, C and A can hold out for subsidies
from G and F , which maintain their favorable ratio of benefits to costs.3

One of the counterintuitive predictions of Olson’s theory is that small interest
groups are much more effective at obtaining favors from government than large
groups are. Dramatic support for this hypothesis is provided by the agricultural
policies of nations around the world. In poor countries, where the agricultural sec-
tor is large and the group of middle-class urban dwellers is small, farmers receive
small or even negative subsidies for their products – that is, the government often
sees that the farmers receive less than world market prices. In the rich, developed
countries where farmers make up a tiny fraction of the total workforce, they often
receive giant subsidies. Van Bastelaer (1998) reports a range of effective subsi-
dies for farmers over the period 1955–80 from −26.9 in Ghana to 85.9 percent in
Switzerland. Van Bastelaer provides econometric support for the Olson hypothesis
with data from 31 countries.4 Additional evidence related to the Olson hypothesis
is contained in the experimental literature on the free-rider problem reviewed in
Chapter 2.

Although interest groups take center stage in much of Olson’s work, he did not
formally model how they operate in the political process and their effects on its
outcomes. This void has been filled, however, by an army of scholars who have
developed and tested models of interest group political behavior. We turn now to
these models.

20.2 Models of interest group behavior in politics

An interest group enters the political process to advance the common interest of
its members. It can accomplish this by providing candidates information as to what
this common interest is, by delivering votes to a candidate who promises to support
the group’s interests after the election, and most importantly and conspicuously in
recent years by supplying a candidate with money, which she can use to win an
election.5 By far the most controversial of these three activities of interest groups,
from both a positive and a normative perspective, is their use of money to influence
the outcomes of the political process. We take up the positive side of this question
now, and return to the normative issues raised in a later section.6

What is uncontroversial is that candidates use the money that they receive to get
(re)elected. Indeed, in the United States that is the only use to which these funds
can be put. Thus, campaign contributions become campaign expenditures, and any

3 For example, if C agrees to pay only 1/7 of the cost of its lobbying office with G and F paying 6/7, since that
is the ratio of their benefits, and A agrees to pay only 1/15 of the cost of its lobbying office, with the other three
sharing in proportion to their benefits, then C and A wind up enjoying 13.3 and 6.7 percent of the benefits from
lobbying while paying but 6.9 and 1.7 percent of the costs, respectively.

4 See also Krueger, Schiff, and Valdés (1991) from which some of van Bastelaer’s data are drawn.
5 Supplying a candidate with money that she can use for other purposes is, of course, not unknown in politics,

although it is illegal in most democratic countries. We discuss bribes and corruption later in the chapter.
6 Austen-Smith (1997, pp. 312–20) reviews the literature on interest group activity in supplying only information.
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model which explains the one must explain the other. Under one interpretation
of campaign contributions/expenditures, their only purpose is to determine the
outcome of the election. Candidates preselect their positions, and interest groups
contribute to the candidate whose position on the issues comes closest to their fa-
vored position. The election determines the winning candidate/position from the
preselected set of options. This interpretation of campaign contributions has been
called the “political man” theory (Welch, 1976), with contributors characterized
as passive “consumers” of the positions selected by the candidates (Snyder, 1990).
Alternatively, contributors have been characterized as “investors” who buy the po-
sitions of the candidates. In this “economic man” model of politics, a quid pro quo
exists between the interest group, which contributes to a candidate’s campaign for
election, and the candidate who “supplies” the group with her position on the issues
(Welch, 1976). The first question we wish to answer is which of these two models
of the political process comes closest to its reality?

20.2.1 Informative campaigning in a Downsian model

Much of campaign spending today goes to buy time on television. The natural
way for a political economist to think of this sort of “political advertising” is as
an analogue to consumer advertising, and several writers have treated campaign
expenditures as a form of advertising.7 Within the advertising literature, the dis-
tinction is often made between informative and persuasive advertising. In a simple
Downsian model, with a single-dimensional issue x , informative political advertis-
ing has a natural interpretation – a candidate informs voters of her position on x .
If informed voters vote for the candidate who comes closest to their ideal point,
and uninformed voters abstain, each candidate has an incentive to inform those
voters with ideal points closest to her position of the location of this position. As
more voters become informed, the candidate whose position is closest to the median
voter’s ideal point wins a larger fraction of the additional votes cast. The informative
campaigning by both candidates increases the likelihood that the candidate nearest
the ideal point of the median voter wins, and thus tends to drive both candidates to
this median position.8

With both candidates selecting the ideal point of the median voter, all voters are
indifferent as to which one wins. No person or group would contribute to a candidate
to increase her chances of winning in this situation. Groups to the left of the median
would have an incentive to contribute to candidate L if she would move to the left.
But if L abandons the median position, and informs all voters she has done so,
she reduces her chances of winning. Selective informing of just those on the left
would be an attractive strategy, but unfortunately groups on the right then have an
incentive to contribute to R so that he can inform his potential supporters. Thus, it is
difficult in a simple Downsian world with only informative campaigning to derive
the economic-man model of politics. No group has an incentive to contribute to

7 See in particular Palda (1973, 1975) and Thomas (1989, 1990). The exposition given follows Mueller and
Stratmann (1994).

8 For formal models that produce this result, see Austen-Smith (1987) and Baron (1994).
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either candidate if they both adopt the same position. No candidate has an incentive
to leave the median position to raise campaign funds if the only thing she can do
with these funds is to inform voters that she is not at the median position.

20.2.2 Persuasive campaigning in a Downsian model

With purely informative political advertising, a candidate increases the likelihood
of some voters voting for her when she informs them of her position, but decreases
the likelihood that some other voters vote for her. Obviously, she would prefer it if
an advertising message would increase the likelihood that every voter would vote
for her. Again using the analogy of consumer advertising, we can define this sort
of campaign expenditure as persuasive campaigning. When a soft drink company
informs potential customers that it sells a lemon/lime soda, it increases the prob-
ability that those who like lemon/lime flavors purchase its soda, but reduces the
probability of those who prefer orange, cherry, or cola buying it. But when the same
company advertises that its soft drink “tastes the best” or “better than the rest,” it
may increase the probability that all potential customers buy it.

The same may be true for certain kinds of political advertising. All citizens
prefer honest politicians to crooks, competent politicians to buffoons, and so on. A
politician who convincingly advertises that she is more honest than her rival may
increase the probability of every voter’s support regardless of her position along the
x vector. In this section, we explore the implications of assuming that this sort of
political advertising is possible.9

Let πiJ be the probability that a member of group i votes for candidate J . Let
I CJ and PCJ be J ’s informative and persuasive campaign expenditures. Then
assuming that some members of each group are uncertain about the positions of the
two candidates, the probability that a member of group i votes for candidate J is a
function of the positions of both candidates, and their informative and persuasive
campaign expenditures.

πiJ = πiJ (xL , xR, I CL , I CR, PCL , PCR) (20.1)

where i = 1, 2, . . . , m and J = L , R. The distinction between informative and per-
suasive campaigning lies in the signs of the partial derivatives of πiJ with respect
to the four campaign expenditures. An increase in L’s persuasive campaign expen-
ditures increases the probability that all members of group i vote for L , just as an
increase in persuasive campaign expenditures by R decreases the probability of an
i voting for L .

∂πiL/∂ PCL > 0, ∂πiL/∂ PCR > 0, for all i. (20.2)

On the other hand, informative campaign expenditures increase the probabilities
that some groups vote for a candidate, while reducing the probabilities that other

9 Austen-Smith (1987) motivates a similar characteristic for campaign expenditures, while sticking with the
assumption that they are informative in nature, by assuming that all risk-averse voters benefit from a reduction
in uncertainty over a candidate’s position.
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groups vote for her. Letting f denote those groups favoring L when fully informed,
and r those groups favoring R, we have

∂πf L/∂ I CL > 0, ∂πrL/∂ I CL < 0, ∂πf R/∂ I CR < 0, ∂πrR/∂ I CR > 0. (20.3)

The attraction of persuasive campaign spending over informative spending is
obvious. The latter, unless selectively targeted, must decrease the probability of
some groups supporting the candidate, while it increases the probability of others’
support. Persuasive campaign spending, on the other hand, holds out the promise of
increasing the votes obtained from all groups.

Given this feature, we can represent J ’s probability of winning the election, πJ ,
as a function of her campaign expenditures, CJ , those of her opponent, and the
positions of the two candidates,

πL = πL (xL , xR, CL , CR), πR = πR(xR, xL , CR, CL ) (20.4)

with ∂πL/∂CL > 0, ∂πL/∂CR < 0, ∂πR/∂CR > 0, ∂πR/∂CL < 0.
Now consider the decision of a member of group i on whether to contribute to a

given candidate. Let xi be his ideal point for x, vi his consumption of private goods,

Ui = Ui (x, vi ), ∂Ui/∂vi > 0, ∂2Ui/∂v2
i < 0. (20.5)

Let us assume to begin with that the voter believes that the positions of the two
candidates are fixed and that the only effect of his contribution is to change the
probability of a candidate’s victory. Voter i chooses the contribution Ci that max-
imizes his expected utility, E(Ui ), subject to the budget constraint (yi = vi + Ci ),
where yi is i’s income.10

E(Ui ) = πLUi (xL , vi ) + (1 − πL )Ui (xR, vi ). (20.6)

If i contributes only to L and ∂Ui (xL , vi )/∂vi ≈ ∂Ui (xR, vi )/∂vi , then the first-
order conditions from the maximization of (20.6) with respect to Ci and vi imply11

∂πL

∂CL
[Ui (xL , vi ) − Ui (xR, vi )] = ∂Ui (xL , vi )

∂vi
. (20.7)

The right-hand side of (20.7) is the marginal utility of private good consumption and
is positive. The equation has a solution with CL > 0, only if Ui (xL , vi ) > Ui (xR, vi ).

10 To simplify the discussion we ignore i’s share of x’s costs.
11 E(Ui ) = πLUi (xL , vi ) + (1 − πL )Ui (xR, vi ) + λ(yi − vi − Ci ), where πL = πL (xL , xR, CL , CR).

Maximizing with respect to Ci and vi yields

∂ E(Ui )
∂Ci

= ∂πL

∂CL
Ui (xL , vi ) − ∂πL

∂CL
Ui (xR, vi ) − λ = 0

∂ E(Ui )
∂vi

= πL
∂Ui (xL , vi )

∂vi

+ (1 − πL )
∂Ui (xR, vi )

∂vi

− λ = 0.

Eliminating λ from each equation and assuming ∂Ui (xL , vi )/∂vi = ∂Ui (xR, vi )/∂vi yields (20.7).
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A campaign contribution increases a voter’s expected utility only if the candidates’
positions differ, and if their positions are fixed, the voter contributes only to that
candidate whose position promises the higher utility. The voter contributes to L up
to the point where the change in his expected utility from the increase in probability
that his favored candidate wins just equals the reduction in utility from the reduction
of his income.

Now consider the decision of a candidate. If she matches her opponent’s posi-
tion her campaign contributions are zero, and she has a 50/50 chance of winning.
By moving away from her opponent’s position, however, she attracts contributions
possibly increasing the likelihood that she wins, although she must also recognize
that by placing a distance between herself and her opponent she may induce contri-
butions to her opponent. While competition for votes in a Downsian sense brings
the candidates’ platforms closer to the median, competition for money moves them
away from it. Competition for votes leads to competition for money, and the latter
pulls the two platforms apart.

Thus, in choosing a position, xL , L must take into account its effect on both her
own and her rival’s campaign expenditures, that is, that CL = CL (xL , xR) and CR =
CR(xL , xR). If xR remains fixed, the xL that maximizes L’s chance of winning, πL ,
satisfies

∂πL

∂CL

∂CL

∂xL
= −∂πL

∂xL
− ∂πL

∂CR

∂CR

∂xL
, (20.8)

where πL is defined as in (20.4). If campaign contributions for both candidates
were zero, each would choose a position that maximized the probability of win-
ning – the median position. If a candidate gains more votes by spending the cam-
paign contributions she obtains and distancing herself from her opponent, she does
so. Equation (20.8) states that L moves to the point where the marginal increase
in the probability of winning from the additional contributions obtained by mov-
ing slightly farther from R just balances the combined reduction in probability
of winning from the move itself, and the additional campaign contributions to R
it induces. Thus, if campaign expenditures do generate votes, and campaign con-
tributions are dependent on the positions of the candidates, candidates will take
positions based on the expected contributions that they generate. Money will af-
fect both the identity of the winning candidate and the positions both candidates
take.

We can now see that when campaign spending generates additional votes, the
distinction between the “political man” and the “economic man” models collapses.
On the margin a dollar of campaign contributions changes both the expected votes
and the positions of the candidates. Given that the positions of candidates are
dependent on the expected contributions they induce, contributors take into account
not only the effect of their contributions on the probability that a candidate wins,
but the effect of their contributions on the positions of the two candidates. The
probability that L wins can now be written πL [xL (CL , CR), xR(CL , CR), CL , CR]
and Ui becomes Ui [xL (CL , CR), vi ] or Ui [xR(CL , CR), vi ] depending on whether
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L or R wins the election. Substituting these functions into (20.6) and maximizing
with respect to i’s contribution to L and vi yields

(
∂πL

∂xL

∂xL

∂CL
+ ∂πL

∂xR

∂xR

∂CL
+ ∂xR

∂CL

)
[Ui (xL , vi ) − Ui (xR, vi )]

+ πL
∂Ui (xL , vi )

∂xL

∂xL

∂CL
+ (1 − πL )

∂Ui (xR, vi )

∂xR

∂xR

∂CL

= ∂Ui (xL , vi )

∂vi
.

(20.9)

The first term in (20.9) represents i’s expected change in utility from contributing
to L as a result of this contribution’s effect on L’s probability of winning. If i
favors R over L , that is, Ui (xL , vi ) − Ui (xR, vi ) < 0, the first term is negative and
i would contribute nothing to L , assuming L’s position were fixed.12 But if the
probability of L’s winning (πL ) is large, and the increment in utility i experiences
from a shift in xL is large, the second term in (20.9) is large and positive and could
offset a negative first term, inducing i to contribute to L even though he prefers R.13

Thus, when candidate positions respond to campaign contributions, i might well
contribute to both candidates, moving one toward his optimum position and reducing
the distance that the other moves away. The outcome in which a voter contributes
to both candidates can only arise when candidates’ positions are influenced by the
campaign contributions they receive. Thus, evidence that some PACs and interest
groups contribute to both candidates in an election implies that candidate positions
do shift to induce greater contributions.14

The results that we have just derived, in part if not in toto, have been derived
by several authors under various assumptions. Grossman and Helpman (1996), for
example, assume the existence of two groups of voters, instead of two types of
campaign expenditures. One group is informed. Each voter is informed and votes
as in the Downsian model for the candidate (party) with the closest platform to his
ideal point. Uninformed voters, on the other hand, are “impressionable” and “can be
swayed by the messages they receive in the course of the campaign” (p. 268). Thus,
campaign expenditures in the Grossman-Helpman model have essentially the same
property as persuasive campaigning in the model sketched above, and affect both the
probabilities of each candidate’s victory and the positions that the candidates take.15

Although we have illustrated the basic relationships with a one-dimensional spa-
tial model, the important role played by uncertainty in the model makes the incor-
poration of interest groups and campaign contributions into the probabilistic voting

12 The first factor in the first term is positive. If i’s contribution to L increases xL , it moves xL toward xR increasing
πL . If i’s contribution to L reduces xL , it also reduces πL . Similar arguments hold for the second term in this
factor, and ∂πL/∂CL > 0.

13 The third term’s sign is ambiguous, since R could be right or left of i’s ideal point, and thus his contribution to
L could shift R away from or toward this point.

14 See Jacobson and Kernell (1983, p. 36). Poole and Romer (1985, p. 95) provide modest support for this
prediction.

15 See also Ben-Zion and Eytan (1974); Bental and Ben-Zion (1975); Kau and Rubin (1982); Kau, Keenan, and
Rubin (1982); Jacobson and Kernell (1983); Denzau and Munger (1986); Austen-Smith (1987); Congleton
(1989); Hinich and Munger (1989, 1994, chs. 9 and 10); Morton and Cameron (1992); Grossman and Helpman
(1994); and Ball (1999).
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model of Chapter 12 fairly straightforward, and several of the papers just cited have
established the existence of equilibria with multidimensional issue spaces using
some variant of the probabilistic voting model.

These models of campaign contributions produce a rich set of predictions, and
an immense literature has tried to test them. We examine some of its findings next.

20.3 Empirical studies of the causes and consequences of
campaign contributions

The theoretical models of campaign contributions lead to three sets of predictions:
(1) the positions candidates have taken on issues in the past, their ideologies, and
perhaps their ability to help interest groups in the future should affect the amounts of
money contributed to them; (2) campaign expenditures should increase the number
of votes a candidate receives; and, to close the circle, (3) the actual voting behavior
of representatives should be influenced by the magnitudes and sources of the cam-
paign funds that they have received. The second prediction is pivotal. If political
advertising does not buy votes, no candidate has a reason to undertake it and no
interest group has a reason to contribute to a candidate. Given the vast amounts
spent in campaigns, it would seem that proposition (2) must be true, and of the
three relationships, this one is perhaps the most extensively researched. We begin,
therefore, by examining the empirical work that tests the second prediction of the
campaign expenditure model literature.

20.3.1 Votes for a candidate are a function of campaign expenditures

To test proposition (2), one might begin with (20.4). This equation implies that the
number of votes a candidate receives is a function of her campaign expenditures, the
expenditures of her opponent, and their positions on the issues. In addition to being
sensitive to characteristics of her opponent, the relationship between expenditures
and votes may depend on personal characteristics of the candidate herself, and
perhaps of her district. For example, the effectiveness of a given amount of political
advertising may vary with the education or income levels of citizens in a district.
Catholic candidates may be more successful in districts with large fractions of
Catholic voters. These considerations suggest that an empirical specification of
(20.4) to be tested on cross-section data could take on a rather complex, nonlinear
form (Coates, 1998, 1999).

In particular, we should expect the relationship between own expenditures and
share of the votes won to be nonlinear. Here again the analogy between campaign
expenditures and consumer advertising is relevant. An important goal of Coca-
Cola’s advertising is simply first to introduce and then to remind people of its brand
name, so that it becomes the first brand name that pops into the consumer’s mind
when he orders a soft drink. The sales that this sort of advertising generates can
be expected to follow an S-shaped curve. In particular, as the population becomes
saturated with messages, the number of new customers reached and won from an
additional message declines.
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The same can be expected of political advertising. The most difficult challenge
many new entrants into politics face is to get citizens to remember their names.
Unless they are the son of a former president or an ex-wrestler, they start at the
origin of the S-shaped vote function depicted in Figure 20.1.16 At the beginning
of a campaign, spending is highly productive as a candidate reaches those citizens
who will vote for him once they learn something about him. As more and more
citizens learn his name and his position on the issues, the number of new votes won
per dollar of campaign spending declines, reaching perhaps zero at the level CZ as
depicted in the figure.

Two implications follow from this figure. First, assuming that the curve does
not actually turn down, a candidate has the incentive to spend all of the money
contributed to his campaign. Second, the goal of the candidate is to raise enough
funds to reach a point like CZ , where the marginal return to the candidate in votes
is zero.

One more important prediction can be inferred from the analogy between po-
litical and consumer advertising. Advertising builds up a stock of goodwill.17 An
established brand like Coca-Cola needs to spend far less to maintain this stock,
than a new brand must spend to build up a stock. This asymmetry creates an entry
barrier in consumer markets and an important advantage for incumbents in politics.
Where a challenger for a seat in Congress may start a campaign close to the origin
in Figure 20.1, an incumbent may start at a point like CI , and thus have a significant
advantage over the challenger.

All of these predictions regarding campaign expenditures have found empirical
support. Grier’s (1989) study of U.S. Senate races from 1978 through 1984 captures
several key features of the campaign expenditures model. His main findings are
illustrated in the following regression explaining the incumbent’s percentage share
of the vote (Vt ):

Vt = 48.3 + 4.37 D8284 + .19Vt−1 − 11.42 S − .0760 CHAL
10.95 2.99 2.81 3.12 7.65

+ .000059 CHAL2 + .0287 INC − .000016 INC2, R2 = 0.55
5.07 5.01 4.26

where D8284 is a dummy variable for the two years 1982 and 1984, S is a dummy
set equal to one for the one incumbent Senator caught in a scandal during this
period, and CHAL and INC are the campaign expenditures of the challenger and the
incumbent. The lagged vote share is included as in several other studies to account for
district-specific factors. The two squared expenditure terms capture the anticipated

16 The reader should think of this figure as drawn for a given level of spending for the other candidate.
17 See Grier (1989) and Lott (1991). Here the distinction between informative and persuasive advertising is again

important. Goodwill capital from informative advertising depreciates much more rapidly than goodwill capital
from persuasive advertising. Today’s ad that Coca-Cola is on sale for 99 cents a liter will have little impact on
its sales six months from now. But an ad stating that “Coke tastes better” may have a long-lasting impact. A
candidate’s position on an increase in the sales tax in one campaign will have little impact on her votes four
years later. Her image as an honest politician may carry over from one campaign to the next, however. Again
see Mueller and Stratmann (1994).
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Table 20.1. Proportion of marginal effects on incumbents’ votes
shares, 1984 House of Representative elections

Insignificantly
Significantly < 0 different from zero Significantly > 0

Incumbents 0.14 0.86 0.000
Challengers 0.91 0.08 0.006

Source: Coates (1998).

diminishing returns to campaign expenditures. Both are significant. An increase in
a challenger’s campaign spending has a negative effect on an incumbent’s share of
the vote which decreases on the margin as the challenger’s spending increases. The
incumbent’s own spending has a positive effect on her share of the vote, an effect
which also decreases on the margin. The equation also indicates that at low levels
of spending, the challenger’s spending has much larger marginal impacts than the
incumbent’s spending.18

Although Grier’s expenditure model captures some of the main anticipated re-
lationships, it can be criticized for not correcting adequately for differences in the
personal characteristics of the candidates and their states. As noted above, such
corrections are likely to require quite complicated nonlinear models. Coates (1998)
estimates one such model that contains numerous interaction terms between the
expenditure variables and the candidate and district characteristics. Table 20.1 sum-
marizes his findings with regard to the marginal impacts of the two sets of candi-
dates’ expenditures. Although 91 percent of the challengers would have benefitted
from having more money to spend, none of the incumbents would have done so.
Indeed, Coates estimates small negative marginal impacts for 14 percent of the
incumbents.19

Tables 20.2 summarizes the major findings of a representative sample of studies.
Virtually all find significant marginal impacts for the expenditures of challengers.
A few find significant effects for incumbents, but even these tend to find larger
marginal impacts for challengers than for the incumbents.

Another reason why it may have been difficult to estimate significant effects
for the spending of both candidates is that the two expenditures tend to be highly
correlated (Jacobson, 1978, 1985). This problem is magnified by bringing in the
simultaneous relationship between expenditures and votes. Most incumbents win.
For example, in the Glantz, Abramowitz, and Burkart (1976) study of contests
for seats in the California legislature and the House of Representatives, only 16

18 Abramowitz (1988) obtains similar results to Grier for Senate contests over the 1974–86 period. Welch (1976)
and Jacobson (1985) have also reported results suggesting diminishing returns to campaign expenditures.

19 Such negative marginal effects are of course possible if the curve in Figure 20.1 were to actually turn down
beyond some level of spending. Coates argues that such turning points can exist, and that candidates may go
beyond them because of ignorance of their location.

Levitt (1994) adopted the ingenious strategy of eliminating all additive district- and candidate-specific
characteristics by including in his sample only House contests in which both candidates compete against one
another two or more times. Levitt finds zero marginal effects of incumbent spending and near-zero effects for
challengers. His procedure can be faulted, however, for not allowing for interaction effects between expenditures
and district or candidate characteristics (Coates, 1998, p. 64).



Table 20.2a. Summary of main results linking votes for candidates to their
campaign expenditures, U.S. House, Senate, and President

Effect of expenditures by

Election Challenger Incumbent Study

U.S. House
1972 sig. insig. Glantz et al. (1976)
1972, 1974, sig. sig. (1974, OLS) Jacobson (1978)
1978 sig. sig., wrong sign Kau, Keenan, and Rubinb (1982)
1972–82 sig. insig. (usually) Jacobson (1985)
1972–90 sig. insig. Levittc (1994)
1984 sig. insig. Coates (1998)
1980 sig. insig. Kau and Rubinb (1993)

Dem Rep
1972 sig. sig. Welch (1974, 1981)
1980–86 sig. sig.d Snyder (1990)

U.S. Senate
1972, 1974 sig. sig. (1972) Jacobson (1978)
1972–82 sig. insig. (usually) Jacobson (1985)
1974–86 sig. sig. Abramowitz (1988)

Dem Rep
1972 sig. sig. Welch (1974, 1981)

U.S. Presidential
1972 sig. sig. Nagler and Leighly (1992)

Table 20.2b. Summary of main results linking votes for candidates to their
campaign expenditures, other contests

Effect of expenditures by

Election Challenger Incumbent Candidate Study

Provincial Elections
Quebec, 1966, 1970 sig. Paldaa (1973, 1975)
Manitoba, 1973 sig. Paldaa (1975)
California Assembly, 1972,

1974
sig. sig. (1974) Glantz et al. (1976)

Parliamentary seats,
Scotland and Wales, 1974

mixed Johnston (1978)

8 Provincial elections in
Canada, 1973–7

sig. Chapman and Palda
(1984)

Canadian Federal Election
(Ontario), 1979

sig. Palda and Palda
(1985)

a Palda (1973, 1975) uses votes for all candidates as the dependent variables. Incumbency treated as a dummy
variable (significant).

b Kau, Keenan, and Rubin (1982), and Kau and Rubin (1993) regress winner’s margin on winner’s and loser’s
expenditures. Given high success rate of incumbents, I have interpreted their results for winners as pertaining
to incumbents.

c Sample restricted to contests in which both candidates faced each other more than once. Coefficient on challenger
spending much smaller than in other studies.

d Snyder regresses Democrat’s share of vote on Democrat’s share of expenditures. Significance of Republican
spending inferred from significance of Democrat’s spending share.
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of 511 incumbents lost. Many are almost certain winners regardless of what they
spend, and thus may receive and spend little. Those who face stiff challenges may
receive more funds to help fight off the challenge. Thus incumbents facing tough
challengers will spend more, but receive fewer votes than easy winners. A cross-
sectional regression that includes the two types of incumbents may thus fail to
capture the positive relationship between spending and votes in the close contests.
This simultaneity problem may explain the surprising result observed by Palda and
Palda (1998) in the 1993 French parliamentary election. Although they generally
found that campaign spending increased votes for both incumbents and challengers,
incumbents who spent large amounts of their own money did significantly less well.
Palda and Palda interpret this result as implying that voters penalized incumbents
who tried “to buy their reelection.” An alternative interpretation is that incumbents
did not spend their own money when they faced weak challenges, and thus that
own spending proxies for a tight race, which explains its negative coefficient in a
cross-section regression.20

One recent study that nicely accounts for the simultaneity between the closeness of
the contest and the amount of campaign spending is by Nagler and Leighley (1992).
They test Snyder’s (1989) prediction that presidential candidates will allocate more
funds to states that are pivotal in the electoral college, and are expected to have
close votes. They estimate a two-equation model that explains money allocated to
each state in the 1972 presidential election, and the responsiveness of votes won to
money spent. Their model both predicts the allocation of funds by the two candidates
across the states, and reveals large marginal effects of spending for both Nixon and
McGovern.

Finally, we note that congressmen, when they vote on bills to curtail campaign
spending, behave as if they at least believe that this spending has differential effects
on their chances of being reelected (Bender, 1988, 1991).

20.3.2 Determinants of campaign contributions

Equation (20.9) has three implications with respect to the direction and levels of
campaign contributions: (1) a contributor gives to the candidate whose position is
closest to his own; (2) a contributor gives to a candidate who is willing to shift
her position toward that favored by the contributor; (3) contributions to a candidate
are higher, the higher her probability of winning. All three predictions have found
support in an extensive literature.21

20 Johnston (1978) emphasizes the difficulty of estimating the expenditure-vote relationship with cross-sectional
data, and Welch (1981) and Jacobson (1985) review the simultaneity issue.

21 Ben-Zion and Eytan (1974); Bental and Ben-Zion (1975); Crain and Tollison (1976); Jacobson (1978, 1985);
Welch (1980, 1981); Kau and Rubin (1982, 1993); Kau, Keenan, and Rubin (1982); Palda and Palda (1985);
Poole and Romer (1985); Poole, Romer, and Rosenthal (1987); Munger (1989); Grier, Munger, and Torrent
(1990); Snyder (1990, 1992); Grier and Munger (1991); Stratmann (1991, 1992a, 1995, 1996b, 1998); Bennett
and Loucks (1994); Kroszner and Stratmann (1998); and Hersch and McDougall (2000).

Also relevant are the studies that find that the total contributions of a firm or industry are positively related
to their potential gains from public policies (Pittman, 1976, 1977; Mann and McCormick, 1980; Zardkoohi,
1985).
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The prediction that contributions flow to candidates with high probabilities of
winning is confirmed by the general finding that incumbents have extremely high
probabilities of being reelected, and they receive most of the campaign contributions
(Welch, 1980).

In a study that is noteworthy both for the sophistication of its methodology and
the size of its sample, Poole and Romer (1985) found a strong relationship between
the ideological positions of contributors and the ideological positions of the can-
didates to whom they offer contributions. Corporate and trade association PACs
give to conservative candidates and labor unions to liberal candidates. Moreover,
within these broad interest group categories campaign contributions break down
even further into consistent ideologic patterns; some corporate PACs give exclu-
sively to the most conservative candidates, others to moderate conservatives and
liberals. Poole and Romer’s general findings about the direction of flow of PAC
contributions have been corroborated by Kau, Keenan, and Rubin (1982); Kau and
Rubin (1982, 1993); Munger (1989); Grier, Munger, and Torrent (1990); Grier and
Munger (1991); Stratmann (1991, 1992a, 1995, 1996b, 1998); Bennett and Loucks
(1994); and Kroszner and Stratmann (1998).

The results from most of these studies seem to imply that contributors are
not merely trying to increase the election probabilities of candidates whom they
favor, but are trying to influence the votes that they will cast on specific issues,
or to obtain specific political “favors” (Snyder, 1990). Stratmann (1992a) finds,
for example, that agricultural PACs channel money to representatives who are
likely to be undecided over how to vote on farm bills. Grier and Munger (1991)
hypothesize that congressmen will feel more obligated to contributors who sup-
ply them with funds when they face a close race. Knowing this, contributors have
a motivation to supply more funds to candidates involved in close races, or who
come from districts with economic and ideological characteristics that lower the
odds of getting reelected (Stratmann, 1996b). Poole and Romer (1985) also find
that money flows to incumbents involved in tight races, and go on to state that
“this result, together with a parallel one on challenger contributions, appears to
be the most robust finding in the empirical literature on campaign contributions”
(p. 101), citing Jacobson (1985) and Kau and Rubin (1982) in further support of their
statement.

The economic-man, investor-contributor model of campaign contributions also
finds empirical support in the many studies that observe systematic patterns be-
tween the economic interests of the contributors and the committee assignments of
the recipients.22 Building on Shepsle and Weingast’s (1987) theory of standing com-
mittees, Kroszner and Stratmann (1998) posit the existence of long-run, exchange
relationships between members of standing committees and the interest groups they

22 See Munger (1989); Grier and Munger (1991); and Dow, Endersby, and Menifield (1998). Somewhat indirect
support for the existence of long-run, exchange relationships between House committee members and interest
groups is also provided by Grier, Munger, and Torrent’s (1990) failure to detect systematic patterns of interest
group contributions to senators. Their explanation for this is that the rules of the Senate are much different from
those of the House, and that they reduce the value of committee membership. Poole and Romer (1985) found
only a weak relationship between committee assignments and campaign contributions in the House, however.



488 Interest groups, campaign contributions, and lobbying

regulate. They test their predictions using data on contributions from commercial
and investment banks, security firms, and insurance companies to members of the
House of Representatives from 1983 through 1992. The following results support
their predictions:

1. The largest contributions from these PACs go to members of the House
Banking Committee.

2. The contributions from PACs with opposing interests are negatively cor-
related for committee members, but positively correlated for all other
congressmen.

3. The contributions from these PACs to a particular committee member fall
dramatically when she leaves the banking committee.

4. Congressmen who are not successful in raising large amounts of contribu-
tions while on this committee tend to leave it.

If PACs from the financial sector and congressmen are involved in long-run,
exchange relationships, commercial banks and insurance companies will know
“who their friends are” on these committees and will concentrate their contribu-
tions accordingly (finding 2). Since no long-run exchange relationships exist be-
tween financial companies and members of Congress who are not on the banking
committee, all of these PACs spread their campaign contributions around evenly
and thinly to these other congressmen. Findings 3 and 4 offer clear support for the
hypothesized exchange relationships.23

Snyder (1992) also finds evidence that PACs establish long-run, “investment”
relationships with congressmen. A given PAC tends to give to the same subset
of representatives every year, and this pattern of persistence is stronger for PACs
with economic interests than for “ideological” PACs. Since older representatives
are more likely to retire or die, they receive less from PACs, ceteris paribus, than
young representatives.

Perhaps the strongest evidence of a quid pro quo relationship between interest
group contributors and members of Congress comes in Stratmann’s (1995, 1998)
work on the timing of contributions. If contributors took the positions of congress-
men on issues as fixed, and just gave to those congressmen who took positions that
the interest groups favored, one might expect a steady flow of contributions to con-
gressmen over the course of an electoral cycle, or a pattern correlated with the cycle.
On the other hand, if interest groups attempt to influence the way representatives vote
on specific issues, they might be expected to concentrate their giving around key
votes on these issues either to “remind” a Congressman just before a vote is taken of
the implicit exchange relationship between him and the interest-group contributor,
or to reward him immediately after a vote has been taken. Stratmann (1998) finds
that farm PAC contributions to members of the House were significantly clustered
around the dates when key votes on farm legislation were taken.

23 Bennett and Loucks (1994) also examine contributions to the House Banking Committee although in this case
from financial institutions and savings & loan associations. They also find a concentration of contributions on
members of this committee.
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20.3.3 Determinants of representative voting behavior – campaign
contributions

If campaign contributions are rational allocations of contributor income, then there
should be payoffs in terms of the votes that winning candidates cast on issues of
importance to the contributor. The evidence reviewed in the previous subsection
certainly suggests that PACs expect the behavior of congressmen to be influenced
by their contributions. Are these expectations vindicated? The cleanest test of this
hypothesis comes on those issues that have a simple and obvious economic payoff to
certain contributors, such as legislation on the minimum wage or cargo preference.
Several studies have successfully conducted these sorts of tests.24

Evidence also exists indicating that some PACs, which do not represent narrow
economic interests, nevertheless try to influence congressional voting through their
contributions. Langbein (1993), for example, examined the patterns of contributions
of both the National Rifle Association (NRA) and Handgun Control, a citizen PAC
whose goal is stated in its name. One expects ideology to be important in the
decisions of individuals to both join and contribute to these PACs, and thus that
the political man or consumer contributor model might well apply here. Langbein
(1993, p. 563) found, however, that “NRA contributions to pro-gunners and to gun
controllers were both significant. The more NRA money a pro-gunner received, the
fewer times he or she switched from the pure NRA position; this is consistent with
expectation. By contrast, the more NRA money a gun-controller received, the more
he or she switched from a pure gun-control position.” Money matters even for an
issue as ideological and emotionally charged as gun controls.

20.3.4 Determinants of representative voting behavior –
ideology or pure survival?

“Buying” a congressman’s vote through a campaign contribution is one way eco-
nomic interests can make themselves felt. But even if campaign contributions were
totally banned or, as several scholars claim, did not influence how congressmen
vote, we would still expect economic interests to be important in determining how
representatives vote. If voters vote their pocketbooks, then their representatives will
take the economic interests of these voters into account when they vote. Repre-
sentatives from districts with large fractions of dairy farmers will vote for price
supports for milk; representatives from urban districts will vote against them. The
studies that have tested whether campaign contributions affect how representatives
vote have all included other variables to capture the economic interests and ideo-
logical preferences of the representatives’ districts. Those studies that claim that
campaign contributions do affect how representatives vote have found them to have

24 See Silberman and Durden (1976); Chappell (1981); Kau, Keenan, and Rubin (1982); Kau and Rubin (1982,
1993); Peltzman (1984); Frendreis and Waterman (1985); Marks (1993); Stratmann (1991, 1995, 1996b); Kang
and Greene (1999); and Baldwin and Magee (2000).

Chappell (1982), Grenzke (1989), Wright (1990), and Dow and Endersby (1994), on the other hand, fail to
detect significant relationships between PAC contributions and the votes cast by legislators.
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a significant impact on representatives’ voting after controlling for the characteris-
tics of their districts. Studies that claim that campaign contributions do not affect
how representatives vote have found that it is only the characteristics of the repre-
sentatives’ districts that have a significant impact on their voting.

Many studies have included only measures of the economic interests and ideo-
logical preferences of the representatives’ districts. When voting is on legislation
where the opposing economic interests are clearly defined, the economic interests
of their districts have always been found to be important in determining how the
congressmen vote.25 Moreover, the narrow economic interests of representatives’
constituents also appear to have a significant effect on how they vote on legislation
with broad economic impacts. A ban on child labor would appear to have potentially
broad economic consequences, and to entail a significant ideological component.
Davidson, Davis, and Ekelund (1995) find, however, that Senate voting on the Child
Labor Act of 1937 is related to the economic impacts of the legislation on each
state. Senators from states adversely affected by the bill (states with many firms
in interstate commerce, with many textile firms that were the primary employers
of children, and with large numbers of children in domestic service) voted against
the bill. Senators from states where beneficial effects from the bill were identified
voted for it. Libecap (1992) has made similar claims with respect to the Sherman
Antitrust Act of 1890, as have Ramı́rez and Eigen-Zucchi (2001) with respect to
the Clayton Act in 1914.26

In an extremely ambitious paper, Peltzman (1985) sets out to explain “the history
of Congressional voting in the twentieth century.” He finds that the “profound po-
litical changes” over this century can to a “remarkably close degree . . . be attributed
to changes in economic interest” (p. 669), that is, changes in the economic inter-
ests of states and congressional districts explain changes in voting patterns in the
House and Senate. Peltzman also identifies a “‘persistent historical’ element” in the
voting behavior of representatives from different states and regions that one might
associate with underlying ideological differences. Moreover, Peltzman confines his
analysis to congressional voting on tax and expenditure bills, issues upon which
one might expect economic interests to dominate. Conceivably voting on more ide-
ological issues like prohibition, civil rights, gun controls, and so on might reveal
even more persistent regional/ideological differences.

Thus, it seems likely that both the economic interests and the ideological prefer-
ences of a representative’s constituents are likely to influence how she votes in the
legislature. We might then reasonably model the vote of representative r on issue i as

Vri = α IC + βE IC + µi , (20.10)

where IC is a vector measuring the ideological preferences of different legisla-
tive districts, and E IC is a vector that measures their economic interests. Quite

25 In addition to the studies already cited, see Richardson and Munger (1990) explaining voting social security
legislation; Harper and Aldrich (1991) votes on sugar bills; Marks (1993) voting on trade bills; Kahane (1996)
voting on fast-track authority for NAFTA; Basuchoudhary, Pecorino, and Shughart II (1999) voting on funding
for a superconducting supercollider; Fishback and Kantor (1998) on the adoption of workers’ compensation;
Irwin and Kroszner (1999) on Republican voting on free trade; and Jenkins and Weidenmier (1999) voting for
the Bank of the United States from 1811 to 1816.

26 See also Delorme, Frame, and Kamerschen (1997).
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obviously, from the preceding discussion, there is no reason to assume that a single
set of ideological and economic interest variables explains voting on all issues. The
fraction of dairy farmers in a district may be important in explaining votes on milk
price supports, but not on restrictions on abortions. The fraction of Baptists in a
district may be related to votes on abortion issues, but not to milk price supports. Dif-
ferent variables and different coefficients can be expected for different sorts of issues.

A strong form of the Downsian model would predict that it is only the economic
interests and ideological preferences of a representative’s constituents that explain
her voting. Each representative is only concerned about getting reelected and fears
that any deviation from her constituents’ preferences will be punished with defeat
in the next election. Peltzman’s (1984, 1985) work is consistent with this Darwinian
interpretation of political competition.

The alternative position sees political competition as less Darwinian. The high
probabilities of reelection that incumbents enjoy create “slack” in the political pro-
cess, which allows representatives on occasion to “shirk” on their obligations as rep-
resentatives and vote as their own preferences dictate, even when this runs counter
to the preferences of their constituents.27 One way to test this hypothesis would be
to construct a vector of variables to measure a representative’s personal economic
interests and ideology (Ir ) – whether she is a Baptist or a dairy farmer – and add it
to (20.10).

Most studies that have tried to account for the personal ideology of a representative
have not followed this approach, however, but rather have used the scores given to
representatives by various ideological interest groups based on their past votes on
key, ideologically important issues. One difficulty with this approach, however, is
that a representative’s ideological score may simply reflect the economic interests
and ideological preferences of her constituents. If this is the case, there may be
significant collinearity between Ir and the other variables in (20.10).

Kalt and Zupan (1990) have treated Ir as part of the residual from (20.10),
and tested to see whether it behaves systematically, as it should, if a represen-
tative’s ideology matters. They first specified a vector of variables to include in
(20.10) and used it to predict how members of the Senate would vote during the
1977–8 legislative period. They then summed the residuals from this regression
and tested to see whether they were systematically related to the American for
Democratic Action’s ideological categorization of issues during this period. The
pattern of residuals was not random. Some senators consistently voted more lib-
erally than the characteristics of her state predicted she would, and others more
conservatively. George McGovern, the Democratic nominee for president in 1972
who lost in a landslide to Richard Nixon, consistently voted more liberally than his
South Dakota constituency’s characteristics predicted he would. Barry Goldwater,
the Republican nominee for president in 1964 who lost in a landslide to Lyndon
Johnson, consistently voted more conservatively than his Arizona constituency’s
characteristics predicted.28

As Higgs (1989) has pointed out, the strong form of the Darwinian model seems
to be resoundingly rejected by the fact that the two Senators from a state often vote
27 See Kau and Rubin (1979); Kau, Keenan, and Rubin (1982); and Kalt and Zupan (1984, 1990).
28 See also Carson and Oppenheimer (1984), Kalt and Zupan (1984), and Garrett (1999).
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differently on an issue – 37 percent of the time on 465 defense-related votes in
1987. Since the constituency characteristics for a single state that go into (20.10)
are identical, this equation must predict the same vote on any given issue. Such
a large number of splits casts considerable doubt on the explanatory power of all
possible sets of state characteristics that one might choose.

Some of those who discount the representative-ideology/shirking hypothesis have
responded by arguing that the senators from a given state actually represent different
constituencies (Peltzman, 1984; Dougan and Munger, 1989; Lott and Davis, 1992).
If one thinks of constituents as potential voters, then this argument is either patently
false or it undermines all of the empirical work that has tried to explain voting in
the House and Senate using characteristics of the populations in each district or
state as explanatory variables.29 Indeed, one attempt to identify different reelection
constituencies relies on the same sort of examination of residuals that has been used
to measure representative ideology (Stratmann, 1996b).

One way to explain why two Senators from the same state vote differently is to
posit the existence of a geographic constituency of potential voters and an economic
and ideological constituency of interest groups that lobby her and contribute money
to her campaign.30 These might include interest groups based within a senator’s state,
but could also include interests from outside the state. An additional vector, PAC,
measuring campaign contributions and possibly lobbying efforts of interest groups
must then be added to (20.10) to give us

Vi = α IC + βE IC + δ Ir + γ PAC + µi . (20.11)

Equation (20.11) would carry the prediction that all of the split voting by senators
from the same state can be explained either by differences in their personal ideologies
or in their relationships with interest groups.

Several studies have attempted to test for the importance of a representative’s
personal ideology by testing whether a representative who announces her retirement
votes differently in her final term. Once she decides to retire, a representative is freed
from both the implicit contracts to deliver votes to contributors of campaign funds
and the need to satisfy the preferences of her constituents. IC , E IC , and PAC all
drop out of (20.11) leaving the representative’s personal ideology, Ir , as the sole
variable to explain how she votes. Several studies that have performed such tests
claim that representatives do not vote significantly differently in their final terms
than they did before,31 while a second group of studies claims that they do.32 In one

29 Following Peltzman (1984), one might want to adjust the state data to take into account the different propensities
for groups to vote, but this alone does not lead to different predictions for how the two senators from a state
vote.

30 See, for example, Fort, Hallagan, Morong, and Stegner (1993).
31 See Lott (1987, 1990), van Beek (1991), Lott and Davis (1992), Lott and Bronars (1993), and Poole and Romer

(1993).
32 One problem with focusing on last period voting is that representatives tend to vote much less frequently after

they have announced their retirement (Lott, 1987, 1990). If the characteristics of a representative’s district
imply that she should vote against the defense appropriation bill, but her implicit contract with defense PACs
over the years implies that she should vote in favor of it, if the representative votes she must disappoint
either her geographic constituents or her financial ones. By not voting at all, she avoids overtly offending both
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of the most recent contributions falling into the latter category, Tien (2001) used
an improved index of ideology and found evidence of shirking by members of the
House who voluntarily retired between 1983 and 1990. Besley and Case (1995) also
found evidence of significant differences in the behavior of those who involuntarily
retired because of constitutional prohibitions against running for reelection.33

A somewhat different way to test for shirking is to see whether congressmen who
have secure seats deviate in their voting away from their constitutent preferences
more than do congressmen who face tough races. Coates (1995), examining votes
on radioactive disposal, and Coates and Munger (1995), examining votes on anti-
strip mining legislation, both found significant differences in the voting behavior of
legislators with safe seats. Both studies found that economic interest variables were
also significant. And, finally, Figlio (2000) found more evidence of senators shirking
in the early portion of the electoral cycle than shortly before they would stand for
reelection. This behavior appears rational, since he also found that shirking early in
a senator’s six-year term was less severely punished by voters. All in all, one must
conclude that the evidence suggests that elected politicians do indulge their own
personal ideological preferences to a greater degree when the likely costs of such
indulgence at the next election are reduced or eliminated.

20.3.5 Evaluation

The interest group model of political competition rests on three legs: (1) an equation
to explain how interest groups allocate their campaign contributions, (2) an equation
to explain the effect of campaign contributions on the way representatives vote, and
(3) an equation to explain the effect of campaign contributions on the outcomes of
electoral contests. All three legs of the model have found empirical support. All
three, however, have also been challenged on the basis of empirical evidence of one
sort or another. Of the three, the least controversial would appear to be the prediction
that PACs and other contributors distribute their funds selectively. Although some
disagreement exists over which characteristics of a representative affect the size and
source of his contributions, no one who has examined the data on contributions has
concluded that they are allocated randomly.

If contributors are rational and they have rational expectations, then the evidence
that they selectively channel their contributions to certain legislators implies support
for at least one if not both of the other legs of the interest group model. Contributors
must expect to influence either the outcome of an election or the way a legislator
votes by contributing to his campaign.34

The evidence that campaign spending is effective in increasing a candidate’s
chances of winning an election also seems quite strong, at least for challengers of
incumbents and in open seat elections. The much weaker findings with respect to

constituencies. Representative shirking in the final term may manifest itself as a nonrandom choice of issues
on which to abstain. Support for this interpretation is provided by Calcagno and Jackson’s (1998) evidence that
PAC contributions increase senators’ participation rates in roll call votes.

33 See also Kalt and Zupan (1990), and Zupan (1990).
34 A caveat here is Snyder’s (1990) hypothesis that the contributor is buying nonlegislative favors.
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the effects of spending by incumbents can also be interpreted as support for the
interest group model, since incumbents receive such large amounts of campaign
funds that they probably are operating at the top of the vote/expenditures mountain,
where the marginal impact of another dollar of political advertising is zero.

The biggest disagreement in the literature is over the determinants of a represen-
tative’s voting in the legislature and the relative importance of constituent interests,
money, and ideology as determinants. At one extreme would be the studies that
include only measures of the economic interests in each state or district, and thus
implicitly assume that neither the representative’s own ideology nor that of his dis-
trict matters. If the ideologies of voters affect how they vote, however, even a strong
form of the Downsian model would predict that representative voting would have
an ideological component. The Downsian version of (20.11) would have both IC

and E IC as right-hand-side variables. Most observers would now seem to agree
that voter ideologies play an important role in politics, and thus that IC belongs in
a model to explain representatives’ voting.35

The interest group model predicts that candidates will shift their positions on
issues to obtain additional campaign funds if by spending these funds they can
increase their chances of getting reelected. The studies that find a positive impact of
incumbent spending on their chances of winning support the hypothesis that PAC
contributions affect representatives’ voting. Several studies find direct support for
this hypothesis, but several others fail to support it. The evidence that contributions
are timed to coincide with important votes in Congress strongly suggests, however,
that contributors expect their contributions to affect how legislators vote.

By far the most controversial of the components of (20.11) is Ir , a representative’s
personal ideology. The studies that claim that representatives vote the same way after
they announce their retirements as before seem to imply that Ir is all that matters
in explaining how representatives vote, since all other variables drop out of the
equation for a retiring representative. If the ADA index of voting is a good measure
of how a representative will vote, and it also measures Ir , then all one should need
to explain a representative’s ADA index in period t is her index in t − 1. Krehbiel
(1993) comes close to suggesting that this is the case, and it is a direct implication
of Poole and Rosenthal’s (1997) research establishing the importance of a single
ideological dimension in congressional voting patterns. Tien (2001), on the other
hand, records a significant decline in the coefficient on a representative’s lagged
ADA rating once she announces that she will retire.

Even if a representative’s voting is heavily autoregressive, it might be consis-
tent with a Darwinian version of political competition. Assume, for example, that
the only two factors that affect whether a citizen votes for incumbent i when he
runs for reelection are his voting record in the legislature, Vi , and his campaign
expenditures. If in turn his flow of campaign funds depends solely on his voting
record, the probability that an incumbent is reelected will depend only on his voting
record,

πi = f (Vi ) + µi . (20.12)

35 Hinich and Munger (1994) place ideology at the center of their theory of politics.
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With sufficiently intense political competition only those incumbents with voting
records that maximize (20.12) will survive. Whether candidates are devoid of per-
sonal ideologies and consciously choose a pattern of voting that maximizes (20.12),
or are slaves to their personal ideologies and only survive in office if their ideolo-
gies happen to lead to a mix of votes in the legislature that maximizes (20.12), is
irrelevant for explaining how representatives vote in the long run. Vi in (20.11) will
be dependent on only IC , E IC , and PAC. The ideological score this voting record
produces, as measured by the ADA, will also be solely explained by IC , E IC , and
PAC. Thus, Ir , as measured by a legislator’s ADA score, should also be determined
subject to a random error by IC , E IC , and PAC. One should be able to explain a
legislator’s voting record with an equation that includes either IC , E IC , and PAC,
or Ir , if the level of political competition is strong enough.

Several studies have tested the strength of the Darwinian process by using the
residuals from equations like (20.11) that omit Ir to explain the probability that an
incumbent is reelected. These studies uniformly find that legislators are “strongly
punished” for their shirking. Lott and Davis (1992, p. 470) found “that those who
are eventually sorted out of office deviated from the interests of their constituents
by only 1.27 percentage points.”36

The fact that shirking does get punished implies, of course, that some shirking
does take place. Equation (20.11), if estimated without a measure of Ir , will produce
residuals that are correlated with the representatives’ personal ideologies (Carson
and Oppenheimer, 1984; Kalt and Zupan, 1984, 1990). Although the results of
Lott and Davis and others imply that shirking is fairly unimportant when measured
across a large set of votes, it is possible that when shirking occurs, it is on issues
of considerable ideological salience and importance. A representative’s personal
ideology has been found to be important, for example, in explaining voting on a
constitutional amendment to ban flag burning (Lascher, Kelman, and Kane, 1993);
on superfund legislation to clean up toxic waste sites (Gibson, 1993); on funding for
a superconducting supercollider (Basuchoudhary, Pecorino, and Shughart II, 1999);
on protectionist legislation (Nollen and Iglarsch, 1990); and on abortion (Brady and
Schwartz, 1995).37

Thus, it seems fair to conclude that a representative’s personal ideology does
affect how she votes on at least some issues. At doubt is the number and significance
of these issues. Because ideology must inevitably be measured as a residual to an
equation like (20.10), like all residuals it is to some extent a measure of our ignorance
and subject to question (Jackson and Kingdon, 1992). What we measure as the
persistent ideological preference of a representative may simply be a persistently
unaccounted for economic interest of his constituents or pressure from a lobbyist.
Pending the assembly of a set of variables that can explain legislative voting without
leaving a systematic component that can be related to an index of ideology, however,

36 Corroboration is provided by Kau and Rubin (1993), Lott and Bronars (1993), and Wright (1993). Figlio (2000)
observes, however, that it is only shirking in the last two years of senators’ six-year terms that gets punished.

37 Brady and Schwartz show that voting on abortion bills is much closer to constituent preferences when these
are adjusted to allow for the primary system. Brady and Schwartz’s adjustments reduce the explanatory power
of a representative’s personal ideology in explaining how she votes, but do not eliminate it entirely.
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we must allow for the possibility that a representative’s ideology also plays a role
in determining how he votes.

20.4 Lobbying

Wright (1990) found in his detailed study on voting in the House Agricultural and
Ways and Means Committees that interest group lobbying was more important
in explaining how committee members vote than campaign contributions. Interest
groups also appear to devote far more money to lobbying than they contribute to
congressional campaigns. Thus, interest group lobbying is yet another factor that
can affect how representatives vote.

Lobbying is essentially a one-way transmission of information from an interest
group to members of the government. This information may pertain to the prefer-
ences of the interest group or to “states of the world.” Although interest groups have
no incentive to falsify information about their preferences – other than perhaps to
exaggerate their intensity – they may under certain circumstances have an incentive
to distort information in their possession regarding states of the world. Suppose,
for example, that the speed limit in a state is 55 mph. This imposes a cost on the
trucking industry of $200 million per year because of the extra time spent transport-
ing goods. By lobbying the state’s legislature to raise the speed limit, the trucking
industry informs the legislature that the industry stands to gain from the speed limit
change, and this may translate into votes and campaign funds. But the industry may
go even further and provide the legislature with estimates of the cost savings for
the industry and private motorists from a higher speed limit, and the likely increase
in accidents and highway fatalities from a higher speed limit. Here, of course, the
industry may have an incentive to distort the “facts” that it provides the legislature
to make the increase in the speed limit more attractive to the legislators.

If, however, the industry always distorts the facts, the legislators have no incen-
tive to give weight to the “information” provided by the industry. Since lobbying
costs money, the industry has no incentive to lobby the legislature if it is going to be
ignored. Thus, the industry has an incentive to provide the legislature with accurate
information at least some of the time, so that the legislature will consider the infor-
mation provided by the industry. Thus, when facts about the true state of the world
are likely to change a legislature’s policies in favor of a particular interest group, it
sometimes has an incentive to provide truthful information through lobbying.38

If the industry expects that the legislature will raise the speed limit even without
its lobbying, it will of course not lobby for a change, since lobbying costs money.
And it will not lobby for a change if it prefers – say, for safety reasons – the lower
speed limit. Thus, both the lobbying efforts of an industry and the absence of such
efforts can provide accurate information to the legislature. When an industry does
not lobby for a change in policy, the legislature can assume that it either will not
benefit from a change, or that the information it has is such that it does not expect
to effect a change in policy by lobbying.

38 But only sometimes, because the costs of gathering and supplying the information may be too large relative to
their effect on the probability of a change in policy.
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Potters and van Winden (1992) and Potters (1992) have modeled the decision of
a single interest group to lobby, and Austen-Smith and Wright (1992) have modeled
lobbying by two interest groups with opposing interests. Counter perhaps to one’s
priors, interest groups often have the incentive to provide true information through
their lobbying efforts and lobbying by groups with conflicting interests tends to
improve the quality of information provided to the legislature. Austen-Smith and
Wright (1994) have found support for their model in data on lobbying and the
Senate’s voting on Robert Bork’s nomination to the U.S. Supreme Court.

20.5 The welfare effects of interest group activities

Total spending on congressional campaigns over the 1999/2000 electoral cycle
amounted to over $1 billion, up from the $740 million spent over the 1997/8 cycle.
Add to these funds the more than $500 million spent in the presidential primaries
leading up to the 2000 election and by the three final candidates, and one has more
than $1.5 billion being spent in the two years prior to a presidential election by can-
didates for this office and seats in Congress.39 If Wright’s (1990, p. 420) speculation
that lobbying expenditures add up to 10 times the amount spent by congressional
candidates is anywhere near correct, then some $5 billion is being spent each year
to affect the probabilities that congressmen are reelected, and the way they vote in
office, with another half billion being spent by presidential candidates in election
years. To this one could add the money spent in gubernatorial and state legisla-
ture elections, in elections for city mayors and councils, county councils, sheriffs,
school boards, and so on. Lobbying takes place here, too, so that the annual outlays
in the United States to decide who will occupy public office and how they behave
could easily amount to as much as $10 billion. Does this money buy better demo-
cratic government or worse? Do the campaign contributions and lobbying efforts
of business, trade, and professional associations, of labor unions, and of all of the
other groups with special economic or ideological interests lead to better political
outcomes, and if so, in what sense are they better?

One way to define better and best is in terms of a social welfare function (SWF).
Our question now becomes whether the activities of interest groups move us closer to
the maximum value for this function. To begin to answer this question, let us return
to the simple case in which each individual i has a concave utility function, Ui (x),
defined over a single-dimensional issue x . Let xi be the value of x at which Ui (x)
obtains its maximum – i’s ideal point. If then our SWF is a weighted Benthamite
function

W = α1U1 + α2U2 + · · · + αiUi + · · · + αnUn, (20.13)

the optimal x − xSW O – will satisfy the following first-order condition:

α1U ′
1 + α2U ′

2 + · · · + αnU ′
n = 0 (20.14)

where αi is the positive weight placed on the utility of voter i in the SWF.

39 Figures are taken from the Federal Elections Committee’s Web site.
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Now the first thing to note is that there is no reason to expect xSW O to coincide
with xm , the ideal point of the median voter, and the outcome that we would expect if
two candidates compete for votes without campaign contributions. Equation (20.14)
implies that the socially optimal x will be pulled away from xm in the direction of
voters with either high αi s or high marginal utilities from changes in the quantity
of x . If we assume that those groups who will experience the most utility gain
from a change in x away from xm contribute the most to candidate campaigns and
devote the most resources to lobbying, then campaign spending and lobbying can
be justified on normative grounds, since it moves the social choice toward the social
welfare optimum.

Once we take into account Olsonian differences in the abilities of groups to
organize, and differences in their commands over resources, the consequences from
campaign spending and lobbying become less sanguine. The social choice of x is
shifted toward the most preferred quantity of x of the best organized and financed
interest groups. Campaign spending and lobbying have the same effect on the out-
come of the political process as would arise if the utilities of the well-organized
and well-healed groups are given heigher weights in the Benthamite SWF that is
implicitly maximized.

If our definition of the best social outcome merely requires it to satisfy the Pareto-
optimality condition, then interest group activities will have no normative signif-
icance, since both the median voter’s optimal x and any other choice that might
arise as a result of interest group activities satisfy the Pareto condition in our sim-
ple, single-dimensional world. Indeed, all choices of x within the range of voter
ideal points are Pareto optimal. Analogous conclusions can be drawn for a multidi-
mensional issue space if we assume that political competition leads to the sorts of
equilibria expected from the probabilistic voting models.40

Campaign spending and lobbying do more than just affect the choice of x ; they
use up resources in the process. Indeed, in this respect these activities are just another
form of rent seeking. In the pure rent-seeking model, competition among interest
groups is over a rent rectangle generated by some monopoly power (see Chapter 15).
This rent represents the foregone utility of one group – the consumers – which is
transferred to another group – the owners of the monopoly. When interest group
campaign contributions and lobbying alter political outcomes, that is, they change
x , they also effectively transfer utility from one group to another and the resources
used to bring about the transfer are potentially wasted.

To see what is involved, consider Matrix 20.1. To simplify the discussion, assume
that each candidate has only two options – to raise campaign funds and spend them
all or to raise and spend nothing. If both spend nothing, the incumbent’s share of
the vote is 65 percent. If the incumbent were to continue to spend nothing while the
challenger raised and spent funds, the challenger could raise his chances of winning
to 50/50. If both spend, however, the challenger’s odds fall back to 35/65. The matrix

40 A more attractive role for lobbying groups can be defined, if we assume that candidates are ignorant of some
possible dimensions of the issue space. Pareto-preferred outcomes might then arise from interest group lobbying
if this lobbying informs those in government about new public goods that when provided make all citizens
better off.



20.5 The welfare effects of interest group activities 499

Matrix 20.1. Outcomes from an election with and without
campaign spending

Challenger
Spends Spends
all funds nothing

Spends all
funds 65 35 75 25

Incumbent
Spends nothing 50 50 65 35

has the configuration of a prisoners’ dilemma with the familiar implication that the
two candidates select the dominant strategy and raise and spend campaign funds
even though they have no net effect on the election outcome. The spend/spend
equilibrium is dominated by the outcome when both spend nothing because of the
assumption, in this example, that the spending does not alter the probabilities of the
two candidates’ victories, and thus all of the money spent has gone for naught.

Of course, it is likely that the spending of both candidates will change the prob-
abilities of victory – slightly. The conclusion that society would be better off if
both candidates spent nothing is, however, not likely to be overturned if the two
entries in the spend/spend box are, say, 62 and 38. With reelection rates running as
high as 97 percent or more in the House of Representatives, and over 90 percent
in the Senate, there is not much scope for a dramatic decline in the success rate of
challengers from lower expenditures.41

Much the same conclusion follows if we think of the effects of campaign spending
being to change policy outcomes rather than to change the identities of representa-
tives. If interest groups are located on both sides of the median voter’s ideal point,
then their efforts to change x must partly offset one another. Much money may go
to candidates and be spent at election time with a very small net movement in x as
a consequence, just as much of Coca-Cola’s and Pepsi-Cola’s advertising cancels
itself out leaving the market shares of the two firms largely unchanged. But the
tendency for wasteful overspending in the political marketplace is even greater than
in private goods’ markets. When Coca-Cola and Pepsi-Cola advertise they spend
money that could have been paid out to their shareholders in higher dividends or
to the managers in higher salaries. There is an opportunity cost to these funds. But
when candidates spend money that interest groups have given them, they spend
money that has no other use. They spend other people’s money and the incentive is
certainly to spend it all until the point of negative marginal returns is reached.42

Beyond their effects on the identities of winning candidates and policy outcomes,
lobbying and campaign spending may have additional social value by “educating”
voters. The issue of campaign spending is more complicated than is suggested by
Matrix 20.1. On the other hand, the activities of interest groups do have a rent-
seeking character, and political advertising, like the advertising of private goods,

41 See Levitt’s (1994) discussion of the potential social gains from limits on campaign spending.
42 I abstract here, of course, from the costs candidates incur in raising campaign funds.
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has much the same characteristics as a prisoners’ dilemma game. Twice as much was
spent on congressional campaigns over the 1997/8 electoral cycle than was spent
over the 1981/2 cycle. Six times as much was spent in 1988 as in 1976. Although
data from before the 1970s are not available, it seems reasonable to expect that at
least 10 times as much money was spent on the presidential and congressional races
in the year 2000 as was spent in the year that John F. Kennedy was elected. As one
contemplates this growth in spending on political campaigns over the last 40 years,
one cannot help but wonder whether the quality of the democratic process in the
United States, and the outcomes that it produces, have improved proportionally.
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CHAPTER 21

The size of government

Politicians are the same all over. They promise to build a bridge even where there
is no river.

Nikita Khruschev

Much attention in both lay and academic discourse has been given to the question
of the proper size of government and the reasons for its growth. Public choice,
the economic analysis of political institutions, would seem to be the natural tool
for answering these questions, and it has frequently been employed in this task. A
review of these efforts follows.

21.1 The facts

That government has grown, and grown dramatically in recent years, cannot be
questioned. Total government expenditure in the United States in 1999 as a percent-
age of GNP was 28.3 percent, up from 23 percent in 1949 and 10 percent in 1929
(see Table 21.1). Moreover, this growth is confined neither to this century nor to the
United States. Federal government expenditures as a percentage of national income
in the United States were only 1.4 percent of national income in 1799. They rose to
double that figure by the end of the nineteenth century, but were still only 3 percent
of the GNP in 1929. Starting in the 1930s, however, federal expenditures took off,
rising sevenfold as a percentage of the GNP over the next 70 years.

The government sector has also grown outside of the United States with this
growth beginning at least as far back as the nineteenth century. Table 21.2 presents
figures from Tanzi and Schuknecht (2000) for 16 countries in addition to the United
States. As can be readily seen, the size of the public sector increased substantially
in several countries like Austria, France, and Germany, between roughly 1870 and
the start of World War I. Between the beginning and the end of this war there was
a further overall expansion of the public sector, largely reflecting military outlays.
But government sectors did not fall back to their pre-war levels. In 1937, the size
of the government sector was larger than in 1913 for 13 of the countries for which
a comparison is possible.1

1 In one of the seminal contributions to the growth-of-government literature, Peacock and Wiseman (1961)
hypothesized the existence of a ratchet effect of wars. Once the government sector expands due to a war, it does
not fall back to its original level. Despite the support for this hypothesis apparent in Table 21.2, it has not stood
up to more rigorous econometric testing (Henrekson, 1990).
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Table 21.2. Growth of general government expenditure, 1870–1996 (percent of GDP)

Pre– Post– Pre– Post–
World War I World War II

About 1870 1913 1920 1937 1960 1980 1990 1996

General government for
all years

Australia 18.3 16.5 19.3 14.8 21.2 34.1 34.9 35.9
Austria 10.5 17.0 14.7 20.6 35.7 48.1 38.6 51.6
Canada – – 16.7 25.0 28.6 38.8 46.0 44.7
France 12.6 17.0 27.6 29.0 34.6 46.1 49.8 55.0
Germany 10.0 14.8 25.0 34.1 32.4 47.9 45.1 49.1
Italy 13.7 17.1 30.1 31.1 30.1 42.1 53.4 52.7
Ireland – – 18.8 25.5 28.0 48.9 41.2 42.0
Japan 8.8 8.3 14.8 25.4 17.5 32.0 31.3 35.9
New Zealand – – 24.6 25.3 26.9 38.1 41.3 34.7
Norway 5.9 9.3 16.0 11.8 29.9 43.8 54.9 49.2
Sweden 5.7 10.4 10.9 16.5 31.0 60.1 59.1 64.2
Switzerland 16.5 14.0 17.0 24.1 17.2 32.8 33.5 39.4
United Kingdom 9.4 12.7 26.2 30.0 32.2 43.0 39.9 43.0
United States 7.3 7.5 12.1 19.7 27.0 31.4 32.8 32.4

Average 10.8 13.1 19.6 23.8 28.0 41.9 43.0 45.0

Central government for
1870–1937, general
government thereafter

Belgium – 13.8 22.1 21.8 30.3 57.8 54.3 52.9
Netherlands 9.1 9.0 13.5 19.0 33.7 55.8 54.1 49.3
Spain – 11.0 8.3 13.2 18.8 32.2 42.0 43.7

Average 9.1 11.3 14.6 18.0 27.6 48.6 50.1 48.6

Total average 10.7 12.7 18.7 22.8 27.9 43.1 44.8 45.6

Source: Tanzi and Schuknecht (2000, Table 1.1).

The big acceleration in the growth of the public sector began, however, around
1960. Where its average size grew by 22 percent over the roughly 20 years between
1937 and 1960, this average grew by 54 percent over the next 20 years. None of the
17 countries in Table 21.2 had a smaller government sector in 1980 than in 1960.
Moreover, in several cases the growth was quite spectacular. In Belgium, Japan,
Sweden, and Switzerland, the government sector was nearly twice as large in 1980
as in 1960.

After 1980 this spectacular growth came to a halt. The average size of the pub-
lic sector in the 17 countries was only 6 percent larger in 1996 as in 1980, and
in two of them it was actually smaller in 1996 than in 1980 (Belgium and the
Netherlands).

It is also worth noting that the figures in Table 21.2 tend to understate the fiscal
impact of government in each country by failing to report their tax expenditures. By
tax expenditures we mean transfers to different groups that take the form tax deduc-
tions or credits rather than budgetary transfers. To see what is involved, consider
the following simple example. Let countries A and B each have a gross national
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income of 100. Each imposes a tax on income of 50 percent. This tax raises 50 in
tax revenue in A, which the government allocates as follows:

Country A Official Full

Government consumption 20 20
Transfers to pensioners 20 20
Transfers to children 10 10
Spending 50 50
Tax revenue 50 50

The government’s consumption expenditures include defense, education, and the
like, and make up 40 percent of both the tax revenue and the spending of the
government. Another 40 percent takes the form of cash transfers to people on
pensions, and the remaining 20 percent is cash transfers to people with children
below a certain age. Total tax revenue equals 50 and this equals total government
spending defined to include both government consumption and cash transfers.

Now consider country B. It also levies a 50 percent tax on all incomes, but it
allows those with children to make deductions before paying their taxes that amount
to 10. Its governmental consumption and transfers to pensioners are exactly the same
as in country A. B’s allocations are as follows:

Country B Official Full

Government consumption 20 20
Transfers to pensioners 20 20
Transfers to children 10
Spending 40 50
Tax revenue 40 50

Because B chooses to subsidize those with children by granting their families
tax breaks rather than by first collecting the funds in taxes and transferring the
money back to these families, as it does with the pensioners, the amount of tax
revenue officially raised and spent in B appears to be less than in A. But clearly,
the fiscal impact of the state is identical in both countries. In both A and B, the
state has command over 50 percent of national income, and in both it allocates these
funds identically among government consumption, and transfers to children and
pensioners. The fact that in the one case the allocation is in the form of transfers
of collected tax revenues, while in the other it is in the form of uncollected taxes,
is immaterial as far as the determination of who gets what. The size of the public
sector in both countries should be judged to be the same, and the most appropriate
figure is obvioulsy 50 percent.

To calculate the full scale of the government sector, one must add to the ex-
penditures and transfers that governments actually make, the implicit expenditures
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Table 21.3. Official and full tax, transfer, and expenditures as a percentage of GNP for
22 OECD countries, 1992

Country T 0 T TMAX Yeara R0 R RMAX Yeara S0 S SMAX Yeara

Australia 24 46 51 (1985) 30 52 58 (1985) 36 58 64 (1985)
Austria 41 59 61 (1983) 44 61 63 (1984) 50 68 71 (1986)
Belgium 34 63 73 (1984) 46 74 78 (1985) 54 82 92 (1984)
Canada 32 53 54 (1982) 38 60 61 (1991) 45 67 71 (1991)
Denmark 44 63 71 (1982) 51 71 77 (1986) 55 74 82 (1982)
Finland 60 70 70 (1992) 49 59 66 (1988) 66 76 76 (1992)
France 39 56 58 (1986) 44 61 63 (1986) 49 66 68 (1986)
Germany 40 54 56 (1982) 43 57 60 (1985) 48 62 64 (1982)
Ireland 33 52 71 (1983) 41 61 67 (1985) 45 65 86 (1985)
Italy 36 54 58 (1987) 43 62 62 (1992) 55 73 73 (1992)
Japan 26 40 43 (1986) 29 43 45 (1986) 31 45 50 (1986)
Luxembourg 45 69 69 (1992) 36 59 59 (1984) 47 71 71 (1992)
Netherlands 42 51 67 (1983) 47 56 65 (1983) 53 62 79 (1983)
New Zealand 36 41 60 (1975) 37 43 55 (1976) 44 49 67 (1975)
Norway 43 53 68 (1988) 48 58 72 (1986) 48 58 75 (1979)
Portugal 27 35 47 (1985) 38 47 51 (1988) 41 50 64 (1985)
Spain 32 47 50 (1990) 36 51 53 (1989) 42 56 58 (1990)
Sweden 42 49 75 (1980) 52 59 74 (1976) 56 63 84 (1982)
Switzerland 28 42 44 (1984) 31 45 48 (1986) 32 46 48 (1984)
Turkey 23 46 50 (1985) 23 46 47 (1985) 30 53 55 (1985)
United 28 40 55 (1975) 35 47 56 (1975) 40 52 67 (1975)

Kingdom
United States 19 28 37 (1978) 29 38 47 (1978) 34 42 49 (1978)

Notes: T 0, R0, S0 = Official Transfers, Tax Revenue, and Spending; T , R, S = Full Transfers, Tax Revenue, and
Spending; TMAX, R MAX, S MAX = Maximum Full Transfers, Tax Revenue, and Spending.
a Year in which maximum occurred.

Source: Hansson and Stuart (forthcoming, Tables 1 and 3).

that they make via tax reductions. Table 21.3 presents a set of estimates of this
type made by Hansson and Stuart (forthcoming) for 1992. Table 21.3 presents both
the official transfers (T 0), tax revenue (R0), and spending (S0) for each country,
and the comparable full levels of transfers, T , revenue, R, and spending, S. The
table also lists the peak value for each full figure and the year in which it oc-
curred. As can easily be seen, the official budgetary figures understate the fiscal
impact of governments to a considerable degree. Although transfers appear to con-
stitute only 19 percent of the GNP in the United States in 1992 when one looks
at the money passed through the government, transfers accounted for 28 percent
of the GNP when one adds in the money allocated by the government to differ-
ent groups through tax breaks, and total spending rises to some 42 percent of the
GNP. More or less, the rankings remain the same, with Japan, Switzerland, and the
United States having the three smallest government sectors. Only they and New
Zealand had full government spending figures in 1992 that accounted for less than
50 percent of the GNP. Australia and Turkey, which seem to have relatively small
government sectors when one looks at the official figures, wind up with government
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spending of more than 50 percent of the GNP once their tax expenditures are
added.

The upper echelons of government activity remain about the same except that
Belgium and Luxembourg now join the high-spending elite. Sweden, on the other
hand, drops into tenth place with full government spending amounting to only
63 percent of the GNP in 1992, barely three-fourths of the 82 percent of GNP that
Belgium’s full government spending accounted for in that year. Belgium also takes
the prize for the largest amount of full government spending between 1972 and
1992 – 92 percent in 1984.

The full-impact figures in Table 21.3 reveal a decline in outlays and transfers from
an earlier peak for several countries other than Belgium. These figures, along with
those in Tables 21.1 and 21.2, suggest the following four questions: What caused
the increase in the relative size of government over the past two centuries? What
caused the growth of government to accelerate after World War II? What has caused
the size of government, as measured by its full fiscal impact, to stop growing and in
some cases to decline in the last few years? What explains the large disparities in
the sizes of the government sectors across the developing countries? This chapter
examines some of the answers that have been given to these questions.

21.2 Explanations for the size and growth of government

The same explanations that have been given for why government exists should,
logically, explain why it attains a given size in one country and not in another, or
why it starts to grow at a more rapid rate at a particular time. Thus, in reviewing
the hypothesized causes for the size and growth of government, one is essentially
reviewing the explanations for the existence of government. If each explanation
is represented as a variable or a variable set, then differences in size and rates of
growth must be explained by differences in these variables.

21.2.1 The government as provider of public goods and eliminator
of externalities

The traditional explanation for why governments exist is to provide public goods
and eliminate or alleviate externalities. Let us assume that this is the only function
governments perform. Each citizen can then be posited to have a demand for the
public goods, which is a function of the individual’s income, the relative price of
public to private goods, and perhaps other taste variables. If it is assumed that voting
takes place using majority rule, that citizens vote directly on the government ex-
penditure issue, and that the only issue to be decided is the level of government
expenditures, then one can apply the median voter theorem and write government
expenditures as a function of the characteristics of the median voter.2 Letting X
be a composite of private goods and G the composite of public goods (with Px

2 See Barr and Davis (1966), Davis and Haines (1966), Borcherding and Deacon (1972), Bergstrom and Goodman
(1973), and Deacon (1977a,b).
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and Pg being their respective prices), Ym the income of the median voter, and Z a
vector of taste parameters, then one can write a government expenditure equation
in logarithms for the median voter:

ln G = a + α ln Pg + β ln Ym + γ ln Z + µ. (21.1)

An explanation for the relative growth of government can be obtained from (21.1)
if any of the following conditions are met:

• The demand for public goods is inelastic (−1 < α < 0), and Pg has risen
relative to Px .

• The demand for public goods is elastic (−1 > α), and Pg has fallen relative
to Px .

• Because Ym has been increasing over time, if changes in Ym are to explain
growing G relative to X, β must be greater than unity.

• Some taste variable could change in the appropriate way, given the sign
of γ .3

21.2.1.1 “Taste variables”. Let us start with the last possibility. In Chapter 3 we
described how government redistribution policies can be a form of insurance that
benefits all citizens and thus has the property of a public good ex ante, even though
ex post these insurance programs constitute a form of redistribution. Rodrik (1998)
has recently presented empirical support for this explanation for the growth of gov-
ernment. Rodrik focuses upon the risks to individual incomes that arise in open
economies, whose export and import prices can vary dramatically producing large
shifts in incomes and employment. Column 1 of Table 21.4 presents one of his
regression results for a sample of 97 developed and developing countries. OPEN
is a measure of the openness of the economy (exports + imports divided by GDP).
TTRISK measures the terms of trade risk (the variance in export prices/import
prices). The dependent variable is government consumption (administrative expen-
ditures, police, national defense, health, education, and so forth). Open economies
with high terms of trade risk had significantly larger government consumption. Al-
though OPEN and TTRISK had positive effects on government consumption when
entered separately, both of their coefficients turn negative when the interaction term
between them is added to the equation. It is the joint presence of a highly open
economy and high terms of trade risk that leads to higher government consumption
expenditures.

One might expect government programs to offset the risks of operating in an open
economy to take the form of unemployment compensation and other “social insur-
ance” programs. Rodrik (p. 1019) argues that many developing countries lack the ad-
ministrative capacity to manage such programs, and thus simply expand employment
in the more stable public sector to reduce employment risk. Columns 2 through 5 in
Table 21.4 present evidence consistent with this interpretation. The interaction term,
OPEN·TTRISK, is positively and significantly related to social security and welfare

3 For discussion of these possibilities relative to the growth of government issue, see Borcherding (1977a, 1985),
Buchanan (1977), and Bennett and Johnson (1980b, pp. 59–67).



508 The size of government

Table 21.4. Trade risk and government size

Developed +
developing

Sample Developed +

countries

OECD countries developing countries

Dependent variable Social Social
as a percentage Government security + Government security + Government
of GDP consumption welfare consumption welfare consumption

1990–2 1985 1985 1985 1985
Independent variable (1) (2) (3) (4) (5)

OPEN −0.003 −0.170∗ −0.005 −0.018 −0.002
(0.002) (0.043) (0.010) (0.013) (0.003)

TTRISK −3.053∗ −134.09∗ −9.371∗∗∗ −16.484∗ −2.953∗∗

(1.087) (22.15) (5.198) (5.665) (1.391)

OPEN·TTRIKS 0.053∗ 1.869∗ 0.069 0.183∗∗∗ 0.48∗∗

(0.017) (0.431) (0.101) (0.096) (0.023)

Observations 97 19 19 68 68

R̄2 0.438 0.75 0.35 0.48 0.50

Notes: Equations in columns 1, 4, and 5 omit other control variables. Independent variables for column 1 are
averages over 1980–9, for columns 2–5 over 1975–84.
Standard errors in parentheses.
∗ Significant at the 99 percent level
∗∗ Significant at the 95 percent level
∗∗∗ Significant at the 90 percent level.

Source: Rodrik (1998, Tables 4 and 6).

payments in a subsample of rich OECD countries; government consumption is not
significantly related to this variable for these countries. In the somewhat reduced full
sample, both social security/welfare expenditures and government consumption are
positively and significantly related to the openness/terms-of-trade-risk interaction
term.

Rodrik’s empirical results are impressive.4 I doubt, however, if many European
economic historians would accept Rodrik’s hypothesis as the major explanation for
the growth of government in Europe. The redistributive/insurance programs that
one associates with the welfare state have their origins in the “class struggles”
of nineteenth century Europe, and seem better explained as an effort to “insure”
workers against the risks of unemployment and poverty in an industrial society.
Similarly, the major welfare programs in the United States were introduced during
the Great Depression in response to the collapse of the domestic economy (which
albeit was worsened by the simultaneous collapse in world trade). An interpretation
of Rodrik’s findings that would be consistent with these events would be that once

4 For related empirical work that is consistent with that of Rodrik, see Cameron (1978), Saunders and Klau (1985),
and Rice (1986). Katsimi (1998) develops a model that assumes greater employment volatility in the private
sector than in the public sector to explain voter preferences for a larger public sector, and offers time series
evidence for Greece that fits this model.
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the basic institutions of the welfare state were in place, greater exposure to the risks
of foreign trade would lead to greater expansion of this sector.5

A second plausible candidate for a “taste” variable in the public goods demand
equation is population density. The very definitions of public goods and externalities
connote geographic proximity. The smoke from a factory harms more individuals
in a densely populated community than in a population thinly dispersed around the
factory. A park is easier to reach and probably of more utility in a densely populated
community than in a rural area. Increasing urbanization has occurred throughout
the last century in every developed country and has been taking place for well over
a century in most. Urbanization or population density is an obvious choice for a Z
variable with a predicted positive sign on its γ . It is surprising, therefore, to find so
little empirical support for this hypothesis.6 No other “taste” variable has garnered
both compelling a priori and empirical support.

21.2.1.2 Income. For increases in income to explain increases in the relative size
of government, the income elasticity of demand for government services must be
greater than one. Although some estimates of β meet this criterion,7 a greater
number do not, and very few estimates of β are significantly greater than one.8

Existing studies all estimate β using data from state and local government ju-
risdictions.9 Most redistribution takes place at the national level, however, and

5 One might question why the employment risks of international trade (Rodrik), or the private sector more generally
(Katsimi), lead workers to seek protection in the “political marketplace,” with its high costs of collective action,
rather than in the labor market, where each worker can act alone. If the employment risks of the private sector
are large relative to the public sector, why do more workers not simply seek employment in the public sector?
As the supply of workers to the public sector increases, public sector wages should fall relative to the private
sector. Given that the demand for the services of the public sector appears to be price inelastic (see following
discussion), this change in relative wages should, ceteris paribus, reduce the relative size of the public sector.

6 See Borcherding (1977a, 1985), Deacon (1977b), and Holsey and Borcherding (1997), and for a critique of this
literature, Oates (1988a). Most work in estimating equation (21.1) has been at the local governmental unit level,
and many problems in public goods and externalities may be resolved at higher levels of governmental aggre-
gation. But Mueller and Murrell (1985) did not find a positive relationship between government expenditures
and urbanization across countries, and Rodrik (1998, Table 1, p. 1003) found a negative one.

7 Deacon (1977b) has noted that in most studies park and recreation expenditures appear to be income-elastic.
8 There is good reason to believe that existing estimates of the income elasticity of demand for G, based on state

and local cross-sectional data, are biased downward. Most studies assume that the cost of providing government
services is the same across communities. But a given level of safety may be provided more cheaply in a wealthy
community than in a poor one. Thus the price of safety is lower in wealthy communities and, given that the price
elasticity of this service is less than unity, wealthy communities will consume less, other things being equal.
With the price of government services held constant across all communities, this wealth-price effect is shifted to
the income elasticity, biasing it downward (Hamilton, 1983). Schwab and Zampelli (1987) observed a jump in β

from near zero to unity when this income-price relationship was properly estimated. But in terms of accounting
for the long-run growth of government, this adjustment merely shifts some of the explanation of government
growth, using equation (21.1), from the price term to the income term. The Hamilton-Schwab-Zampelli critique
implies that the growth of income should, other things being equal, bring down the cost of providing government
services, thus partly offsetting the Baumol effect on price discussed in the next subsection. The total effect of
changes in income on expenditures measured by Schwab and Zampelli was roughly zero.

9 Mueller and Murrell (1986) estimated government size relative to GDP at the national level. Although always
positive and often significant, the coefficients on income in their equations were too small to provide much
of an explanation of the growth of government. Rodrik (1998) found a consistently negative and sometimes
significant relationship between GDP per capita and government consumption as a percent of GDP.
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redistribution has been one of the most rapidly growing components of federal ex-
penditures. Estimates of β based on state and local government data may not be
reasonable approximations of the income elasticity of redistibution expenditures at
the national level. However, estimates of the income elasticity of charity contribu-
tions also tend to lie below unity, suggesting that this adjustment would not account
for the growth of government (Clotfelter, 1985, ch. 2).

21.2.1.3 The Baumol effect. The remaining candidate for explaining government
growth is the price elasticity of demand. Most estimates of α suggest that it is
significantly greater than −1 and thus imply a relative growth in government if
there has been a relative increase in its price. Baumol (1967a) has argued that we
might expect a relative increase in the price of government-provided “goods,” given
that many of them (education, police protection) are services. Because productivity
increases come largely from technological change, and this in turn is typically
embodied in capital equipment, there is less potential for productivity advances in
service sectors such as the government.

Although the argument has intuitive plausibility, it is not clear how far it can
be pushed. The military services are quite capital-intensive today and spend vast
sums on productivity-enhancing research and development. Similarly, computers,
xerography, and other innovations have brought productivity increases in many
white-collar jobs. Thus it is not apparent a priori that productivity increases in
government could not keep pace with those in the private sector, at least with those
in the private service sector. But it appears that they have not. A fair consensus
exists among studies of government productivity that suggests that government
productivity lags private sector productivity and may in fact be zero or negative.10

As Buchanan (1977, pp. 8–9) has noted, lagging productivity in the government
sector may be more symptomatic of why government growth is a “problem” than
the cause of it.

Whatever the cause of the relative rise in the price of government-provided goods,
this rise does appear to account for some of the growth of government. Estimates of
significant “Baumol effects” have been obtained for the United States (Tussing and
Henning, 1974; Berry and Lowery, 1984; and Ferris and West, 1996), Switzerland
(Pommerehne and Schneider, 1982), Sweden (Henrekson, 1988), and Austria (Neck
and Schneider, 1988). Lybeck (1986, ch. 5) finds support for the Baumol effect in
his pooled, cross-sectional time-series analysis of 12 OECD countries, as well as
in 9 of the 12 individual countries examined: Australia, Austria, Belgium, Canada,
Federal Republic of Germany (weak), Italy, the Netherlands, Norway, and the United
Kingdom. The effect was not found in France, Sweden, or the United States (my
judgment, according to results for supply equations explaining government expen-
ditures excluding transfers).

Although Ferris and West (1996) found evidence of the Baumol effect, it did not
account for all of the increase in the costs of government services relative to private
goods between 1959 and 1984 in the United States – only two-thirds. One-third of

10 See in particular Fuchs (1968), Gollop and Jorgenson (1980), Ross and Burkhead (1974, ch. 6), and the
discussion in Pommerehne and Schneider (1982, pp. 312–13).
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the increase in the relative costs of government services was due to increases in
wages in the public sector relative to the private sector. Here we have an example of
the “dead hand of monopoly” working in the public sector. The monopoly or near-
monopoly government has in the provision of some public services, like education
and health care, to pass on cost increases to citizen/consumers and encourages
monopoly/public sector unions to demand higher wages. Ferris and West (1996)
cite evidence of larger increases in teacher salaries in unionized school districts
than in nonunionized districts. Their work underscores the point made earlier: all
of the relative increase in the cost of the public services cannot be assumed to be
exogenously determined.

Assuming now that significant Baumol effects exist, the next question is how
much of the growth of government can they explain? Some parts of the government
budget (for example, pure transfers and interest payments) are difficult to think of
as “goods” whose prices rise relative to private goods. The budget component for
which Baumol’s effect seems most appropriate is perhaps what the OECD charac-
terizes as “final consumption” – that is, the goods and services actually absorbed by
government. Final consumption expenditures for the OECD countries from 1960
through 1995 are presented in Table 21.5. All but one country – the United States –
saw their government consumption expenditures rise as a percent of GDP over this
period. Estimates of the relative increase in the cost of government services due
to the Baumol effect cluster around 1.5 percent per year.11 Over the 1960 to 1995
period, a 1.5 percent annual increase compounds to a 68.4 percent increase in the
cost of government services relative to private goods. Assuming a price elasticity of
demand for government services of −0.5,12 the Baumol effect should have resulted
in a 29.8 percent relative increase in final consumption expenditures. Twenty of the
25 countries in Table 21.5 experienced higher percentage increases in government
consumption than this figure (see last column). Eight had an increase that was more
than double this figure. Thus, the Baumol effect seems capable of explaining the
full increase in final government consumption expenditures for only a handful of
OECD countries, although it probably explains a part of the increase for all.13

21.2.2 The government as redistributor of income and wealth

The government giveth and it taketh away.
Several writers have criticized the view that government exists to provide public

goods and alleviate externalities, arguing that this is essentially a normative descrip-
tion of government – a theory of what government ought to do – not a description of
what it actually does. These writers argue that a positive theory of government must
analyze the redistributive nature of its activity. Aranson and Ordeshook (1981)

11 See Holsey and Borcherding (1997, p. 568) for discussion and references.
12 This figure seems reasonable from the studies surveyed by Borcherding (1977a, p. 49; 1985, pp. 364–5).
13 A large component of the fall in government consumption in the United States between 1960 and 1995 came in

defense expenditures. In the context of equation (21.1) this fall must be interpreted as a shift in the government’s
demand schedule for defense due to a change of “tastes” brought about by the end of the cold war, rather than
as a repudiation of the Baumol effect. In other components of U.S. government consumption – like education
(Ferris and West, 1996) – the Baumol effect seems alive and well.
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Table 21.5. Government final consumption expenditure as a percentage of GDP, 1960–95

Percentage
Country 1960 1968 1974 1985 1990 1995 increase

United States 16.6 18.5 17.6 17.8 17.6 15.8 −4.8
Japan 8.0 7.4 9.1 9.6 9.0 9.8 22.5
Germany 13.7 15.9 19.8 20.5 19.4 19.5 42.3
France 14.2 14.8 15.4 19.4 18.0 19.3 35.9
Italy 12.3 13.9 14.0 16.7 17.6 16.3 32.5
United Kingdom 16.4 18.0 20.5 21.1 20.6 21.3 29.9
Canada 13.4 16.9 18.1 20.1 20.3 19.6 46.3
Average of above countries 14.9 16.2 16.4 17.1 16.6 16.0
Australia 11.1 14.1 15.6 18.5 17.2 17.3 55.9
Austria 13.1 14.9 15.9 19.3 18.6 20.2 54.2
Belgium 12.4 13.6 14.7 17.0 14.1 14.8 19.4
Denmark 13.3 18.6 23.4 25.3 25.3 25.2 89.5
Finland 11.9 15.3 15.2 20.2 21.1 21.9 84.0
Greece 8.3 9.1 9.8 14.4 15.3 14.1 69.9
Iceland 10.4 12.9 15.9 17.5 19.2 20.8 100.0
Ireland 11.9 12.8 16.5 17.8 14.8 14.7 23.5
Luxembourg 8.3 10.2 9.7 13.3 13.4 13.1 57.8
Mexico 5.7 6.9 8.3 9.0 8.4 10.4 82.5
Netherlands 12.2 14.4 15.7 15.8 14.5 14.3 17.2
New Zealand 10.5 13.0 14.7 16.2 17.0 14.3 36.2
Norway 12.4 16.0 17.7 18.2 20.8 21.1 70.2
Portugal 9.7 12.1 13.0 14.3 15.7 18.1 86.6
Spain 8.4 9.1 9.9 14.7 15.6 16.6 97.6
Sweden 16.1 20.8 23.5 27.9 27.4 25.8 60.2
Switzerland 9.6 11.3 12.7 14.5 14.6 15.0 56.2
Turkey 7.6 9.0 10.2 8.9 11.0 10.8 42.1
Average of above countries 10.4 12.2 13.4 15.4 15.2 15.6
Total EU 15 13.7 15.2 16.8 19.0 18.5 18.7
Total OECD 14.2 15.5 15.8 16.8 16.3 15.9

Source: OECD Economic Outlook: Historical Statistics, 1960–1995, p. 70.

pressed the point most forcefully, emphasizing that all government expenditures
have a redistributive component. Roads must be built in this location or that. Con-
struction contracts are given to one set of firms, to the loss of all others. As Aranson
and Ordeshook view it, to understand what government is and why it grows, one
must analyze its redistributive activities.

21.2.2.1 The Meltzer and Richard model. Meltzer and Richard (1978, 1981, 1983)
have presented perhaps the simplest and yet most elegant public choice analysis
of the growth of government. Their model presumes that all government activity
consists of redistribution. This redistribution occurs by means of per capita lump-
sum grants of r , financed from a proportional tax of t levied on all earned income.
If ȳ is mean per capita income, a balanced government budget implies

r = t ȳ. (21.2)
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An individual’s utility depends on his consumption, c, and leisure, l. Letting n be
the fraction of total time worked, we have the identities

l = 1 − n (21.3)

c = (1 − t)y + r. (21.4)

Meltzer and Richard assumed that income depends on an ability or productivity
factor x , which is randomly distributed across the population. Given the hours one
works, n, one’s income is higher, the higher one’s x factor:

y = nx . (21.5)

Given t and r , an individual’s only choice is how much to work, n. Maximizing
U (c, l) with respect to n, given (21.3)–(21.5), one gets, as a first-order condition,

Uc(1 − t)x = Ul (21.6)

or

Ul

Uc
= (1 − t)x . (21.7)

The marginal rate of substitution between leisure and consumption is equated to the
net-of-tax marginal product of an individual’s time. From (21.7) one can obtain the
number of hours an individual works. For the specific case of a Stone-Geary utility
function, U = ln(c + γ ) + a ln(l + λ), one obtains for optimal n

n = (1 − t)(1 + λ)x − a(r + γ )

(1 − t)(1 + a)x
. (21.8)

The denominator of (21.8) must be postive, but with small enough x the numerator
can be negative. Obviously n cannot be negative; thus there is a critical level of
ability, xo, at which optimal n = 0; we can derive from (21.8) that

xo = a(r + γ )

(1 − t)(1 + λ)
. (21.9)

Although r and t are exogenous from the point of view of the individual, they are
endogenous to the political system. Substituting (21.8) back into the individual’s
utility function demonstrates that the individual’s utility ultimately depends on r and
t . When choosing r and t , the rational voter considers this and takes into account
the relationship between r and t given by (21.2). Now ∂ ȳ/∂t < 0. Mean income
falls as the tax rate rises because of the negative incentive effects of higher taxes on
effort.14 Thus r is a function of t , rising at a diminishing rate until −d ȳ/dt = ȳ/t
and then falling (see Figure 21.1). Voters who work have positively sloped indif-
ference curves such as U 1 and U 2 (U 2 > U 1), since higher taxes lower utility and

14 Note that as t rises more individuals choose not to work:

∂xo/∂t = a(r + γ )/(1 + λ)(1 − t)2 > 0.
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Figure 21.1. The optimal choice of t .

increased subsidies raise it. Voters who do not work do not have their utilities af-
fected by changes in t . Their indifference curves are horizontal straight lines such as
U 3 and U 4, with U 4 > U 3. Each rational voter recognizes that r = ȳt constitutes
the opportunity set in choosing t (or r ). Each voter chooses the t − r combination
along the r = ȳt curve that maximizes her utility. Voters who do not work all choose
the t0 that maximizes the lump-sum transfer. The voter with x > x0 favors a lower
t than t0. If all voters have the same utility function and differ only in their ability
factors, x , voters with higher x have steeper utility functions and favor a lower t .
The voters are in essence confronted with a one-dimensional choice, with t uniquely
defining r . A variant on the median voter theorem, first proved by Roberts (1977),
can be used to establish the existence of an equilibrium under majority rule. If U 1

and U 2 are indifference curves for the median voter, then tm − rm is the optimal
tax-subsidy combination.

21.2.2.2 Additional redistribution–growth-of-government hypotheses. Three addi-
tional hypotheses linking government size to redistribution must be mentioned. Most
closely related to Meltzer and Richard’s hypothesis is that of Cusack (1997). Left-
of-center governments are assumed to favor more redistribution and larger budgets
than right-of-center governments. Pooled cross-section/time-series regressions for
15 (16) OECD countries for the period 1955–89 (1961–89) confirm this prediction.
Of course this hypothesis cannot explain the secular growth in government with-
out an auxillary hypothesis that parties’ (voters’) ideological positions have shifted
leftward over time.

Instead of viewing redistribution as simply involuntary taking from the rich by the
poor, Kristov, Lindert, and McClelland (1992) see redistribution as a function of the
social affinity between different groups in the income distribution. Their hypothesis
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comes closer to the Pareto-optimal and insurance motives for redistribution. They
also rely on the median voter model, and hypothesize that the middle class has a
closer affinity to the upper class, the smaller is the gap between the upper and middle
classes’ incomes, and thus that the scale of government redistribution is positively
related to this gap. Similarly, the middle class has a closer affinity to the poor, the
smaller the gap is between the lowest and middle classes’ incomes, and thus that the
scale of government redistribution is negatively related to the size of this gap. They
also argue that there will be less social affinity with the poor, and thus less income
redistribution, the faster income is growing. Kristov, Lindert, and McClelland (1992)
predict a relationship between the shape of the income distribution and the amount
of redistribtion, but it is not the same relationship predicted by Meltzer and Richard.

Peltzman (1980) has presented yet another explanation for the growth of govern-
ment that depends on the shape of the distribution of income. Peltzman’s explanation,
however, does not make use of the median voter theorem. A form of representative
government is envisaged in which candidates compete for votes by promising to
redistribute income toward groups of voters that agree to join the candidate’s coali-
tion of supporters. Peltzman reasoned that the more equal the distribution of income
among the potential supporters of a candidate, the more bargaining strength they
would have. Thus the candidate must promise a greater amount of redistribution, the
more equal is the initial distribution of income among voters. Peltzman pointed to
the spread of education as an important factor, increasing the equality of pretransfer
incomes and thus leading to a growth in the size of government. Peltzman’s hypothe-
sis depends on increasing equality of income among potential coalition members to
drive the growth of government, whereas Meltzer and Richard’s rests on increasing
inequality of the income distribution across enfranchised voters.

21.2.2.3 Some logical/empirical difficulties with the redistribution–growth-of-
government hypothesis. Both the Meltzer-Richard and Peltzman papers discussed
the role of government as if government were exclusively engaged in redistribution.
Aranson and Ordeshook (1981), Brunner (1978), and Lindbeck (1985) also placed
primary emphasis on government’s redistributive activities. But if redistribution is
the primary activity of government, then some additional logical arguments are
missing to explain the growth in government to the sizes now observed in different
countries. Alternatively, government activity is not exclusively redistributive.

Government has grown to far greater size than is necessary just to achieve re-
distribution. If one group or a coalition of groups can make use of the democratic
machinery of government to achieve a greater share of the pie, then one would think
that the group or coalition ought to be able to do so in such a way as not to use up
such a large fraction of the pie in bringing about the redistribution. The number of
programs and people making up government seems much larger than necessary just
to achieve redistribution.

Meltzer and Richard, Peltzman, and to some extent Kristov, Lindert, and
McClelland (1992) assume that all redistribution is from rich to poor.15 But this

15 Peltzman (1980) backs away from this assumption at the end of his paper, however (pp. 285–7).
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characterization of government redistribution does not fit the facts. As we saw in
Chapter 3, recipients of governmental transfers are located across the distribution of
income, with the upper quintile in some countries receiving more transfers than the
lowest quintile.16 Indeed, if all government activity can be characterized as some
form of redistribution, its most salient feature is probably the lack of a uni-directional
flow (Aranson and Ordeshook, 1981; Brunner, 1978).

The multidimensional character of government redistribution makes it difficult
to rationalize all government activity as purely redistributionally motivated. If all
government programs simply take from one group and give to another, and if all
citizens participate at both ends of the redistributional process, who gains from the
process? Why do not citizens simply abolish the government and save the tremen-
dous deadweight losses from zero-sum redistribution? Either there must be some
clear gainers from the redistributional process, who are in a position to sustain and
enlarge their gains, or all government activity is not purely redistributional in char-
acter. If the former possibility explains the growth of government, who are those
gaining from government and how do they achieve their goals within the rules of
a democratic process? If some significant proportion of government activity is not
purely redistributional, but, say, is directed at providing public goods, then one again
has a logical problem in explaining government growth as a result of redistributional
struggles. Once it is admitted that a large component of government expenditure is
to provide public goods, then all redistributional objectives can be achieved simply
by changing the tax shares of individuals or groups of individuals.17 One typically
does not have to spend money on, or give money to, a group to give that group
greater command over private goods.

An assumption of both the Meltzer-Richard and Peltzman models is that the bene-
ficiaries of government growth support government growth. In the Meltzer-Richard
model, all voters with incomes below the median favor increased government trans-
fers. Yet, survey evidence indicates that obvious beneficiaries of government growth,
such as public employees and welfare recipients, do not have significantly different
preferences for tax limitation proposals from other voters (Courant, Gramlich, and
Rubinfeld, 1981; Gramlich and Rubinfeld, 1982b).

21.2.2.4 Direct empirical tests of the redistribution–government-size hypothesis.
One piece of evidence that Meltzer and Richard cite in support of their thesis
is the increasing expansion of the voting franchise over the past two centuries.
Justman and Gradstein (1999) have developed a model of voter participation and
government redistribution policies that fits the Meltzer and Richard hypothesis

16 Fratianni and Spinelli (1982) emphasize the increasing importance of special programs to help business in their
discussion of the growth of government in Italy.

17 See Mueller and Murrell (1985). Of course those groups that pay no taxes to finance the public goods portion
of the budget can be subsidized further only by an expenditure or transfer program, but not enough groups
such as this exist to account for current government activity in most countries. One might object that tax cuts
cannot always be designed to benefit specific groups, but the number of tax loopholes and the complexity of
tax-loophole legislation belie this point.

Hettich and Winer (1988, 1999) analyze the effect of political pressure to achieve redistribution on tax
structure.
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and also can account for Kuznets’ (1955) famous inverted-U relationship between
income inequality and the per capita income of a country. This inverted-U pattern fits
the historical record of Great Britain quite well.18 Justman and Gradstein argue that
the income of the median voter was above the mean in Great Britain at the beginning
of the nineteenth century, as only a sixth or so of the population was eligible to vote.
Redistribution policy at that time was regressive and led to an increase in income
inequality. The increase in average income that occurred throughout the nineteenth
century resulted in a continual extension of the franchise to a larger fraction of the
population until the median voter’s income was below the mean, and governmental
redistribution policies became progressive.

Husted and Kenny (1997), Abrams and Settle (1999), and Lott and Kenny (1998)
also offer explanations for the growth of government that rely on changes in the
franchise and voter participation that bring poorer-than-average citizens to the polls
and thus increase the demand for government services. Husted and Kenny emphasize
the impact of the elimination of the poll tax and literacy tests in the South, while
Abrams and Settle and Lott and Kenny focus upon the extension of suffrage to
women in Switzerland and the United States.

A logical difficulty with the Meltzer-Richard-Justman-Gradstein-Abrams-Settle-
Lott-Kenny hypotheses is that by extending the franchise to larger and larger frac-
tions of the population over the nineteenth and twentieth centuries, the median voter
made himself worse and worse off.19 Why, for example, did he (there were no she
voters in Great Britain in the nineteenth century), as represented in Parliament,
vote for the “watershed . . . Second Reform Act of 1867 which enfranchised higher-
skilled labor, in consequence of which the new median voting family earned less
than the average family income, and had a vested interest in redistribution, [which]
signalled the beginning of a dramatic shift in the redistributive bias of economic
policy that culminated in the foundation of the modern welfare state after the turn
of the century”? One possible answer is that the median voter of 1867 feared that
the alternative to the slow erosion of his position within the democratic process was
a dramatic reversal of his fortunes through more revolutionary channels. Similarly,
the median male voter in each of the developed democratic countries over the course
of the nineteenth and early twentieth centuries may have grown weary of seeing his
wife and other female relatives protesting on the streets and complaining at home,
and eventually opted for short-run peace of mind over long-run economic advan-
tage and voted to give women the right to vote. Not all democratic history can be
captured by a model that assumes that the preferences of a narrowly selfish median
voter dictate political outcomes.

A more direct and rigorous test of the Meltzer-Richard hypothesis is to test its
prediction of a positive relationship between the ratio of mean to median income

18 It also fits that of a few other countries (see e.g., Lindert and Williamson, 1985), but in general subsequent
research has not been kind to the “Kuznets’ hypothesis” (see Anand and Kanbur, 1993; Deininger and Squire,
1996).

19 This logical difficulty does not arise with the Husted-Kenney argument insofar as it hinges on the abolition of
the poll tax and literacy tests in the southern United States, and these changes were forced upon the southern
states by the federal courts.
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Table 21.6. A. Estimates of the Meltzer–Richard model using U.S.
time series data, 1937–40, 1946–76

Independent variables

Dependent variable ln(ȳ/ym−1) 1/ym R2

ln t(1 − F) 0.57 −1,081 0.80
9.1 5.0

ln t2(1 − F) 0.48 28.3 0.73
9.2 0.16

ln t3(1 − F) 0.67 −3,461 0.79
5.5 8.1

B. Estimates of the Meltzer–Richard model using pooled state
data, 1979–91

Independent variables

Dependent variable ln(ȳ/ym−1) 1/ym R2

ln t(1 − F) −0.05 9,879 0.93
5.77 11.96

ln t2(1 − F) −0.007 4,290 0.91
0.52 3.43

ln t3(1 − F) −0.076 12,175 0.92
6.91 12.32

Notes: ȳ-mean income; ym -median income; F = dependency rate; t2 = public
provision of private goods; t3 = income transfers; t = t2 + t3; t-statistics under
coefficients.

Sources: Part A: Meltzer and Richard (1983, Table 1).
Part B: Gouveia and Masia (1998, Table 4).

ȳ/ym and government size. Meltzer and Richard (1983) test this hypothesis using
time-series data for the United States from 1938 to 1976. The empirical realization
of their model involves regressing various measures of government transfers as
a percentage of GDP adjusted for the dependency ratio, F , the fraction of the
population that does not pay taxes, onto ȳ/ym and 1/ym . This equation is a linear
approximation to the complicated expression for transfers that one derives from
their model. The three transfer measures are

t2 = public provision of private goods

t3 = pure transfers

t = t2 + t3.

The term containing ȳ/ym should have a coefficient of 1.0. Its coefficient is
<1, but positive and significant for all three definitions of transfers, offering some
support for the Meltzer-Richard hypothesis (see Table 21.6, Part A).

The ratio ȳ/ym is essentially a measure of the skewness of the income distribution.
As Tullock (1983) pointed out, this ratio has been virtually constant since World
War II, yet it “explains” a significant fraction of the growth of government. Meltzer
and Richard’s test essentially amounts to regressing one long-run trend variable on
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another. Any other long-run trend variable might yield a similarly high correlation.
A better test of their hypothesis would involve pooled cross-section/time-series data
that are not dominated by trends.

Gouveia and Masia (1998) have provided such a test using data for the 50 U.S.
states over the 1979–91 period. These data are particularly well suited for testing
the Meltzer-Richard hypothesis, because there were significant movements in the
skewness of income distributions across the states over this period. Furthermore, by
using data for political units within a single country, Gouveia and Masia eliminate
many of the cultural and institutional heterogeneities that plague cross-national
comparisons. Three of Gouveia and Masia’s regressions are presented in Table 21.6,
Part B. The ȳ/ym variable is of the wrong sign in all three, and is statistically
insignificant in two. Although the skewness of the income distribution does not seem
to be significantly related to redistribution across the 50 states, some support for a
redistribution–government-size hypothesis is provided by positive and significant
coefficients on 1/ym . Transfers increase as the income of the median voter falls,
holding the skewness of the income distribution constant.

Kristov, Lindert, and McClelland (1992) also obtain negative, and in one case
significant, coefficients on their proxy for the ratio of mean to median income in
their pooled cross-section/time-series regressions using data on 13 OECD countries
(1960–81). In contrast, both the gap between the upper and middle classes’ incomes
and the gap between the lowest and middle classes’ incomes have the predicted pos-
itive and negative coefficients in an equation to explain transfers to the poor. Further
support for their social affinity hypothesis is provided by the negative and significant
coefficient on growth in this equation. Although Peltzman (1980) observed a nega-
tive relationship between the skewness of the income distribution and the extent of
redistribution as his hypothesis predicts, Kristov, Lindert, and McClelland’s results
offer only mixed support for this explanation.

Despite the logical difficulties with the theories that explain government size as
purely redistributionally driven, and the mixed or contradictory empirical support
for particular theories, it is difficult to suppress the impression that an important
component of the explanation for the growth of government lies in government’s
redistributional activities, so the growth has been substantial in the transfer compo-
nent of government budgets, as Table 21.7 shows (see also discussion in Tanzi and
Schuknecht, 2000, pp. 30–2). But these arguments and evidence make clear that the
hypotheses put forward so far, which attempt to explain the growth of government in
simple redistributional terms, are inadequate. Some additional elements are needed
to complete the story. Two villains often mentioned as instrumental in the growth
of government are interest groups and bureaucrats.

21.2.3 Interest groups and the growth of government

The pioneering public choice analysis of the question of government size might be
regarded as Tullock’s (1959) classic discussion of majority rule. Tullock presented
an example in which a community of 100 farmers votes on proposals to repair access
roads, each of which benefits only a few farmers. Using the majority rule, a winning
coalition of 51 farmers is predicted, with a political outcome in which the only roads
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Table 21.7. Government expenditure on subsidies and transfers, 1870–95
(percent of GDP)

About 1870 1937 1960 1970 1980 1995

Canada 0.5 1.6 9.0 12.4 13.2 14.9
France 1.1 7.2 11.4 21.0 24.6 29.9
Germany 0.5 7.0 13.5 12.7 16.8 19.4
Japan 1.1 1.4 5.5 6.1 12.0 13.5
Norway 1.1 4.3 12.1 24.4 27.0 27.0
Spain – 2.5 1.0 6.7 12.9 25.7
United Kingdom 2.2 10.3 9.2 15.3 20.2 23.6
United States 0.3 2.1 6.2 9.8 12.2 13.1

Average 0.9 4.5 8.5 13.6 17.4 20.9

Australia – – 6.6 10.5 16.7 19.0
Austria – – 17.0 16.6 22.4 24.5
Belgium 0.2 – 12.7 20.7 30.0 28.8
Ireland – – – 18.8 26.9 24.8
Italy – – 14.1 17.9 26.0 29.3
Netherlands 0.3 – 11.5 29.0 38.5 35.9
New Zealand 0.2 – – 11.5 20.8 12.9
Sweden 0.7 – 9.3 16.2 30.4 35.7
Switzerland – – 6.8 7.5 12.8 16.8

Average – – 11.1 16.5 24.9 25.3

Total average 1.1 4.5 9.7 15.1 21.4 23.2

Source: Tanzi and Schuknecht (2000, Table 2.4).

repaired are those that service these 51 farmers. Because these 51 farmers pay only
51 percent of the costs of repairing their roads, they vote to have them maintained
at a higher level of repair than they would if they had to cover the full costs. Thus,
majority rule might be said to lead to a level of government expenditures that is
excessive, relative to the Pareto-optimal level that would occur under the unanimity
rule, in one of two senses. First, more is spent repairing those roads than would
be spent under the unanimity rule. Second, if the unanimity rule were in use, there
would be no incentive to have the government (that is, the community to which the
100 farmers belong) repair the roads at all. Each small group of farmers could agree
among themselves to repair their own roads. The repair of access roads would not
be a public issue at all in the community of 100.20

Whereas Tullock’s example of road repair nicely illustrates how government may
become too large under majority rule, it also illustrates some of the troublesome
questions raised earlier. If a coalition of 51 farmers can impose taxes on their
neighbors without the neighbors receiving any benefits, why do the 51 not simply
take the money as a cash transfer and repair the roads themselves at the optimal
level, rather than make subobtimally large road repairs through the government?

In the previous chapter we examined how interest groups can and do influence
legislation through their campaign contributions and lobbying efforts. Interest group
influence on legislation concerning agricultural price supports, tariffs, price ceilings,

20 For two quite different models of the pork-barrel process that nevertheless imply inefficiently large budgets,
see Weingast, Shepsle, and Johnsen (1981), and Schwartz (1994).
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and regulations that reduce competition has been established. None of these govern-
ment interventions directly affects the size of government as we have been discussing
it in this chapter – expenditures or taxes over GDP – however.21 An ideal measure
of government size would include its regulatory impact on the economy, but so far
no one has constructed such a measure.

If we confine our attention to the size of government as measured by expendi-
tures and taxes, we obtain contradictory predictions. Some interest groups favor
higher government expenditures (automobile and truck drivers want larger highway
expenditures), but others favor lower expenditures (environmental groups oppose
highway constuction). Everyone prefers to receive higher subsidies, but to pay lower
taxes. Some interest groups are effective in obtaining each. Such efforts might sim-
ply shift tax burdens and subsidy benefits around without changing their overall
magnitudes. The net effect of interest groups on the size of government cannot be
determined a priori. It is an empirical question.

Casual observation suggests that pressure groups are successful in reducing their
tax burdens. Until recently, oil production in Western Europe has been trivial relative
to in the United States, and taxes on petroleum products in Western Europe have
been dramatically higher. Tobacco-producing states have lower cigarette taxes than
nonproducing states. Hunter and Nelson (1989) present evidence for Louisiana
indicating that farmers and wealthy homeowners are able to lower their tax burdens.

Rice (1986) presented evidence suggesting that labor unions and other interest
groups were able to induce governments to introduce programs to offset economic
hardships, and that these programs helped to explain the growth of the government
sectors in European countries between 1950 and 1980. Naert (1990) also found that
from 1961 to 1984 Belgian labor unions were able to secure significant increases in
certain budgetary items that benefitted their members, like social services and public
health. Congleton and Bennet (1995), on the other hand, found that interest group
influence on state highway expenditures was pretty much a wash. Truck drivers were
able to exert a positive influence on these expenditures, but railroad workers were
even more effective in bringing about reductions, as were members of the Sierra
Club. Together interest group variables added little explanatory power to a standard,
median voter model of highway expenditures.

Several studies have attempted to relate overall interest group strength to gov-
ernment size. North and Wallis (1982), for example, drew a parallel between the
growth of government and the growth of white-collar and managerial employment
in the private sector. Both were seen as a response to the greater transaction costs
from organizing a market economy with increasing specialization (see also North,
1985): “Growing specialization also created a host of new interest groups” (North
and Wallis, 1982, p. 340). The demands that these groups press on government are
not simply for a redistributive handout, but are to alleviate the transaction costs these
groups bear within an increasingly specialized society. Thus, the influence of interest
groups on government activity is seen as having both an efficiency-enhancing di-
mension as well as a redistributive dimension. North and Wallis substantiated their

21 Of course, an agricultural price support program may lead to a larger Department of Agriculture, but these
indirect effects on government size are not likely to be substantive.
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argument with data showing that nondefense, nontransfer expenditures of govern-
ment have grown faster than total government has grown since World War II, and
almost as fast as transfers.

The transaction costs explanation for the growth of government is the most gen-
eral. Our analysis in Chapter 2 revealed that the existence of externalities and public
goods was not sufficient to warrant the creation of the state. Rather, the state emerged
as the lowest transaction costs institution for providing public goods and eliminat-
ing externalities. Logically, therefore, increasing governmental efforts to reduce
transaction costs are the best explanation for the growth in the state. But the very
generality of the transaction costs notion makes it difficult to pinpoint more accu-
rately the particular transaction costs that have to be reduced, and the budget items
that will grow to accomplish this task. For example, all industrialized countries can
make use of income taxation, yet this efficient source of revenue collection leads to
vastly different government sizes in Japan and Switzerland compared with Sweden
and Holland. Do the transaction costs of organizing interest groups differ greatly
across countries?

Mueller and Murrell (1985, 1986) presented empirical evidence that interest
groups affect the size of government. They described a political process in which
parties supply interest groups with favors in exchange for the interest groups’ sup-
port. When these favors take the form of goods targeted to specific interest groups,
but with some spillovers for other groups, government grows larger. The number of
organized interest groups in a country was shown to have a positive and significant
effect on the relative size of the government sector in a cross-sectional sample of
OECD countries for the year 1970.

Lybeck (1986, pp. 88–96) found that the relative size of government in Sweden
varied over time with the relative fraction of employees who were members of
interest groups. McCormick and Tollison (1981, pp. 45–9) found that the extent
of economic regulation within a state varied directly with the number of trade
associations registered in the state.

To explain the growth of government over time using one of these hypotheses,
one must of course argue that interest groups’ bargaining strength has grown over
time, governments have become less cohesive over time, or some combination of
the two.

The aforementioned studies do not provide evidence of these secular changes.
Olson (1982) did discuss the conditions favoring the growth of interest groups,
however, and Murrell (1984) presented evidence consistent with Olson’s hypothe-
ses concerning the causes of interest group formation. The stable economic and
political environment in Western developed countries since World War II facilitated
the growth in interest groups, according to Olson’s thesis, and this growth in turn
may help to explain the relatively poor macroeconomic performance of many Euro-
pean countries in the last quarter of the twentieth century. If the number of effective
interest groups in developed countries has grown since World War II, then their
growth could also help to explain the relative growth of government.22 Government

22 Mueller and Murrell (1985, 1986) made allowance for interest groups and government size, both being en-
dogenous variables.
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growth and macroeconomic inefficiency would, in turn, be tied together. This inter-
connection is taken up in the next chapter.

21.2.4 Bureaucracy and the growth of government

Government programs do not come into existence merely because some interest
group wants them and the legislature authorizes them. They must be “manufac-
tured.” More often than not, the supplier of a program is part of the government
itself – a government bureau. Government may grow not only because increasing
expenditures are demanded by citizens, interest groups, or legislators, but also be-
cause they are demanded by the bureaucracy supplying government programs. The
government bureaucracies are an independent force, which possibly may lead to
increasing government size.

In Chapter 16 we examined several hypotheses as to why bureaucrats might
seek a larger budget and considered some evidence in a specific situation when the
bureaucrats have the power to set the agenda where they do. Thus, the bureaucracy
appears to be a plausible candidate as an independent source for the growth of
government.

Nevertheless, some logical difficulties exist when applying the bureaucracy mod-
els to explain the size of government and its growth. The Niskanen (1971) model
predicts a government budget as much as twice as large as that demanded by the
bureau’s sponsor. It is easy to see why a bureau would wish to charge a higher price
for a given output. The extra revenue could be used to offer higher salaries, more
leisure (because of a large staff), more perquisites (paid travel to conventions), and
a whole host of amenities that might make a bureaucrat’s life on and off the job
more pleasant. But the power of the bureaucracy to obtain these benefits should not
be exaggerated. Salary increases are very visible exercises of bureaucratic power;
travel and other perquisites can often be easily monitored. A wise legislature should
be capable of exercising some control over such budget items.

One way sometimes used to justify a larger salary is to expand the bureau’s
output, and then to demand higher salaries that allow for the expanded demands
placed on the bureaucracy. Niskanen (1971, p. 38) postulated that a bureaucrat’s
“salary, perquisites of the office, public reputation, power [and] patronage” are all
positively related to the size of the bureau. Niskanen uses this postulate to analyze the
consequences of assuming that bureaucrats maximize the size of their budgets. Not
surprisingly, the model implies larger budgets than are desired by the legislative
demanders. Niskanen’s analysis has become the theoretical underpinning for an
important part of the literature on the growth of government.

The model of the budget-maximizing bureaucrat has a certain resonance with
models of the corporation that assume that managers maximize the corporation’s

Wallis and Oates (1988) indirectly test the hypothesis linking the size of government to the growth of interest
groups. Following Olson (1982), they assume stronger interest groups in old states. Following Mueller and
Murrell, they assume bigger government sectors in states with stronger interest groups. Yet they find the gov-
ernment sectors to be larger in younger states, thus contradicting one of the links in the causal chain. Gray and
Lowery’s (1986) results suggest that it is the relationship between age of state and number of interest groups
that breaks down.
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size, its growth in size, or other size-related variables such as white-collar staff
(Baumol, 1959; Marris, 1964; Williamson, 1964). The behavioral underpinning
and empirical support for these models can to some extent be cited in support of
the postulate of the budget-maximizing bureaucrat. But one must not be too quick
to generalize.

The manager of a company with $10 billion in sales may be able to justify to the
board of directors and stockholders a larger salary than she could if the company had
sales of $1 billion and company size and managerial compensation are positively
correlated. But the head of a bureau with a budget of $10 billion does not necessarily
get paid more than the head of a bureau with a budget of $1 billion. Salaries across
government bureaucracies tend to be much more uniform than are salaries across
companies. Moreover, the top officers in bureaus are typically political appointees
who stay at the bureau for four years at most. Thus expanding the size of the bureau,
even if size and salary were positively related, would not be likely to benefit directly
the bureaucrat who brought about the increase. If the growth of bureaus benefits
the top members of the bureaucracy, it must in general be from the nonpecuniary
dimensions of a bureaucrat’s rewards that accompany a bureau’s growth.

Even at middle levels, salaries do not differ much across bureaus. Undersecre-
taries earn the same regardless of which department they are in. But the chances for
promotion in a rapidly growing bureau are certainly greater than in a shrinking one.
Thus, middle-level bureaucrats do have a financial incentive to encourage the rapid
expansion of their bureaus because it increases the likelihood of their promotion to
a higher rank. Career bureaucrats are also likely to be with the bureau long enough
to benefit directly from the expansion, unlike their short-term superiors.

Although this analysis provides a rationale for the promotion of growth in size
by middle-level career bureaucrats, it greatly complicates the story of why these
individuals are allowed to fulfill their goals to the loss of society. If the bureaucrats
at the top of the bureau do not benefit from the growth in bureau size, why do
they not curtail its growth? Are middle-level bureaucrats able to deceive both the
legislative overseers of the bureau and their superiors within the bureau about the
true quantities of the bureau’s output and its unit costs?23

Bureaucrats and interest groups stand equally high on all lists of the causes of
the growth of government, and much case study evidence is consistent with these
hypotheses. For example, Miller’s (1981, ch. 3) study of city incorporations in Los
Angeles County reveals both city and county bureaucrats to be driven by the goal of
expanding the size and scope of their jurisdictions, and resisting attempts to contract
them.

In much the same spirit Johnson and Libecap (1991) argue government work-
ers have more to gain from voting, and that this explains why participation rates
are higher for government employees than for citizens who are dependent on the
private sector for their employment. They interpret higher turnouts by state and
local employees relative to federal employee participation rates as further evidence

23 For further critical discussion of the hypothesis linking the size of government to the bureaucracy, see Musgrave
(1981, pp. 91–5).
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consistent with this hypothesis, because the probability of government workers be-
ing decisive is greater in state and local elections than it is in federal elections, owing
to the smaller sizes of the electorates at state and local levels. Johnson and Libecap
were not able to show, however, that state and local government employees were
able to convert their voting power to their personal advantage. Federal employees
earn higher salaries than their compatriots at lower levels of government despite the
latter’s higher participation rates.

Several studies have tested the hypothesis that the voting power of bureaucrats
in and of itself leads to larger government budgets. The bigger the government
is, the larger the fraction of voters who work for it and, if they perceive their in-
terests advanced by increasing government size, the more votes there are for this
outcome. Borcherding, Bush, and Spann (1977) were perhaps the first to test this
hypothesis, and presented supporting evidence for the United States; Lowery and
Berry (1983) and Berry and Lowery (1984) use U.S. data to contradict the hypoth-
esis, however. Ferris and West (1996) use U.S. time-series data from 1959–89 to
support the hypothesis, but when they expand the data series to 1949–89, they are
unable to uncover a significant relationship between number of public employees
and government size (Ferris and West, 1999).

Evidence from other countries is equally contradictory. Henrekson (1988) finds
that public employment is positively related to local levels of government consump-
tion expenditures in Sweden, but not to transfers. This result seems plausible, since
bureaucrats are presumably more interested in increasing the money spent within
government than the money passing through it. But Renaud and van Winden (1987b)
come up with entirely opposite results for Holland. Neck and Schneider (1988) are
not able to sustain the hypothesis on Austrian data, nor are Frey and Pommerehne
(1987) able to find any measurable effect of bureaucrats’ voting power in Swiss
municipalities.

Santerre (1993) was able to discern an influence of bureaucrats on political out-
comes in his investigation of Connecticut municipalities. But here the impact of
government employees on the democratic process did not appear to be simply
through their raw numbers, but through their active participation in town meet-
ings. The number of public school employees was significantly related to the size
of school budgets where town-meeting direct democracy prevalied, but not where
representative government existed. Through active participation in town meetings
bureaucrats appeared able to influence how other citizens voted, and thereby the
outcomes of the process.

The bureaucracy models of Niskanen (1971), Romer and Rosenthal (1978, 1979b,
1982), and others are static. They explain why government might be larger than the
legislature would prefer if it knew the unit costs of the outputs it thought it was
buying, and why the level of outputs might be larger than the median voter’s most
preferred quantity. They do not directly explain why government grows.

Indirectly, however, they perhaps do offer an explanation. The bureaucracy’s
ability to expand the budget beyond the amount the legislature or citizens demand
depends in part on its ability to misrepresent the true prices and quantities of publicly
provided goods. The ability to misrepresent is likely to depend in turn on the size
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and complexity of the budget itself. The bigger the bureaucracy, the more difficult
it is for outsiders to monitor its activity, and the more insiders there are who are
working to increase the size of the bureaucracy. Thus the growth of the bureaucracy
is likely to depend on its absolute size.

To see this relationship, let us define Gt as the amount of publicly provided goods
that the citizens or legislature truly demand. Let Bt be the total size of the budget.
Bt is greater than Gt to the extent to which the bureaucracy is capable of forcing a
greater flow of resources toward the bureaucracy than is demanded; that is,

Bt = αt Gt , αt ≥ 1. (21.10)

Now let

αt = eaBt (21.11)

and let the amount of publicly provided goods demanded grow at a constant rate n
equal to, say, the growth in national income:

Gt = cent . (21.12)

Then

Bt = ceaBt ent . (21.13)

The growth in the budget, g, is then

g = ln Bt − ln Bt−1 = a(Bt − Bt−1) + n. (21.14)

The growth rate of the budget both exceeds the growth in national income, n,
and increases with the absolute difference between this period’s and last period’s
budget. Other functional forms for αt will yield other relationships between g and
Bt ; as long as αt increases with budget size, however, the growth in the size of the
budget can be expected to increase with its absolute size.

The Niskanen-type models lead one naturally to think of bureaucrats exercising
their power by expanding the outputs of their bureaus. Ferris and West (1996) show,
however, that real government output in the United States has actually fallen since
1959. It is only the nominal size of the government that has expanded. Government
bureaucrats have succeeded in increasing their salaries and budgets, while at the
same time reducing their outputs. Direct evidence of this is found in the many
studies that show that government bureaucracies have higher unit costs than private
firms when they both supply comparable and measurable outputs, such as tons of
garbage collected. Borcherding (1977, p. 62) describes this as “the Bureaucratic
Rule of Two” – “removal of an activity from the private sector will double its unit
costs of production.”24 If unit costs rise by this much when direct comparisons
with private sector alternatives are possible, how much more are they inflated when
the bureaucracy knows it cannot be subjected to a comparison with private market
alternatives?

24 For summaries of the evidence, see Orzechowski (1977); Borcherding, Pommerehne, and Schneider (1982);
and Chapter 16.
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Additional evidence of the bureaucracy’s ability to use its power over its monitors
to increase its salaries is provided by Ferris and West (1999). Using time-series data
for the United States from 1949 to 1989 they first confirm the Kau and Rubin
(1981, 1999) hypothesis that falling costs of collecting taxes over this time leads to
increases in government size. They then relate increases in government employee
salaries to these cost decreases. Members of the government bureacracy were able
to convert possible reductions in taxes or expansions in government outputs into
increases in their own incomes.

21.2.5 Fiscal illusion

The hypothesis that bureaucratic power increases the size of government presumes
that the bureaucracy can deceive the legislature about the true costs of supplying
different levels of output. The fiscal illusion hypothesis presumes that the legislature
can deceive the citizens about the true size of government.

The fiscal illusion explanation for government size assumes that citizens measure
the size of government by the size of their tax bill. To bring about an increase
in government size, for which the citizens are not willing to pay voluntarily, the
legislative-executive entities must increase the citizens’ tax burden in such a way
that the citizens are unaware that they are paying more in taxes, or be willing to pay
the price of citizen displeasure at the next election. If tax burdens can be disguised
in this way, citizens have the illusion that the burden of government is smaller than
it actually is, and government can grow beyond the levels citizens prefer.

The fiscal illusion hypothesis follows logically from the assumption that voters
are rationally ignorant (Congleton, 2001). A renter pays no property tax directly. If
she is a rationally ignorant voter, she may not gather enough information about the
government’s finances even to know that property taxes exist. Even if she knows
that property taxes exist, she may not devote sufficient time and effort to determine
the extent to which a tax on the owner of the property that she rents gets passed
on to her. She might then vote for increased school budgets – to be financed out of
increased property taxes – not realizing that she will be paying more in taxes.

Although this argument is reasonable enough, to develop it into a model for
explaining the size of government one must make some specific assumptions about
the kinds of tax burdens that can be disguised. Mill (1861) felt that direct taxes
were more visible and, by implication, that excessive government growth would
have to rely on indirect taxes. But the citizens of Boston had no illusions about the
burden of the British tax on tea two centuries ago, and one can argue that employer
withholding of income taxes, like bank collection of property taxes with mortgage
payments, makes these forms of direct taxation less visible than some types of
indirect taxation, such as liquor and cigarette taxes. The issue of what sources of
revenue are less visible to citizens, as well as the magnitude of any fiscal illusion
caused, must be regarded as largely empirical.

In his comprehensive survey of the empirical literature on fiscal illusion Oates
(1988b) identifies five categories of fiscal illusion: (1) a tax burden is more difficult to
judge the more complex the tax structure; (2) renters are less able to judge their share
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of property taxes in the community than are homeowners; (3) built-in tax increases
because of the progressivity of the tax structure are less clearly perceived than are
legislated changes, making elastic tax structures more conducive to government
growth than are inelastic structures; (4) the implicit future tax burdens inherent in
the issuance of debt are more difficult to evaluate than are equivalent current taxes;
(5) citizens do not treat lump-sum cash subsidies to their government as being as
much theirs as they would a cash subsidy to themselves (the “flypaper” effect). Each
of these hypotheses implies a relationship between the size or growth of government
and the relevant fiscal illusion variable. Oates carefully examined the evidence in
support of each and concluded “that although all five cases entail plausible illusion
hypotheses, none of them have very compelling empirical support” (Oates, 1988b).
I tend to agree with this conclusion for all of the five categories of fiscal illusion,
save the last. The logic against a flypaper effect is compelling, but the empirical
evidence refuses to give in to this logic. Grants from the central government do
seem to be treated by lower levels of government as “gifts from heaven” and, so as
not to offend the giver, tend “to stick where they land.”25

Direct evidence of fiscal illusion has been obtained recently in experiments
by Tyran and Sausgruber (2000). They designed a market experiment involving
tax/transfer proposals. A tax could be leveled on either the buyers or the sellers
with part of the tax revenue transferred to the buyers and the other part going to the
sellers. The demand schedule was perfectly inelastic and so in both cases all of the
tax fell on the buyers, and thus in both cases the buyers were better off rejecting
the tax/transfer proposal. Most buyers correctly perceived that they would be made
worse off by the proposal when the tax was levied on them and voted against it. A
significant fraction voted for the tax/transfer proposal, however, when the tax was
levied on the sellers. The way in which the tax part of the proposal was framed had
a significant impact on how the participants in the experiments voted. Tyran and
Sausgruber’s findings have obvious implications for the likelihood of fiscal illusion
existing for property taxes on rental property, employment taxes paid by employers,
and so forth.

Mention should also be made of Peter Swann’s finding of a strong relationship
between the elasticity of the Australian tax system and the growth in the size of its
government. Swann argues that essentially all of the relative growth of government
in Australia since World War II can be explained by the disguised tax increases
that occurred as a result of inflation, which shifted individuals into ever higher tax
brackets and thus expanded the tax take of the state. Unfortunately for this version of
the fiscal illusion hypothesis, Swann’s impressive time series results for Australia –
like Meltzer and Richard’s (1983) time series results – have not been confirmed
using pooled cross-sectional data in Flanders (Heyndels and Smolders, 1994) and
the United States (Hunter and Scott, 1987; Greene and Hawley, 1991).

The lack of strong empirical support for the fiscal illusion hypothesis, despite its
intuitive appeal, may be due to the rather vague way in which it has been defined
and modeled in the literature. For example, it is not clear whether fiscal illusion is a

25 The empirical evidence regarding the flypaper effect is reviewed in Chapter 10.
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kind of short-run myopia on the part of voters that allows for temporary increases
in expenditures, or a permanent astigmatism indefinitely obscuring the true size of
government. The latter is obviously a much stronger hypothesis. The tax revolts in
both Europe and the United States in the 1970s, and Newt Gingrich’s successful
“contract with America” to reduce taxes and the deficit in the United States in the
early 1990s, suggest that fiscal illusion may not permanently impair voters’ vision.
By the end of the twentieth century, the U.S. federal deficit had disappeared, and
government’s share of the GDP had stopped growing. Eventually, citizens may be
able to recognize the true scale of Leviathan and rise up to chain it. (For further
discussion of the fiscal illusion hypothesis, see Musgrave, 1981, pp. 98–104, and
Oates, 1988b.)

21.2.6 Tax elasticity

Our last hypothesis about the growth of government is not so much about the
motivation of those who bring about this growth, but about the means of their doing
so. Kau and Rubin (1981, 1999), whose work has already been mentioned, assume
that the supply of government services and transfers is provided by those who seek
to maximize government size as in the Brennan and Buchanan (1980) Leviathan
model or Niskanen’s (1971) bureaucracy model. The chief constraint these budget
maximizers face is a technical one – how can they extract the maximum amount of
revenue from the population? Luckily for the budget maximizers, several economic
and social developments over the last century have made their task much easier. The
movement of workers from farms into factories makes it easier for the government to
measure and tax their incomes; the movement of women from employment at home
into employment in the marketplace allows government to measure and tax their
incomes; the development of computers and other technological changes makes
it easier for the government to monitor – and thus to tax – economic activity.
In their most recent test of these propositions, Kau and Rubin (1999) found that
variables measuring these developments accounted for two-thirds of the changes in
government size in the United States over the period 1947–93. A measure of the
ideology of members of Congress, included to account for changes in the demand
for government, was insignificant. All of the changes in government that Kau and
Rubin were able to explain were accounted for by their proxies for the government’s
ability to raise tax revenue.26

The importance of the elasticity of the tax system is also emphasized by Hansson
and Stuart (forthcoming) in their expanation for why the size of the government
sector has declined in several OECD countries from peaks attained during the 1980s.
Hansson and Stuart argue that in these countries those in government overestimated
the elasticity of tax revenue and raised taxes beyond the level at which they could be
sustained indefinitely. Hence, they were forced to retreat. We discuss some factors
that determine these limits to taxation in the next chapter.

26 Kau and Rubin first presented evidence that these measures of tax elasticity could explain the intertemporal
movements in government size in the United States in 1981 using a data set from 1929 through 1970. Additional
support for the tax-elasticity side of their hypothesis is provided by Ferris and West (1996).
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21.3 Conclusions

The six explanations of government size reviewed in this chapter stem from two
quite different conceptualizations of the state. The first three hypotheses (the govern-
ment as a provider of public goods and eliminator of externalities, the government
as a redistributor of income and wealth, and interest groups as inducers of gov-
ernment growth) are essentially drawn from a classical theory of the democratic
state (Pateman, 1970). Ultimate authority lies with the citizens. The state exists to
carry out “the will of the people.” State policies are reflections of the preferences of
individual voters. In the public choice literature, the state often appears as simply a
voting rule that transforms individual preferences into political outcomes. Most of
the classic works on public choice – beginning with Arrow (1951), Downs (1957),
Black (1958), and Buchanan and Tullock (1962) – are based on this citizen-over-
state view of the polity, and it continues dominant in the most recent literature in
the many works that employ the median voter model, probabilistic voting models,
and the like.

The last three hypotheses reviewed here place the state above the citizens. It is the
preferences of the state, or of the individuals in the government, that are decisive.
Citizens’ preferences and political institutions constitute at most (loose) constraints
against which political leaders and bureaucrats pursue their own personal interests.
Indeed, in the extreme version of this view of the state, the only binding constraint
on it is its ability to extract tax revenue from the citizens. This state-rules-citizen
view of politics underlies Puviani’s (1903) work and characterizes that of Niskanen
(1971) and Brennan and Buchanan (1980).

If either of these two conceptions of the state is fully accurate,27 then the other
must be rejected – and so, too, the set of hypotheses associated with it in this
chapter. But both views might be correct to some degree. Government officials
and bureaucrats may have some discretionary power to advance their own interests
at the citizens’ expense, but citizens’ preferences, as registered through existing
political institutions, may also constitute a consequential constraint. If so, then all
six hypotheses may help to explain the size and growth of government. Certainly,
the huge growth in the redistribution component of the state budgets seems likely to
be explained by some combination of the hypotheses reviewed here: (1) insurance
against the risks to incomes from living in highly developed and interdependent
economies, (2) insurance against the risks to incomes from living in economies
that are highly dependent on international trade, (3) involuntary redistribution from
those above the median income to those below, and (4) involuntary redistribution
from groups with weak political power to more powerful groups.

Several studies have tested for the relative strengths of demand and supply factors
in explaining government growth. Henrekson (1988) found evidence of both the
Baumol effect and the voting power of government bureaucrats in his time-series

27 Tanzi (1980) has discussed both of these conceptions of the state – as well as a third, the paternalistic state –
in the context of the fiscal illusion issue.
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analysis of Sweden. Although the fiscal illusion variables did not prove to be very
robust, the supply side variables did have somewhat more explanatory power than
the demand variables.

Ferris and West (1996) estimated demand and supply equations using time-series
data for the United States. They also included a third equation to explain the level
of government employment. Neither price nor income was significant in the de-
mand equation with the latter result contradicting Wagner’s law. The numbers of
government employees and farm population were significant interest group “taste
factors” in the demand equation. The Baumol cost effect was significant in the
supply equation.

Lybeck (1986) estimated an integrated demand and supply of government model
for 12 OECD countries. Demand factors appeared to dominate in Sweden and the
United Kingdom; supply factors in Canada, France, and the United States; and
both were of about equal importance in the remaining countries (Australia, Austria,
Belgium, the Federal Republic of Germany, Italy, the Netherlands, and Norway).
Impressive support for the Baumol effect was again found. Interest group strength,
as measured by the number of interest groups in a time-series analysis of Sweden
(Lybeck, 1986, pp. 58–82), and by the degree of unionization in a pooled cross-
sectional time-series analysis of all 12 countries (pp. 96–106), was highly significant.
The number of public employees, another interest group measure, proved significant
in several countries. In the pooled regressions, population size (negatively related)
and unemployment (positively related) were the remaining significant variables. The
former appears in the demand side of the model and implies that government size
declines relatively as population grows, as one would expect if government output
resembles a pure public good. The unemployment rate appears in the supply side
of the model, as hypothesized in political-business-cycle models. Other hypotheses
(Wagner’s law, redistribution, fiscal illusion) received very mixed support.

Pommerehne and Schneider (1982) incorporated both of the views of the state
in their model. The demand for government for 48 Swiss municipalities that op-
erate under direct (as opposed to representative) democracy was first estimated.
The estimated coefficients from this equation were then used to simulate what the
levels of government expenditure would be in the 62 Swiss municipalities that have
representative democracy. They found that all of the individual spending categories
are underestimated from the parameter estimates based on the direct democracies.
The representative democracies spent 28 percent more than predicted by the expen-
diture equation estimated over the direct democracies. The use of a representative
form of government changes the nature of the political outcomes substantially,
making government considerably larger than it would be if citizens directly de-
termined outcomes. Moreover, in those Swiss municipalities in which representa-
tive democracy exists, the size of government is smaller if the citizens have the
right to call a referendum and thereby reverse a government decision. These re-
sults of Pommerehne and Schneider suggest rather strongly that the existence of
a layer of representative government between the citizens and political outcomes
expands the size of the public sector considerably. They would appear to support the
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state-over-citizen view of government, and Pommerehne and Schneider (1982,
pp. 319–22) interpret their results as indicating the importance of “the supply side
of local services.”

Santerre’s (1989) study of Connecticut suburbs provides further support for the
Pommerehne/Schneider results. Suburbs with representative democracy had larger
budgets than those governed by direct town-meeting democracy, but actually spent
less per pupil for schooling – the major component of the local budget. Farnham
(1990), on the other hand, did not observe a better fit to the median voter model
in small U.S. communities that used other instruments of direct democracy – the
initiative, referenda, and recall.

It is also possible that the existence of representative democracy facilitates the
attainment of private gains by interest groups. Both Peltzman (1980) and Mueller
and Murrell (1985, 1986) have seen the growth of government as a by-product of
the competition for votes between candidates and parties. Thus government growth
(or size) in these models is dependent on the representative nature of the democratic
process, although the models assume that citizens’ preferences, as channeled by
interest group representation, are the driving force behind government programs.

Work by Roubini and Sachs (1989), Cusack (1997), and Persson and Tabellini
(1999, 2000b) suggests that it is not only the existence of representative democracy
per se that affects the size of the government sector, but that the structure of the
institutions of representative government is important. Roubini, Sachs, and Cusack
argue that lack of government cohesion in multiparty or presidential systems leads
to more logrolling and larger budgets. Persson and Tabellini make almost exactly
the opposite predictions. They argue that the checks and balances that exist in
a presidential system lead to more competition among the different branches of
government and that this competition helps constrain the rent-seeking activities of
those in government. They also predict smaller budgets in “majoritarian” (two-party)
systems than in multiparty systems because the competition for votes in majoritarian
systems focuses on the marginal districts rather than the entire nation, and thus
politicians tend to make more targeted and in the aggregate smaller commitments
in majoritarian systems. All three studies claim support for their hypotheses.

Although as almost always the theoretical underpinning for these models is more
impressive than their empirical support, this recent work on the importance of elec-
toral systems alongside Pommerehne and Schneider’s earlier results demonstrates
what may be regarded as the single most important message that public choice has to
teach – the rules of the game do affect the outcomes of the game. Institutions mat-
ter. In Switzerland, the more direct the citizen’s influence on political outcomes is,
the smaller is the scale of government. Among the developed countries, citizens
of Switzerland are able to exercise control over government more effectively than
anywhere else. Only Switzerland makes much use of direct democracy and the refer-
endum, and it has the strongest federalist system in the world. It also has the smallest
public sector in Western Europe (see Table 21.2). The results of Pommerehne and
Schneider as well as those of Santerre (1986, 1989) suggest that these facts are
related.
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Corroborative evidence that more direct citizen control effectively constrains
government may be inferred from the many studies that have found that more feder-
alized or decentralized government structures are associated with smaller or slower
growing government sectors.28 At the national level, the effects of federalism on
government size are almost impossible to measure, since there are so few countries
that fulfill the essential criteria for federalism – citizens are represented at each level
of government and their representatives can decide both the expenditures and taxes
at each respective level. In the so-called federalist states of Europe – like Austria
and Germany – lower levels of government have limited authority to set their own
tax rates, and thus citizens cannot put pressure on them to lower taxes. Only one
country in Western Europe has a federalist structure in which citizens at each level
can determine both expenditures and taxes – Switzerland – and it “happens” to
have the smallest government sector in Western Europe. Worldwide, of the four
developed countries with the smallest government sectors, three fulfill this criterion
of federalism – Switzerland, the United States, and Australia (Table 21.2). Canada
would appear to provide an important counterexample, as it too meets the criterion,
but the disciplinary potential of federalism in Canada has been dramatically cur-
tailed since World War II by a federally led program of introducing “tax uniformity”
across the provinces. Grossman and West (1994) claim that this program was the
product of collusion among the provincial governments, and provide evidence that
it led to an increase in the size of the government sector in Canada since World
War II.

Blankart (2000) recounts a similar story for Germany. The German regional
governments have happily allowed the federal government to usurp their taxing
authority over the last 50 years as this centralization of taxation has removed tax
competition among them and thus increased the size of their budgets. Blankart
argues that this centralization of tax authority accounts for the faster growth in
the size of Germany’s public sector relative to Switzerland’s.29 Consistent with the
Canadian and German experiences, we find that the response of governments in the
European Union to the “threat” of tax competition posed by the greater integration
of their economies has been to press for the elimination of this competition through
“tax harmonization” within the Union.

Thus we see that all of the institutions of democracy – electoral rules, institutions
of direct democracy, and federalist institutions – seem to be important in deter-
mining the size of government. These institutions differ across countries, and their
efficacy changes over time as the economic and political environment of a country
change. The citizen’s role in a representative democracy is more passive than in a
direct democracy, and even this difference seems to lead to a significant fillip to
government size. Today’s citizen, confronted by expanded and more complex gov-
ernment structures at the local, state, and federal levels, must feel that he is more of a

28 See Cameron (1978), Saunders (1986), Schneider (1986), Nelson (1987), Zax (1989), Marlow (1988), Joulfaian
and Marlow (1990), and Vaubel (1996). Here, as so often is the case, one can cite contradictory evidence (see
again the discussion in Oates, 1988b).

29 Joulfian and Marlow (1990) provide additional evidence of the effects of collusion using U.S. data.
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passive spectator of the democractic process, as he watches a campaign commercial
on television, than did the citizen of 150 years ago. How much of the growth of
government in the intervening years can be explained by a slackening of the reins
of government in citizens’ hands, how much is a reflection of the preferences of
citizens transmitted through the political process, and how much reflects merely the
preferences of those within the government remains a somewhat open question.
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CHAPTER 22

Government size and economic
performance

I sit on a man’s back, choking him and making him carry me, and yet assure myself
and others that I am very sorry for him and wish to lighten his load by all possible
means – except by getting off his back.

Leo Tolstoi

In the previous chapter we documented how governments have grown around the
world – until in Europe; they now generally absorb half the national income or more.
What have been the consequences of this growth for the welfare of the citizens of
these countries? What have been the consequences for the economic performance
of the countries? The first question is, of course, the most relevant one. Since the
end of World War II, the United States has spent over $8 trillion on defense. If these
expenditures prevented a third world war, led to the collapse of Communism in
East Europe and the Soviet Union, and thereby preserved democracy and freedom
in the West, most Americans would probably say that the money was well spent.
But if the same events would have transpired if the United States had spent only a
tenth as much on defense, then more than $7 trillion would have been wasted, and
Americans are that much worse off as a result.

The very “nonmarket” nature of many of the goods and services government
supplies makes it difficult to measure their effects on welfare. One can measure the
amounts of money given out as unemployment compensation and social security
payments, but how does one measure the peace of mind to all of those who were not
unemployed and yet did not have to fear unemployment because of the existence of
unemployment benefits? How does one measure the peace of mind of knowing that
one will not live in poverty in one’s old age?

Economists and public choice scholars have not tried to answer these questions.
Just as in the political business cycle literature they have focused on the economic
causes of government popularity; they have focused on the economic consequences
of government growth or size. Although these include only a small portion of the
welfare effects of government, they constitute important components of perfor-
mance and ones which we can measure with some accuracy. In this chapter we
examine some of these consequences. We begin at the microlevel and work our way
up to the macrolevel.
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22.1 The welfare losses from taxation

All taxes, with the exception of the much discussed but seldom used lump-sum
tax, distort individual behavior and reduce welfare as a result of these distortions.
Consider first the case of a commodity tax. In Figure 22.1a the compensated demand
schedule for commodity x is depicted. It is produced with constant marginal costs,
c, and under perfect competition. In equilibrium, xc units are sold at a price of Pc.
Now let the government introduce a commodity tax of t1 per unit. Price rises by
this amount, the government takes in the long rectangle between t1 and Pc in tax
revenue, and consumers suffer the additional loss in consumers’ surplus on the units
of x not purchased as measured by triangle L1. The welfare loss triangle is small
relative to the tax revenue raised.

The maximum tax revenue that the government can raise from this commodity tax
occurs at the tax tm , where the price of the commodity including the tax has risen to
the profit-maximizing price of a monopolist. The government takes in the rectangle
Rm falling between the tm and Pc lines. The welfare loss from the distortionary
effect of this tax has now risen to Lm , however, and equals half of the revenue from
the tax. The welfare loss from taxation rises relative to the revenue from the tax as
the tax increases.

To see this relationship more clearly, let us examine the algebra involved. The
compensated demand schedule for x can be written as

P = a − bx . (22.1)

With perfect competition price equals marginal costs,

Pc = c = a − bx, (22.2)

yielding a competitive output xc:

xc = a − c

b
. (22.3)

Adding the tax t we obtain the output xt :

xt = a − (c + t)

b
. (22.4)

The tax revenue raised by the state equals this output times the tax:

R = a − (c + t)

b
t = (a − c)t − t2

b
. (22.5)

Maximizing (22.5) with respect to t , we obtain the tax t∗ that maximizes tax revenue

t∗ = a − c

2
, (22.6)

which yields the maximum tax revenue of

R∗ = (a − c)2

4b
. (22.7)
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Figure 22.1. The distortionary effects of taxation.

The welfare loss from taxation is one-half the change in output caused by the tax
times the tax. The change in output caused by the tax is

�xt = a − c

b
− a − (c + t)

b
= t

b
(22.8)



538 Government size and economic performance

with the welfare loss thus being

L = 1

2

t

b
t = t2

2b
. (22.9)

The revenue raised from the tax is a quadratic function of t which reaches a maximum
at t∗, while the welfare loss from the tax grows exponentially with it.

Assuming that the government does not charge a tax greater than that which
maximizes tax revenue, the welfare loss from taxation is at most half of the tax
revenue raised with a straight line demand schedule and perfect competition in the
supply of x . The welfare loss from taxation increases, however, if the suppliers of
x possess market power.

Assume now that x is sold by a monopoly. Absent any tax it equates marginal
revenue and marginal cost and sells xm at the price Pm , where

xm = a − c

2b
. (22.10)

The monopolist’s profit-maximizing output is

xm+t = a − (c + t)

2b
. (22.11)

The state’s tax revenue is now

R = a − (c + t)

2b
t = (a − c)t − t2

2b
. (22.12)

Maximizing (22.12) with respect to t , we obtain the exact same t∗ that we did before,

t∗ = a − c

2
. (22.6)

This yields a tax revenue for the state, however, which is only one-half of that raised
when x is supplied competitively, because the monopolist still chooses to maximize
its profits, and thus supplies only half of the output with the revenue-maximizing
tax as would be supplied under perfect competition.

R∗
m+t = (a − c)2

8b
(22.13)

xm+t = a − (
c + a−c

2

)

2b
= a − c

4b
. (22.14)

This can easily be seen in Figure 21.1b. The monopolist charges price Pm+t with the
tax and sells xm+t . The government’s tax revenue is the rectangle Rm . The welfare
loss from the tax now exceeds the revenue it raises, however. This welfare loss equals
the rectangle ABtm D, which represents the profits that the monopolist would have
earned on units of x that now go unsold as a result of the tax, plus the consumers’
surplus triangle, Lm+t , on these unsold units. As Rm equals ABtm D, the welfare
loss exceeds the tax revenue by the triangle Lm+t .

Of course, these results for monopoly constitute an upper bound on the losses
from a commodity tax, just as the results for perfect competition constitute a lower
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bound. Most industries fall in between these two extremes. The results indicate,
however, that the welfare losses from taxation can become relatively large when the
government attempts to maximize its revenue from the tax, and are larger, the larger
the market power enjoyed by firms subject to the tax.

A commodity tax creates a welfare loss by distorting a consumer’s pattern of
consumption. General commodity taxes distort choices between consumption and
leisure; income taxes distort choices between work and leisure; and so on. All taxes
in common use lead to some distortions in choices and losses in welfare.

Of particular interest in this regard are the distortionary effects of income taxes.
Browning (1987), using an analysis similar to the one employed here but with respect
to the supply of labor, has calculated a range of possible marginal welfare losses
from income taxes in the United States of from roughly 10 to over 300 percent,
depending on the assumptions made about the elasticity of the labor supply curve,
the effective tax rate, and so on. Browning’s “preferred estimates” based on the
plausibility of the assumed parameters range from 31.8 to 46.9 percent.1

These estimates imply a rather substantial welfare loss on the margin from the
taxation of income in the United States. Given that labor and income from labor is
much more heavily taxed in Europe than it is in the United States, and that welfare
losses increase exponentially with the tax rate, the marginal welfare losses from
taxes on labor in Europe must be substantially higher. Alesina and Perotti (1997)
have not measured welfare losses in the same way that Browning does, but they
nevertheless find a very significant distortionary effect from taxes on labor. Taxes
on labor significantly increase labor costs causing higher unemployment and an
overall loss in competitiveness for a country.

22.2 Government size and black market activity

The previous section demonstrated how taxes reduce economic efficiency and social
welfare by distorting choices among consumption goods, between work and leisure,
and so forth. Taxes and other forms of government intervention and regulation can,
however, have other distortionary effects. Rather than working less to avoid paying
income taxes, for example, people may simply report less income. In the United
States roughly 17 percent of the potential revenue from the federal income tax is lost
because of this form of tax evasion (Andreoni, Erard, and Feinstein, 1998, p. 819).

More generally, taxes and regulations can affect the choice between conduct-
ing an activity in the “legitimate economy” and conducting it in the “underground
economy.” The underground economy includes both legitimate activities, like hir-
ing someone to paint an apartment, that go unreported, and illegal activities, like
the purchase of cocaine. The underground economy has been called the shadow
economy, the informal sector, the irregular sector, the unreported sector, the black
or gray economy (market), and, for some activities, the illegal or criminal sector.2

The economic activity described by these terms is underground in the sense that the

1 Additional estimates of similar magnitude have been made by Stuart (1984) and Ballard, Shoven, and Whalley
(1985). Ng (2000) argues, however, that these sorts of estimates are too high.

2 See discussion in Feige (1989b) and Thomas (1992).
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persons engaged in it, both buyers and sellers, try and conceal the activity from the
government. They do this to avoid having to obtain any licenses that are needed to
engage in the activity, to avoid regulation, and to avoid paying taxes.

When economic activity is driven into the underground economy, there can be
several adverse effects on economic efficiency:

1. Going underground brings with it its own distortions. For example, buyers
of merchandise in the black market may have to travel greater distances
to make their purchases, devote more time to the transactions, and may
not receive goods of the same quality and be accorded the same warranty
protection that accompanies goods purchased from legitimate businesses.
When safety and environmental regulations are circumvented by going
underground, social welfare is reduced through the greater risks consumers
or employees bear, or by the environmental damage done.

2. The state loses the tax and license revenue that it could have collected. This
loss may force the state to set higher tax rates or to introduce additional
taxes to cover its expenditures leading to more distortions and driving more
activity underground.

3. Because the scale of the underground economy is difficult to measure,
those in government may make erroneous judgments about economic poli-
cies based on the figures for the legitimate economy. Suppose, for example,
that heavy income and social insurance taxes lead some people who are
unemployed to work in the underground economy. They continue to pre-
tend to look for work so as to be able to claim unemployment benefits,
but refuse to take jobs offered to them, so long as the net of tax income
from a job in the legitimate sector is less than the unemployment benefits
plus the tax-free income in the underground economy. These people can
truthfully be said to be “voluntarily unemployed.” Official unemployment
figures overestimate the number of people actively seeking employment,
and government policies to reduce official unemployment are likely to be
less effective than the designers of these policies anticipate.

4. Each person who participates in the underground economy is breaking a
governmental law or regulation, and perhaps certain mores of the commu-
nity. Once a person breaks one law and “gets away with it,” she may be
tempted to break others. Thus, one set of illegitimate activies in the under-
ground economy may encourage others, and the legal and moral fabric of
a community will be harmed.

How big is the underground economy? This obvious and basic question is, unfor-
tunately, very difficult to answer. The fact that it is underground or in the shadows
makes it difficult to observe and to measure its size. Several approaches have been
tried. The simplest is to ask people directly. Many surveys have been conducted
that, for example, ask people to report the amount of income that they earn that
must be or is reported to the government and how much is not reported. One ex-
pects that some people may be reluctant to admit that they conceal income from the
government – even in a survey where anonymity is promised – and thus that there is
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a downward bias in the estimates of the size of the underground sector using survey
data. This downward bias is likely to be particularly large for activities for which
there is strong social approbation or large legal penalties, for example, questions
about the purchase or sale of illegal drugs. Not surprisingly, therefore, estimates of
the size of the underground economy based on surveys tend to be the smallest of all
of the procedures used.

The most frequently used method for estimating the size of the underground
economy tries to identify an easily observed and measured activity or commodity
that is complementary to economic activity in both the above- and underground
economies. Money might be such a commodity, for example. Let us assume that the
quantity theory of money holds, and thus that the demand for money balances can
be written as M = kY , where M stands for money balances, Y for gross domestic
product, and k is a constant representing the amount of money balances people
wish to hold relative to the level of economic activity that they carry out. Let us
assume now that at some past point in time, t − n, we believe that the size of
underground economy was zero, but at time t it is positive. We further believe that
the k for transactions in the aboveground economy is the same as for the underground
economy, and that k is the same in t as it was in t − n. Data for the gross domestic
product (PT ) and money balances in period t − n can then be used to estimate k.
Given this estimate of k and the level of observed money balances in t , we can
predict what gross domestic product is in t . This will be an estimate of the size
of the official and underground economies combined. The difference between this
figure and the offical government estimate of GDP is a measure of the size of the
underground economy.

There are several possible ways in which this estimate may be in error.3 The
underground economy may not have been zero in t − n,4 k may differ between the
two sectors, k may change over time, and so on. Thus, other proxies have been tried.

One popular choice is the consumption of electricity. Electricity is a basic input to
many production and consumption activities, and its consumption is easy to measure.
If Et is the amount of electricity consumed at time t , and Yt is gross domestic
product at t , then electricity consumption can be reasonably accurately predicted by
the equation, Et = kYt . The electricity-consumption approach then proceeds like
the demand-for-money-balances approach. The parameter k is estimated at a point
in time, t − n, when the underground economy is thought to be of size X , where X
might equal zero. The consumption of electricity at time t is then used to predict
Yt , assuming that k has not changed. The difference between the gross domestic
product predicted from the use of electricity and the official GDP is the measured
size of the underground economy.

The electricity-consumption approach has also been critized. Schneider and Enste
(2000) discuss the merits and faults of nine approaches that have been tried. We
shall not review each approach. Suffice it to say that they yield a broad range of
estimates, with household surveys producing the smallest estimates, and variants on

3 See Porter and Bayer (1989) and Schneider and Enste (2000).
4 One might employ the procedure and assume some nonzero value for the underground economy in t − n, but

the estimate for t would still be sensitive to this assumption.
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Table 22.1. Average size of the underground economy in
developing, transition, and OECD countries

Ranges of the size of the
Countries underground economy, 1990–3

Developing countries
Africa 39–76% of GDP
Central and South America 25–60% of GDP
Asia 13–70% of GDP

Transition countries
Former Soviet Union 20–43% of GDP
Central Europe 9–28% of GDP

OECD countries 8–30% of GDP

Note: Estimates based on electricity or currency demand approaches.

Source: Schneider and Enste (2000, Table 2).

the demand-for-money approach producing the largest estimates. Estimates of the
size of the underground economy as a percent of GDP for Canada in the late 1980s
range, for example, from 1.4 percent based on a household survey to 21.2 percent
using the transactions approach.5 Similarly, wide ranges of estimates are reported
for Germany, Great Britain, Italy, and the United States (Schneider and Enste, 2000,
Table 8).

Despite these large differences across the various approaches, two conclusions
can safely be drawn from the existing literature. The first is that the relative size of
the underground economy is much larger in developing and transition economies
than in the developed countries. Table 22.1 presents ranges for the three groups of
countries. The underground economies in the developing countries of Africa, Asia,
and Latin America average to roughly 40 percent of total GDP, while in the OECD
they average only around 15 percent of GDP. Estimates for the transition countries
fall midway between these two figures.

The second conclusion that can safely be drawn is that the underground sectors
have been growing. Table 22.2 presents estimates of the size of the underground
economy in several OECD countries at different points in time.6 In each of the
15 countries, the underground economy has grown. In Norway and Sweden it has
grown from an insignificant 1 to 2 percent of GDP in 1960 to around 18 percent of
GDP in 1994. In only 3 of the 15 countries – Austria, Switzerland, and the United
States – was the underground economy estimated to be less than 10 percent of GDP
in 1994. The highest estimate was over 25 percent for Italy.

These figures suggest the same two questions that we tried to answer about the
size of the government sector in the previous chapter. What accounts for the relative
growth in size of the shadow economy, and what accounts for the wide dispersion
of estimated sizes across countries?

5 This approach uses the variant on the quantity theory of money, MV = PT , where M stands for money balances,
V for the velocity of money, P for prices, and T for transactions. The size of the shadow economy is estimated
by comparing actual and predicted levels of T .

6 Table 22.2 is taken from the working paper version of Schneider and Enste (2000) because it contains more
countries and data points.
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Table 22.2. Estimates of the size of the underground economy in selected OECD
countries, 1960–94

Currency demand approach
Size of the underground economy (as % of official GDP) in the years

Countries 1960 1970 1975 1978 1980 1990 1994

Austria 0.4 1.8 1.9 2.6 3.0 5.1 6.8
Belgium – 10.4 15.2 – 16.4 19.6 21.4
Canada – – 5.8–7.2 – 10.1–11.2 13.6 14.6
Denmark 3.8–4.8 5.3–7.4 6.4–7.8 6.7–8.0 6.9–10.2 9.0–13.4 17.6
Germany 2.0–2.1 2.7–3.0 5.5–6.0 8.1–9.2 10.3–11.2 11.4– 12.0 13.1
France – 3.9 – 6.7 6.9 9.4 14.3
Ireland – 4.3 6.9 – 8.0 11.7 15.3
Italy – 10.7 – – 16.7 23.4 25.8
Netherlands – 4.8 – – 9.1 12.9 13.6
Norway 1.3–1.7 6.2–6.9 7.8–8.2 9.6–10.0 10.2–10.9 14.5–16.0 17.9
Spain – – – 18.0 – 21.0 22.3
Sweden 1.5–1.8 6.8–7.8 10.2–11.2 12.5–13.6 11.9–12.4 15.8–16.7 18.3
Switzerland 1.2 4.1 6.1 6.2 6.5 6.6 6.9
United – 2.0 6.5 7.8 8.4 10.2 12.4

Kingdom
United States 2.6–4.1 2.6–4.6 3.5–5.2 3.7–5.3 3.9–6.1 5.1–8.6 9.4

Source: Schneider and Enste (1998, Table 3.3.2).

When deciding whether “to go underground” the rational actor must trade off
the benefit from operating in the underground economy versus the potential cost,
if she is caught and must pay the appropriate penalty. The relatively large size of
the underground economy in developing countries should, therefore, be explained
by the heavy costs of regulation and taxation born by individuals and businesses
in these countries, which lead to large benefits from going underground, and/or the
low penalties from being caught.

These predictions are supported by Johnson, Kaufmann, and Zoido-Lobatón
(1998). They relate different measures of the size of the underground economy
relative to GDP to indexes of the burdens of regulation, taxation, and corruption in
a sample of up to 49 countries in Latin America, the former Soviet Union, and the
OECD. They find that the underground sector’s size is larger (1) the larger the degree
of regulation in a country, (2) the greater the burden of taxation, (3) the weaker “the
rule of law” is (property rights are clearly defined, laws impartially enforced), and
(4) the more corruption there is in the government bureaucracy. The first two sets of
variables tend to measure the benefits of going into the underground sector to avoid
government interference and taxation; the second two are related to the likelihood
of getting caught and punished. The weaker the rule of law is and the more corrupt
government officials are, the more likely it is that the law can be bent or an official
bribed to avoid a penalty. Johnson, Kaufmann, and Zoido-Lobatón’s findings are
corroborated by Johnson, Kaufmann, and Shleifer’s (1997) more intensive analysis
of 15 former Soviet Union/bloc countries.

Johnson, Kaufmann, and Shleifer (1997, pp. 209–10) identify “three types of
transition economies in Eastern Europe and the former Soviet Union. First, there
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are politically repressed economies with highly distortionary taxes, low provision of
public goods, but still, a small unofficial sector. Second, there are economies with
relatively fair taxes, relatively light regulation, high tax revenues, and relatively
good provision of public goods in the official sector; these are concentrated in
Eastern Europe. Third, there are economies with relatively unfair taxes, relatively
onerous regulation, low tax collection, and relatively poor public goods; these are
concentrated in the former Soviet Union. Comparing the second and third groups,
the former has a lower share of unofficial activity and faster economic growth than
the latter.”

The last observation draws a link between the size of the underground economy
and the economic performance of a country. One reason given for why some poor
countries fail to develop is that their public sectors are so corrupt and their tax
and regulation systems so oppressive that their private sectors are not only driven
underground, but out of existence. Evidence of a negative effect of corruption on
the level of investment in a country is consistent with this interpretation.7

It is tempting when thinking of the second of the two questions posed above –
Why has the underground sector grown so rapidly across all countries? – to seek
an answer in the tremendous growth in government that has occurred since 1960.
The growth of government regulations and taxation has driven the private sector
out of sight. Some support for this answer seems to be present in Table 22.2. The
government sector is much smaller in Switzerland and the United States than in
the other countries in the table, and these two countries are among the three whose
underground economies make up less than 10 percent of the GNP. But the third
country with an underground sector that is less than 10 percent of the GNP is
Austria, and its government sector is about in the middle of those in the sample.
The growth in relative size of the government sector has been about the same in
Sweden and the Netherlands, yet the growth in the underground economy seems
much larger in Sweden. Linking up the size and growth of the government sector
to the size and growth of the underground economies of the developed countries
remains a challenging research task.

22.3 Government size and corruption

Transactions in the underground economy represent illegal activity by the citizens.
Corruption constitutes illegal activity by those in government. As we have seen in
the previous section, corruption raises the costs of doing business and tends to drive
legitimate economic activity underground. Thus, corruption is generally regarded
as a conspicuous example of government failure, and a justification for not resorting
to government intervention.

Acemoglu and Verdier (2000) have pointed out, however, that corruption can be
regarded as a form of transaction cost from using government to rectify market
failures, and one which will be well worth paying if the market failure is significant.

7 See Mauro (1995), and more generally regarding the quality of government and investment Clague, Keefer,
Knack and Olson (1996) and Keefer and Knack (1995).
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To see their point, consider the provision of a typical public good like a bridge.
The local legislature votes to construct a bridge to be paid for at first by a bond
issue with the bonds amortized through the subsequent collection of tolls for the
use of the bridge. Even if a private firm is engaged to construct the bridge, the
government must decide which private firm to engage. A bureaucracy, or at minimum
a bureaucrat, paid for by the state, must choose a private firm to construct the
bridge. The members of the legislature and the citizens whom they represent are
thrust into a principal/agent relationship with respect to the bureaucrats making this
choice. Lacking information about all the characteristics of the firms bidding for the
construction contract, the legislature will in general not be in a position to determine
whether the bureaucrats have chosen the bidder offering the best combination of
quality and price. The legislature also will not be in a position to determine whether
the bureaucrats’ choice of a bidder was solely determined by the characteristics of
the bid, or by the size of the bribe that accompanied it. Thus, corruption is almost
an inevitable consequence of the existence of government and the principal/agent
problems that come with it. Few, if any, activities of government give rise to more
cases of corruption than the awarding of construction contracts.

To reduce the likelihood that bureaucrats sacrifice the public’s interest for their
own, they must be offered a wage above their opportunity costs in the private sector.
By offering bureaucrats rents, and threatening them with dismissal should they be
discovered to be corrupt, the principals in the legislature can reduce the incidence
of corruption. As always, however, there are trade-offs – this time between the
costs of paying all bureaucrats higher wages and the costs of having some corrupt
bureaucrats – and thus the optimal wage for bureaucrats will not be so high as to
eliminate all corruption.8

The illegal nature of corruption, like that of activity in the underground economy,
makes it difficult to measure. Most studies use surveys of the victims of corrup-
tion – heads of businesses. Using such measures Persson and Tabellini (2000c) find
corruption to be more prevalent in countries that use proportional representation
electoral systems. They reason that PR systems are more prone to corruption due
to the weaker accountability of individual politicians in the typical PR-list system
in which voters can only choose among parties.

Goel and Nelson (1998) use convictions for public abuse of office as an index of
corruption, and find that corruption at the state level in the United States increases
with the size of state governments. Consistent with Acemoglu and Verdier’s theory,
Goel and Nelson find corruption to be inversely related to the wages paid to state
employees.

22.4 Government size and economic productivity

Government should provide goods and services that lift citizens out of anarchy to
higher levels of economic and social welfare. Many public goods can have direct
positive effects on the efficiency of the private economic sector. Roads, canals, and

8 See Acemoglu and Verdier (2000) for further discussion and results.
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airports facilitate the transport of goods, a legal system can facilitate the exchange
of goods and enforcement of contracts, education can improve the productivity of
the workforce, and so on.

In addition to these direct effects on economic productivity, government activity
can lead to productivity increases by (1) increasing the rate of utilization of the ex-
isting capital stock in a country prone to stagnation and unemployment, (2) reducing
social conflict by reducing economic inequality and poverty, and (3) inducing higher
work efforts due to the negative income effects of high taxation.9

Of course, government activity can also have negative effects on economic pro-
ductivity by (1) inducing lower work efforts and savings due to the substitution
effects of high taxation, (2) diverting profit-creating activities into rent-seeking ac-
tivities, and (3) crowding out private sector investment and production (Hansson
and Henrekson, 1994, p. 384).

These considerations suggest an inverted-U relationship between government
activity and economic productivity as depicted in Figure 22.2. When the government
sector is very small, roads and other infrastructure are low leading to low produc-
tivity. As the government sector expands infrastructure improves and productivity
rises. Once the government sector expands beyond the optimal ratio g∗, produc-
tivity begins to decline as the disincentive effects of high taxation and government
crowding out begin to dominate. When all of the gross domestic product is devoted
to building roads and the like, economic productivity is again at a very low level.

Peden (1991) has estimated the relationship between labor productivity and the
size of the government sector using aggregate data for the United States from 1929
to 1986. The data reveal an inverted-U relationship as in Figure 22.2, with the
productivity peak coming at a ratio of government activity to GDP of 17 percent.
During the first portion of the time period analyzed, the government sector fell
short of its optimal size and productivity expanded with government growth. The
optimal ratio was passed during the New Deal in the early 1930s, and since then the
government sector has been a drag on productivity. Peden attributes the celebrated
productivity slowdown that began at the end of the 1960s to the rapid expansion of
the goverment sector in the United States that preceded it.10

Hansson and Henrekson (1994) have estimated the relationship between govern-
ment activity and productivity at the industry level. By looking at productivity in the
private sector, they avoid the problem of regressing government outputs onto gov-
ernment outputs, which occurs when aggregate output or productivity is regressed
on government outlays. Their sample includes data on 14 industries and 14 OECD
countries for the periods 1965–82 and 1970–87. Hansson and Henrekson do not
estimate a nonlinear relationship between productivity and government expendi-
tures but, given the nature of their sample, it is safe to assume that the government
sectors in none of the 14 OECD countries was smaller than optimal size. Thus,
assuming the nonlinear relationship between government size and productivity of

9 For further discussion and references to the literature, see Hansson and Henrekson (1994), pp. 382–3.
10 Some caution must be exercised in accepting Peden’s estimate of optimal government size, given the very few

observations he had when the government sector was smaller than 17 percent of national income. For related
evidence, see Peden and Bradley (1989).
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Figure 22.2. Relationship between productivity and government size.

Figure 22.2 is valid, the Hansson and Henrekson estimates should fall along the
declining portion of the curve.

Equation (22.15) contains a representative example of Hansson and Henrekson’s
(1994, Table 5) results for the 1965–82 period (t-statistics are given below coeffi-
cients):

TFPG = 0.042 + 0.023 k̇ + 6905 l̇ − 0.001 CATCH
4.52 2.26 9.34 2.69

− 0.168(GC-GE) + 0.278 GE − 0.050 GI − 0.083 GTR (22.15)
4.24 2.01 0.45 2.76

R̄2 = 0.543, n = 153.

The dependent variable is total factor productivity growth (TFPG). The k̇ and l̇
variables are the share-weighted percentage changes in capital and labor, which have
the predicted positive signs. CATCH is the log of the ratio of TFP in an industry
and country divided by the highest TFP for that industry in the sample. CATCH is
intended to capture the “catch-up” hypothesis. The lower the TFP in an industry in
a particular country relative to the highest productivity for this industry, the greater
the increase in productivity that can come about by the industry merely copying the
available technologies in other countries and thereby catching up. CATCH has the
predicted negative sign.
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Our main interest, however, is in the government expenditure variables:

GC − GE = government consumption minus government education outlays
GE = government education outlays
GI = government investment
GTR = government transfers.

Both government consumption less education expenditures and government
transfers have significant negative effects on industry productivity growth. A ten per-
centage point increase in government’s noneducation consumption outlays reduces
total factor productivity growth by 1.68 percent per annum. A ten percentage point
increase in government’s education outlays, on the other hand, increases TFP growth
by 2.78 percent per annum. The 14 OECD countries in Hansson and Henrekson’s
sample would appear to be aligned along the rising portion of the government sector-
productivity curve of Figure 22.2 with respect to education outlays. The coefficient
on government investment is insignificant suggesting that the 14 OECD countries
tend to be near the top of the government sector-productivity curve with respect to
government investment.11

The results of Peden and Hansson and Henrekson reveal that government expen-
ditures can have both positive and negative effects on productivity depending on
both the size of the government sector and the nature of the government outlay. With
the exception of education expenditures, the scale of government activity within the
most developed countries of the world appears to have grown beyond the point that
maximizes factor productivity.

Most developing countries have small government sectors, and should therefore
be on the rising portion of the inverted-U in Figure 22.2. All governments are not
alike, however, with respect to corruption and other attributes of government quality.
Olson, Sarna, and Swamy (2000) show for a sample of developing countries that
productivity growth is positively related to the quality of government institutions.12

Both the size of government and the quality of its institutions appear to matter.

22.5 Government size and economic growth

22.5.1 Methodological issues

Several studies have tested for a relationship between government activity and a
country’s growth in income. Behind such tests is an assumption, as in the literature
relating government size to productivity, of an inverted-U relationship between
the scale of government and economic growth. This assumption is reasonable if
we assume that the size of the government sector in each country is exogenously
determined, or at least is chosen for reasons other than to maximize a country’s rate of

11 The 14 countries in Hansson and Henrekson’s sample were Australia, Belgium, Canada, Denmark, Finland,
France, Italy, Japan, the Netherlands, Norway, Sweden, the United Kingdom, the United States, and West
Germany.

12 They use an index of International Country Risk, which combines various factors of government policy that
are of concern to international investors, to measure the quality of government institutions.
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economic growth. Countries with small government sectors lack the infrastructure
to achieve the maximum possible rate of growth (see Figure 22.3a – each point
represents an observation for a country). These might be developing countries,
which lack even the infrastructure to bring in sufficient tax revenue to supply needed
government services (Kau and Rubin, 1981). Countries arrayed along the falling
portion of the inverted-U have government sectors that are larger than optimal as
far as economic growth is concerned, perhaps because their citizens have chosen to
trade off growth for security in the form of a large redistributive government sector,
perhaps because their government bureaucracies have succeeded in expanding the
government sector beyond the point which the citizens would wish, or perhaps the
government sector has grown too large for one of the other reasons discussed in
the preceding chapter. Under the assumption that a single, inverted-U relationship
exists between government size and growth, it does not really matter why government
sectors are too large or too small; what matters is that both possibilities exist, that
is, that countries are located all along the curve.

Alternatively, government leaders or citizens might choose the size of the gov-
ernment sector to maximize the rate of economic growth. If a single, inverted-U
relationship between government size and growth exists for all countries, then all
wish to have government sectors of the same size. Differences among countries
reflect random shocks. The data consist of a cluster of points around the peak of the
curve, and no statistical relationship can be observed between the two variables.13

Given that government sectors range from under 20 percent of the GDP to more
than 70 percent, this possibility does not seem likely – at least with respect to total
government activity.

A third possibility is that there are several different relationships between gov-
ernment size and economic growth depending on other factors, like the level of
economic development in a country. This possibility is illustrated in Figure 22.3b.
Curve L depicts the relationship between government size and growth in countries
with low levels of economic development, M in countries with middle levels of
economic development, and H in highly developed countries. Countries with low
levels of economic development typically have low literacy rates, large agricultural
sectors, and other attributes that limit their potential rates of growth. Providing the
levels of government infrastructure that lead to high growth in a middle-level de-
velopment country will not do so in a low-level development country. Middle-level
countries have the greatest potential for growth, as they can play the “catch-up” game
of adopting the technologies of the highly developed countries. The latter cannot,
of course, play the catch-up game, and thus their growth potential is more limited.

If within each level of development, countries were arrayed along the full range
of the curve as in Figure 22.3a, each curve’s parameters could be estimated by
separating the data into subsamples of countries of similar levels of economic
development. Any relationship estimated for the pooled sample would be spurious.

The same is true, if the size of the government sector is chosen in each country
to maximize the rate of economic growth. Under this assumption observations for

13 See Barro (1990, pp. S120–1), and for a more general methodological discussion, Slemrod (1995, pp. 381–9).
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Figure 22.3. Relationships between government size and growth.

countries at each level of development would cluster at the peaks of their respective
curves, as illustrated in Figure 22.3b. If the positions of the three curves were as
shown in this figure, the dashed-inverted-U relationship between government size
and growth would be estimated. The implications of this estimated relationship –
that low-level development countries would grow faster with larger government
sectors, and highly developed countries would grow faster with smaller government
sectors – would both be false, however. Each country would have the optimal-sized
government sector, given its level of economic development.
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These considerations suggest that any systematic relationship that exists between
the size of the government sector and economic growth may be difficult to uncover in
cross-national data sets. To do so, one must specify carefully the various other control
factors – like level of economic development – that may affect the relationship. The
next subsection reviews the main findings in this literature.

22.5.2 The evidence

Problems of intercountry heterogeneity do not arise, of course, if one estimates the
relationship between government size and growth using time-series data for a single
country. Grossman (1987, 1988a, 1988b) has done this for the United States and
Australia, and his results are consistent with the inverted-U prediction. His estimates
for the United States reveal an inverted-U relationship between government size
and growth and, like those of Peden (1991) using productivity data, imply that the
government sector in the U.S. was smaller than the optimal size, in 1929. Grossman’s
figures suggest that the government sector grew too large, as far as maximizing the
growth of income is concerned, during the 1940s.

Barro (1991) tested for the effects of both government size and political stability
on the growth of real GDP per capita in 98 countries over the period 1960–85. A
representative result from his study is presented in Table 22.3. As control variables
Barro used initial income, secondary and primary education enrollment rates, and
whether a country was located in Africa or Latin America. Initial income tests the
catch-up hypothesis. The lower a country’s initial income, the faster it grew. Several
studies have failed to find evidence of a catch-up effect. In Barro’s it appears only
when initial levels of primary and secondary education are controlled for. Here
we see evidence of the possible positive effects of government on growth, when
governments provide primary and secondary education. Holding these and the four
political variables constant, there appear to be elements in the African and Latin
American cultural/political environments that lead to slower economic growth.

Turning to the political variables we see that the scale of government consumption
in a country is negatively related to its growth in income. Barro defines government
consumption net of education and defense expenditures, and thus includes only
those activities that are least likely to affect growth positively. Barro argues that it
is the distortionary effects of taxes to finance this consumption that leads to slower
growth. Distortionary governmental regulation, as proxied by an index of price
distortions, also has a negative impact on growth. Political instability, as measured
by numbers of revolutions and assassinations, also affects growth adversely.

Barro also tested for a cross-sectional relationship between government invest-
ment and economic growth, and found none. Since government investment should
have the most direct relationship to economic growth of all components of the public
budget, this finding of Barro is consistent with the hypothesis that all governments
select the optimal levels of investment for growth, and thus that no cross-section
pattern can be observed.

Additional cross-national evidence of a negative relationship between gov-
ernment size, somehow measured, and economic growth has been provided by
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Table 22.3. Growth in income per capita and government size (dependent
variable is growth rate of real GDP per capita, 1960–85)

Coefficient
(standard errors) Explanatory variables

0.0345 Constant
(0.0067)

Economic and cultural control variables

−0.0068 GDP per capita (real) in 1960
(0.0009)
0.0133 Secondary school enrollment rate, 1960
(0.0070)
0.0263 Primary school enrollment rate, 1960
(0.0060)
−0.0114 African nation dummy
(0.0039)
−0.0129 Latin American nation dummy
(0.0030)

Political variables

−0.094 Government consumption/GDP
(0.026)
−0.0167 Revolutions per year
(0.0062)
−0.0201 Political assassinations per million of population and year
(0.0131)
−0.0140 Price distortions index
(0.0046)
R2 = 0.62, n = 98

Source: Barro (1991, Table 1, eq. 14).

Landau (1983), Weede (1984), Grier and Tullock (1989), Scully (1989), Grossman
(1990), Fölster and Henrekson (1999, 2001), and Mueller and Stratmann (2000).
Of particular interest is the study by Grossman. He, like Barro, attempts to separate
the positive and negative impacts of government on growth. Like Barro, he also
argues that the negative impacts are due to distortionary taxes. He thus introduces
the relative levels of taxation across countries as a separate variable, and finds that it
does indeed have a negative and significant effect on growth. Holding this tax effect
constant, government consumption expenditures (including education and defense)
have a positive effect.

Positive effects of government size on growth have also been measured by Ram
(1986) and Aschauer (1989), while Kormendi and Meguire (1985), Easterly and
Rebelo (1993), and Agell, Lindh, and Ohlsson (1997) essentially find no relation-
ship. Agell, Lindh, and Ohlsson are highly critical of the econometric techniques
used in the earlier studies, but more careful econometric tests reveal that, at least for
the OECD countries, higher taxes and larger government sectors have a significant
negative effect on economic growth (Fölster and Henrekson, 1999, 2001).
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Further, although somewhat indirect, corroboration for this statement is provided
by the studies of Alesina and Rodrik (1994) and Persson and Tabellini (1994).
They argue that government taxation and other sorts of interventions to bring about
income inequality are likely to be greater, the greater the initial level of income
inequality is. Since these redistribution policies introduce distortions that harm
growth, a negative relationship between income inequality and economic growth is
predicted and observed.

Persson and Tabellini find that the negative relationship between income inequal-
ity and economic growth holds only for democracies.14 This result is plausible,
since the ability of the poor to pressure the government for redistribution is likely
to be greater in a democracy. This observation in turn raises the question of the
possible effects of democratic institutions on economic growth independent of the
size of the government sector. This question was addressed in Chapter 18 and is,
therefore, only briefly discussed here.

Some studies have distinguished between democratic and nondemocratic forms of
government; others have constructed indexes of economic and political liberties. As
with the government size/growth literature, studies can be cited that find a positive
relationship between growth and democracy/liberty, a negative relationship, or no
relationship whatsoever.15

As Levine and Renelt (1992), de Haan and Siermann (1995, 1998), and
Heckelman and Stroup (2000) show, the relationship one estimates seems to be very
sensitive to the measures of economic liberty and democracy that one uses and the
additional explanatory variables included in the equation. Nevertheless, at least with
respect to the effect of economic liberties on growth, the most recent studies paint
a fairly consistent picture. Both Abrams and Lewis (1995) and Knack (1996), for
example, find that low-income countries do indeed grow faster than the high-income
countries, as the catch-up hypothesis predicts, if they have high levels of economic
liberties, or in the Abrams/Lewis study are not classified as planned economies.

To measure the strength of market institutions, Knack used the index of Interna-
tional Country Risk (ICR) described earlier. When he omitted this index, he obtained
the following results for a sample of the 24 richest, non-OECD countries in 1960.

GR6089 = 1.98 − 0.179 log GDP60, R̄
2 = −0.04

(0.20)
(22.16)

where GR6089 is the growth in income per capital between 1960 and 1989, and
GDP60 is income per capita in 1960. The number in parentheses below the coef-
ficient on logGDP60 is the t-ratio. Without the ICR index, there is no evidence of

14 Alesina and Rodrik, on the other hand, find that the relationship holds regardless of a country’s form of
government.

15 Positive effects of democracy and/or liberty on growth have been reported by Pourgerami (1988, 1992), Scully
(1988, 1989, 1992), Grier and Tullock (1989), Dasgupta (1990), De Vanssay and Spindler (1994), Abrams and
Lewis (1995), Keefer and Knack (1995), Knack (1996), and Heckelman and Stroup (2000); negative effects
have been reported by Landau (1983, 1986), Sloan and Tedin (1987), and Barro (1997); no systematic effects
of democracy and/or liberty on growth have been reported by Kormendi and Meguire (1985), Marsh (1988),
Levine and Renelt (1992), and de Haan and Siermann (1995).
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catch-up. When the index is added, however, a significant catch-up effect appears,
and the index itself has a positive effect on growth.

GR6089 = 1.43 − 1.93 log GDP60 + 0.09 ICR.

(2.49) (4.89)
(22.17)

The signifcant effect of this index of the strength of market institutions holds up
with the addition of the measures of school enrollment used by Barro. The works
of Barro, Abrams and Lewis, and Knack highlight the positive things governments
of developing countries can do to increase the likelihood that they catch up to the
richest countries – provide primary and secondary education, free up and protect
market institutions.

In closing this review, mention must be made of the recent tests for the robustness
of the relationship between economic liberty and growth by de Haan and Siermann
(1998). They found that all nine of the different measures of economic liberty that
they tried had a positive effect on growth, and at least three of them were robust to
the inclusion of other variables in the equation. Although uncertainty may remain
concerning the magnitude of the impact of economic liberties and market institutions
on growth, there seems now to be little reason to doubt that their impact is positive.16

22.6 Government activity and the economic decline of nations

22.6.1 The logic

Where much of the literature relating democracy and economic liberties to growth is
concerned with why developing countries do or do not succeed in catching up to the
rich countries, Olson (1982) put forward an explanation for why some rich countries
“catch up” to poorer ones – why some rich countries enter into economic decline.
Although the title of the book in which Olson developed this hypothesis is The
Rise and Decline of Nations, the novelty of the work lies mostly in Olson’s account
of the causes of economic decline. Olson’s hypothesis builds on his analysis of
interest group formation, which we discussed in Chapter 20. Most interest groups
pursue redistributive objectives. Business, trade, and professional associations are
primary examples of such groups, as are unions. In each case, much of the activity
of these groups, insofar as it impinges on others in society, is devoted to creating
or preserving monopoly positions. Medical associations seek to restrict entry into
medical schools and the licensing of foreign-trained physicians. Unions seek to
force employers to hire only union members and to determine wages and other
employee benefits by bargaining with the union. Business associations and unions
both seek to protect their members from foreign competition by obtaining tariffs and
quotas on imports; and by obtaining regulations requiring that the government favor
domestic producers in its purchases, government workers favor the nation’s flagship
airline in their travel, and the like. Thus, much of the activity of the economically
oriented interest groups falls under the heading of rent seeking (p. 44).17

16 See also Wu and Davis (1999) and Leschke (2000).
17 All remaining page references in this section are to Olson (1982) unless otherwise noted.
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Many interest groups that are not organized along business, trade, or occupational
lines, nevertheless, have goals that are, at least in part, distributional. The objectives
of associations of the handicapped, the aged, and welfare recipients are largely
distributional. Women’s and ethnic groups have sought legislation imposing de
facto if not de jure hiring quotas on employers.

The heavy emphasis that interest groups place on distributional goals has the
consequence that their activities lead largely to jockeying for positions along the
utility possibility frontier, not to shifts outward in the frontier. Moreover, each
restriction on entry, each quota, and each regulation creates an efficiency loss that
shifts inward the utility possibility frontier (pp. 41–7). As more and more energy is
devoted to carving up the pie, the pie gets smaller.

Olson uses this redistribution-efficiency loss argument to explain differences in
growth rates across nations. Not only does the activity of interest groups (Olson
names them “distributional coalitions”) shift the production possibility frontier in-
ward, it retards the speed at which it moves outward as a result of the normal growth
process. Interest groups tend to be democratic in varying degrees and thus are slow to
reach decisions. They are therefore slow to respond to change, and impede the speed
with which the organizations that they affect can react to or implement changes.
The consequence is that “distributional coalitions slow down a society’s capac-
ity to adopt new technologies and to reallocate resources in response to changing
conditions and thereby reduce the rate of economic growth.”18

From this important proposition it follows that a country’s growth rate varies
inversely with the level of interest group activity ceteris paribus. It takes time to
overcome free-rider inertia and to discover the combinations of collective bene-
fits and selective incentives that can induce active involvement in interest group
activities. Long periods over which the social and political environment of a coun-
try remains stable are conducive to the appearance of new interest groups and the
strengthening of existing ones. Periods of social and political stability give rise to
growing numbers of interest groups, growing distributional conflicts, and a slowing
of economic growth. Conversely, a country whose interest groups were somehow
destroyed or institutionally constrained from pursuing their institutional objective
would grow faster than one heavily burdened by interest group activity, with again
the important ceteris paribus proviso. Olson uses this argument to explain differences
in growth rates over the first 25 years after World War II across developed democra-
cies. Germany, Italy, and Japan suffered the greatest devastation to their economic
and political institutions, and their growth performance was among the best of the
developed countries up through 1970. The occupied, continental European coun-
tries also had their interest group structures disrupted to a degree by the war, and
then the strength of their interest groups was further eroded by the formation of the
Common Market. They, too, had impressive growth rates in the fifties and sixties.
Ironically, or so it would seem, it was the countries whose economies and social-
institutional structures were least damaged by the war (Australia, New Zealand,
the United Kingdom, and the United States) that performed most poorly in terms

18 Bowles and Eatwell (1983) question the leap from arguments related largely to static efficiency to conclusions
regarding dynamic performance. Olson defends himself on pages 61–5, and also cites Hicks (1983) in support.
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of economic growth up through the early seventies.19 The power in Olson’s thesis
comes in explaining why this fact should not be viewed with surprise. Indeed, it is
precisely because the fabric of interest group structures existing prior to the war was
left untorn that these Anglo-Saxon countries performed so poorly relative to both
the countries suffering defeat in the war and those that suffered occupation (ch. 4).

Olson employs the logic of his thesis to explain both the exhilarating effect
on economic performance of forming a larger economic federation or customs
union (ch. 5), and the debilitating effects of discriminatory practices (ch. 6). An
intriguing and somewhat controversial example of the latter is Olson’s explanation
for India’s poor economic development performance alongside that of some of its
Asian neighbors. Olson attributes India’s relatively poor economic performance to
an important degree to the rigidities growing out of the caste system. Olson argues
that the castes emerged from guilds and other occupational groupings and have
functioned like other distributional coalitions trying to protect whatever monopoly
or monopsony power its members have. Restricting marriages to members of one’s
own caste was a form of entry barrier to control the size of the caste and protect
its monopoly position. The heavy concern with distributional issues as reflected
in the caste system has had the same debilitating effect on India’s growth that the
distributional struggles among organized interests have had on India’s former ruler,
Great Britain (pp. 152–61).

22.6.2 Empirical evidence

Several attempts have been made to test Olson’s theory empirically. The chief chal-
lenge comes in trying to measure the strength of interest group activity (Abramovitz,
1983; Pryor, 1983). In initially setting forth the theory, Olson argued that Italy,
Germany, and Japan’s strong postwar economic performance could be explained by
the destruction of their interest group structures wrought by the war and immedi-
ate postwar occupation. These examples suggest the hypothesis that interest group
strength can be measured by the length of time that has elapsed since a nation’s
inception, or since its rebirth following a war or revolution. Most tests of the thesis
have thus used some time-dependent proxy for interest group strength. Choi (1983)
constructed an index of “institutional sclerosis” for 18 OECD countries based on
(1) the point in time when common-interest groups begin to accumulate, (2) what
and when major disruptions occurred, and how long they lasted, and (3) how strong
each disruption was. An example of the results Choi obtained is presented as (22.18)
(Choi, 1983, p. 73, equation 14):

Y = 7.75 − 0.074 IS R2 = 0.59, n = 18.

(8.81) (4.78)
(22.18)

The dependent variable is the growth in income per capita from 1950 to 1973 and IS
is one of Choi’s measures of institutional sclerosis, defined to fit a logistic curve so

19 See, for example, Pryor (1983, Tables 5.3 and 5.4, p. 99). Logically, Canada might also be expected to be in
this group, since its borders were not crossed during the war. But its growth performance, although not above
the average, was also not below.
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that it already incorporates a diminishing impact of time on interest group strength
after some point. The negative and significant impact of institutional sclerosis proved
resilient to (1) how this variable was measured, (2) the choice of dependent variable,
and (3) the composition of the sample.

The best example of a nation suffering from acute institutional sclerosis after
World War II was the United Kingdom. The best examples of nations rejuvenated by
the destruction of their interest group structures were the three axis nations. Murrell
(1983) presented yet another test of the hypothesis by more closely examining the
U.K. and West German economies.

Murrell reasoned that interest group strength in the United Kingdom would be
weakest in the newest industries to have formed, since in these industries interest
groups have had the shortest time to develop. Thus, the performances of U.K.
industries should be the most comparable to that of West Germany in “young”
industries, the furthest behind in “old” industries.

To test the hypothesis, Murrell compared the growth rates of young ( j) and old
(k) industries in the United Kingdom (UK) and West Germany (WG), standardizing
for differences in the average (A) growth rate in each country. The hypothesis was
that the growth rates of young industries in the United Kingdom would be relatively
higher; that is, the inequality in (22.19) would hold, where G stands for an industry
or commodity growth rate from 1969 through 1973:

GUK
j − GUK

k

GUK
A

>
GWG

j − GWG
k

GWG
A

. (22.19)

The proportions of cases in which (22.19) is satisfied are all significantly above the
0.5 predicted by the null hypothesis, and thus support the hypothesis that institutional
sclerosis in the United Kingdom is most advanced in the older industries.

Olson reported results analogous to those obtained by Choi for the 48 contiguous
states. A representative example is presented as (22.20):20

Y = 10.01 − 2.69 STACIV1 R2 = 0.52, n = 48.

(7.02)
(22.20)

The dependent variable is the growth rate of per capita private nonfarm income
during 1965–78. STACIV1 is the number of years since statehood divided by 178,
with all Confederate states having been assumed to be reborn in 1865. As with
Choi’s results for the OECD, the significant negative effect of a state’s age remains
reasonably robust to changes in the definition of the dependent and independent
variables (Olson, 1982, pp. 98–108).

As Pryor (1987, pp. 223–4) noted, one might have expected from Olson’s theory
that the “rise of the South” following its defeat in the Civil War would have begun
before the end of World War II, yet the South underperformed the North up through
the 1930s.21 In general, tests of Olson’s theory using state data from the United
States have tended to reject its implications. Gray and Lowery (1986) found a
complete collapse of the Olson model using state data, when it was tested over

20 Equation (24), Table 4.1, p. 104. Olson credits Kwang Choi with having done the regression work.
21 Quiggin (1992, p. 271) makes a similar point.
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a later time period and other variables were added to the equation, as did Wallis
and Oates (1988) when population growth by state was treated as an exogenous
variable. Nardinelli, Wallace, and Warner (1987) found little support for Olson’s
hypothesis once differences in income across states were included. On the other
hand, corroborative evidence using state data was presented by Vedder and Gallaway
(1986), and by Dye (1980).

By and large, tests of Olson’s theory using cross-national data have tended to
confirm it. Lane and Ersson (1986) found that Choi’s measure of institutional scle-
rosis maintains its significance as other variables are placed alongside of it and
the dependent variable is measured over different time periods. Additional studies
reporting evidence for the Olson hypothesis based on cross-national comparisons
include Whiteley (1983), Paloheimo (1984a,b), Weede (1984, 1986, 1987), Datta
and Nugent (1985), Lange and Garrett (1985), Lehner (1985), Goldsmith (1986),
McCallum and Blais (1987), Jankowski (1993), and Heckelman (2000b). Quiggen
(1992) argues that the hypothesis should be tested using income levels rather than
growth rates, and rejects the “strong form” of the hypothesis using income levels
as the dependent variable, and cross-national data.22

An important component of the Olson hypothesis is that interest group strength
increases with the number of years over which a country experiences political sta-
bility. Kennelly and Murrell (1987) supported this part of the theory by showing that
interest group numbers are larger in those industries in which the redistributive gains
from interest group action are potentially larger. Murrell (1984) has also established
that the number of organized interest groups in a country is positively related to
the number of years that a country has had a modern political system receptive to
pressure from interest groups. On the other hand, Gray and Lowery (1986) did not
find a relationship between the age of a state and the number of interest groups in it.
Their finding may explain the breakdown of the hypothesis when state data are used.

Many objections to Olson’s theory stem from observations of a given coun-
try, whose growth record and interest group structures do not accord with what
Olson’s theory seems to predict, or that argue for a more complicated formula-
tion of the theory (Asselain and Morrison, 1983; Lehner, 1983; Rogowski, 1983;
Schuck, 1984; Gustafsson, 1986; Rasch and Sorensen, 1986; Pryor, 1987; Quiggin,
1992). Of particular interest in this regard is the case of Switzerland. Switzerland
had the fourth highest index of institutional sclerosis in Choi’s list of 18 OECD
countries (1983, p. 70), and “has a very differentiated, pluralist structure of interest
organization” (Lehner, 1983, p. 204). Yet, its degree of tariff protection was lowest
among the 18 OECD countries (Olson, 1982, p. 134), and its growth rate above
average over the fifties and sixties (Lehner, 1983, p. 70). The explanation for this
apparent inconsistency with Olson’s theory is found in the strong federalist nature of
its political structure, and the importance of direct democracy at the local level or in
the form of the referendum. Since legislative decisions either must be subjected to
a referendum vote or can be petitioned to a referendum vote, interest groups cannot

22 Pryor (1983) should also be cited here, but he did not test for the impact of some time-of-stability variable on
growth, but rather tested for the impact of several additional variables that he claimed should be correlated
with growth if Olson’s theory is correct: population size, communist rule, ethnic heterogeneity, and religious
heterogeneity. None of these had a significant impact on country growth rates.
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strike a bargain with the parties in Parliament or with members of key legislative
committees, and obtain redistributional favors, unless a majority of the citizens are
willing to ratify the bargain. With the outcomes of referenda being hard to predict,
forming a minimum winning coalition is a precarious strategy and the legislature
strives for consensual policies (Lehner, 1983). The result is that redistributional
struggles do not figure prominently in Swiss political life, despite the strength of
their interest group structure.

Thus, one can conclude that Switzerland does not run counter to the main tenets
of Olson’s theory. The political institutions of Switzerland protect it from the un-
desirable consequences of the distributional struggles that would otherwise ensue
given its fractionalized interest group structure. But the example of Switzerland
does point to an important lacuna in Olson’s argument. Olson focuses almost exlu-
sively on interest groups and leaves out an analysis of how interest group pressure
is channeled by the political and economic institutions of a country to produce the
outcomes his theory predicts (Paloheimo, 1984a,b; Lehner, 1985).

This latter point has been pressed by Tang and Hedley (1998) in one of the most
recent tests of Olson’s theory. Tang and Hedley criticize Olson for neglecting the
positive stimulus to growth that government policies can have when interest groups
are weak. They hypothesize that Olson-type measures of sclerosis will have the
predicted impact on growth only in countries where the state has the strength to
play an active role in promoting growth. They find support for this hypothesis in a
sample of Asian and Latin American countries. The higher growth rates in the Asian
countries over the last few decades are attributed to the positive roles government has
played in stimulating growth and the weak interest group strength in these countries.

In Olson’s 1982 book, Germany’s economic success was attributed to the destruc-
tion of its interest groups during World War II, and Sweden’s success was attributed
to the cooperation among its large, “encompassing” interest groups. Over the last
quarter of the twentieth century, the growth rates of Germany and Sweden have not
exceeded those of Great Britain and the United States, and over the last decade of
the century even Japan showed signs of sclerosis. If Olson’s theory is valid, then
we must conclude that interest groups have had sufficient time to entrench them-
selves in Germany and Japan and thereby have brought on sclerosis, and that interest
groups have become less encompassing and cooperative in Sweden.23 One might
buttress the argument further in favor of the Olson hypothesis, by arguing that the
Reagan and Thatcher “revolutions” in the United States and the United Kingdom
had the kind of interest-group-destroying impact on labor unions that Olson’s theory
requires for growth. Despite the many tests of Olson’s theory that have been made,
it still invites more testing.

22.7 Conclusions

In this chapter we have examined several possible effects of government policies
on economic activity. The emphasis has been on the negative effects of government

23 For a discussion of Germany’s “decline” that is consistent with this interpretation, see Giersch, Paque, and
Schmieding (1994). For a discussion of the weakening of cooperation among Sweden’s major economic interest
groups and the country’s relative decline, see Lindbeck (1997).
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intervention into the economy. As with almost all questions, the empirical literature
that tries to measure these effects does not speak with a clear and unequivocal voice.
Nevertheless, the weight of the evidence to date allows us to draw some general
conclusions. (1) Taxes distort choices wherever they are levied, and thereby reduce
welfare. The magnitude of these welfare losses is in doubt, but it seems likely that it
is substantial. (2) The underground economy has, like the government sector, been
growing in both developed and developing countries since at least 1960. In some of
the developing countries it accounts for as much economic activity as the official
sector. High levels of regulation, taxation, heavy-handed and arbitrary administra-
tion of regulations, and corruption all encourage the growth of the underground
economy. (3) The relationship between the relative size of the public sector and
economic performance, as measured by either productivity in the private sector or
growth in GDP per capita, is an inverted-U. Too small of a government sector can
harm economic performance by denying the economy infrastructure and the edu-
cated labor force that it needs to perform optimally. Beyond some point, however,
the adverse incentive effects of government activity begin to outweigh its positive
effects on economic performance. All of the highly developed countries in the world
appear to be in the downward sloping part of the curve.

More tentative are the conclusions one can draw about the effects of democracy
on economic performance. Here there is evidence that some forms of bureaucratic,
authoritarian governments can bring about faster economic growth than can demo-
cratic governments, but the conclusions one can draw depend on both how the
different forms of government are categorized, and the composition of one’s sam-
ple. Equally tentative are the conclusions one can draw from the empirical literature
regarding the long-run effects of democratic stability on economic growth. Although
democratic stability does appear to have produced “economic sclerosis” in the devel-
oped countries of the world in the post–World War II period, the extent to which the
“Olson hypothesis” applies to other countries and other time periods is still not clear.

Less controversial is the proposition that economic liberty fosters economic
growth. Independent of whether their governments are democratically chosen or
not, countries with institutions in place that underpin market exchange by ensuring
property rights, enforcing contracts, and the like have higher growth rates in GDP
per capita.

Virtually all of the works discussed in this chapter have appeared since 1980, and
a good number since 1990. This research can be expected to continue to grow at a
brisk rate in the years ahead.
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Normative public choice



CHAPTER 23

Social welfare functions

The interest of the community then is – what? The sum of the interests of the
several members who compose it.

Jeremy Bentham

Whereas one can speak of the positive theory of public choice, based upon economic
man assumptions, one must think of normative theories of public choice, for there
are many views of what the goals of the state should be and how to achieve them. This
potential multiplicity has been the focus of much criticism by positivists, who have
argued for a “value-free” discipline. For the bulk of economics, it might be legitimate
to focus on explanation and prediction, and leave to politics the explication of the
goals of society. For the study of politics itself, in toto, to take this position is less
legitimate; thus the interest in how the basic values of society are or can be expressed
through the political process. The challenge that normative theory faces is to develop
theorems about the expression and realization of values, based on generally accepted
postulates, in the same way that positive theory has developed explanatory and
predictive theorems from the postulates of rational egoistic behavior. Part V reviews
some efforts to take up this challenge.

23.1 The Bergson-Samuelson social welfare function

The traditional means for representing the values of the community in economics is
to use a social welfare function (SWF). The seminal paper on SWFs is by Bergson
(1938), with the most significant further explication by Samuelson (1947, ch. 8).
The SWF can be written as follows:

W = W (z1, z2, . . . , zn),

where W is a real valued function of all variables, and the zi s and W are chosen
to represent the ethical values of the society or of the individuals in it (Samuelson,
1947, p. 221). The objective is to define a W and set of zi s, and the constraints
thereon, to yield meaningful first- and second-order conditions for a maximum
W . Although in principle any variables that are related to a society’s well-being
(e.g., crime statistics, weather data, years of schooling) might be included in the
SWF, economists have focused on economic variables. Thus, the SWF literature
has adopted the same assumptions about consumers, production functions, and so
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on, that underlie the bulk of economics and public choice and has made these the
focal point of its analysis.

The only value postulate upon which general agreement has been possible has
been the Pareto postulate. This postulate suffices to bring about a set of necessary
conditions for the maximization of W , which limit social choices to points along
the generalized Pareto frontier. The proof is analogous to the demonstration that
movement from off the contract curve to points on it can be Pareto improvements,
and the necessary conditions are also analogous. With respect to production, these
conditions are

∂ Xi/∂V1i

∂ Xk/∂V1k
= · · · = ∂ Xi/∂Vmi

∂ Xk/∂Vmk
= Txk

Txi
, (23.1)

where ∂ Xi/∂Vmi is the marginal product of factor Vm in the production of out-
put Xi , and T is the transformation function defined over all products and inputs
(Samuelson, 1947, pp. 230–3).

In words this takes the form: productive factors are correctly allocated if the
marginal productivity of a given factor in one line is to the marginal productivity
of the same factor in a second line as the marginal productivity of any other factor
in the first line is to its marginal productivity in the second line. The value of the
common factor of proportionality can be shown to be equal to the marginal cost of
the first good in terms of the (displaced amount of the) second good. (Samuelson,
1947, p. 233; italics in original)

These conditions ensure that the economy is operating on the production pos-
sibility frontier. If these conditions were not met, it would be possible to transfer
factors of production from one process to another and obtain more of one product
without giving up any amounts of another. Such possibilities are ruled out by the
Pareto principle.

The necessary conditions for consumption require that the marginal rate of sub-
stitution between any two private goods, i and j , be the same for all individuals
consuming both goods:

∂U1/∂ Xi

∂U1/∂ X j
= ∂U2/∂ Xi

∂U2/∂ X j
= · · · = ∂Us/∂ Xi

∂Us/∂ X j
, (23.2)

where (∂Uk/∂ Xi )/(∂Uk/∂ X j ) is voter k’s marginal rate of substitution between i and
j (Samuelson, 1947, pp. 236–8). If (23.2) were not fulfilled, gains from trade would
exist, again violating the Pareto postulate. Thus, choice is limited to points along
the production possibility frontier – distributions of final products that bring about
equality between the marginal rate of transformation of one product into another,
and individual marginal rates of substitution (Samuelson, 1947, pp. 238–40).

Through the appropriate set of lump-sum taxes and transfers it is possible to
sustain any point along the Pareto-possibility frontier as a competitive equilib-
rium. Thus, the normative issue to be resolved with the help of the SWF is which
point along the generalized Pareto-possibility frontier should be chosen; what set of
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lump-sum taxes and subsidies is optimal. Both Bergson and Samuelson speak of
solving this question with the help of a variant of the SWF in which the utility
indexes of each individual are direct arguments in the welfare function

W = W (U1, U2, . . . , Us). (23.3)

The issue then arises as to what form W takes, and what the characteristics of
the individual utility functions are. In particular, one wants to know whether ordinal
utility functions are sufficient, or whether cardinal utility indexes are required, and
if the latter, whether interpersonal comparability is required as well. Since the
evolution of utility theory over the last century has led to an almost unanimous
rejection of cardinal, interpersonally comparable utility functions throughout much
of economics, the hope is, of course, that they will not be needed here. But, alas,
that hope is in vain.

To see why this is so consider the following simple example: six apples are to
be divided between two individuals. On the basis of knowledge of the positions of
the two individuals, their tastes for apples, and the ethical values and norms of the
community, we believe that social welfare will be maximized with an even division
of the apples. The question then is whether an ordinal representation of individuals
1 and 2’s preferences can be constructed that always yields this result. Consider first
the additive welfare function

W = U1 + U2. (23.4)

We wish to select U1 and U2 such that

U1(3) + U2(3) > U1(4) + U2(2). (23.5)

Inequality (23.5) implies

U2(3) − U2(2) > U1(4) − U1(3). (23.6)

If U1 is an ordinal utility function, it can be transformed into an equivalent ordinal
function by multiplying it by k. This transformation multiplies the right-hand side
of (23.6) by k, however, and given any choice of U2 that is bounded, a k can always
be found that will reverse the inequality in (23.6), assuming U1(4) − U1(3) > 0.

The same holds if W is multiplicative. We then seek a U1 and U2 such that

U1(3) · U2(3) > U1(4) · U2(2), (23.7)

which is equivalent to

U2(3)

U2(2)
>

U1(4)

U1(3)
. (23.8)

However, the ordinality of U2 is not affected by adding a constant to it, so that (23.8)
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should also hold for

U2(3) + k

U2(2) + k
>

U1(4)

U1(3)
. (23.9)

But the left-hand side of (23.9) tends toward one as k becomes larger, and the
inequality will thus reverse for some sufficiently large k if individual 1 experiences
some positive utility from consuming the fourth apple.

Other algebraic forms of W are possible, but it should be obvious that the pliabil-
ity of an ordinal utility function is such that these, too, will be incapable of yielding a
maximum at (3,3) under every possible transformation that preserves the ordinality
of the Us. The same arguments could be repeated with respect to a comparison of
the distribution (4,2) with (5,1), and the distribution (5,1) and (6,0). The only way
we will get a determinant outcome from an SWF whose arguments are ordinal utility
indicators is to define it lexicographically, that is, to state that society prefers any
increase in 1’s utility, however small, to any increase in 2’s utility, however large, and
have this hold independently of the initial utility levels (distribution of income and
goods); which is to say, an SWF defined over ordinal utility indexes must be dicta-
torial if it is to select a single outcome consistently. This result was first established
by Kemp and Ng (1976) and Parks (1976) with proofs that follow the Arrow impos-
sibility proofs discussed in Chapter 24 (see also Hammond, 1976; Roberts, 1980c).

The very generality of the ordinal utility function, which makes it attractive for
the analysis of individual decisions, makes it unsuitable for the analysis of social
decisions, where trade-offs across individuals are envisaged. To make these trade-
offs, either the relative positions of individuals must be compared directly in terms
of the bundles of commodities or command over these commodities they enjoy using
the ethical norms of the community, or, if utility indexes are employed, these must
be defined in such a way as to make cardinal, interpersonal comparisons possible.

All of this would appear to have been known for some time. Although Bergson’s
initial exposition of the SWF seems to have led to some confusion over the need
for cardinal utilities and interpersonal comparisons,1 this need was emphasized by
Lerner (1944, ch. 3) and clearly addressed by Samuelson (1947, p. 244) in his initial

1 At several places Bergson emphasizes that only ordinal utility indexes are required when deriving the optimality
conditions for the SWF and he states directly, “In my opinion the utility calculus introduced by the Cambridge
economists [i.e., cardinality] is not a useful tool for welfare economics” (1938, p. 20). From these statements
undoubtedly arises the view that Bergson claimed that welfare judgments could be based on ordinal utility
indicators. Thus, for example, we have Arrow (1963, p. 110) stating, “It is the great merit of Bergson’s 1938 paper
to have carried the same principle [Leibnitz’s principle of the identity of indiscernibles] into the analysis of social
welfare. The social welfare function was to depend only on indifference maps; in other words, welfare judgments
were to be based only on interpersonally observable behavior.” But the clauses preceding and following “in other
words” are not equivalent. And, in fact, Bergson goes on following his attack on the Cambridge economists’ use
of cardinal utility to argue not for the use of ordinal utility indexes or “interpersonally observable behavior,” but
for interpersonal comparisons of “relative economic positions” and “different commodities.” Thus, in rejecting
cardinal utility, Bergson opts not for a W defined over ordinal Us but for W defined over the actual physical
units, that is, W (z1, z2, . . . , zn). This leaves the status of W defined over individual, ordinal utility indexes
indeterminate, at best.

In his discussion of Arrow’s theorem in 1954, Bergson states quite clearly, to my mind, that interpersonal
cardinal utility comparisons are required (see, in particular, his discussion of the distribution of wine and bread
on pp. 244–5, and n. 8), but Arrow (1963, pp. 111–12) would not agree.
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exploration of the SWF:

An infinity of such positions [points along the generalized contract locus] exists
ranging from a situation in which all of the advantage is enjoyed by one individual,
through some sort of compromise position, to one in which another individual has
all the advantage. Without a well-defined W function, i.e., without assumptions
concerning interpersonal comparisons of utility, it is impossible to decide which of
these points is best. In terms of a given set of ethical notions which define a Welfare
function the best point on the generalized contract locus can be determined, and
only then. (Italics in original)

And we have Samuelson’s (1967) subsequent proof that cardinality alone will not
suffice; that is, cardinality and interpersonal comparability are required. The issue
of whether the arguments of the SWF can be ordinal utility indexes would seem
to be finally closed with the appearance of the papers by Kemp and Ng and Parks,
were it not that these articles sparked a controversy over precisely the cardinality-
ordinality issue involving, perhaps surprisingly, Samuelson (and indirectly Bergson,
also). Given the personages involved and the issues at debate, it is perhaps useful
to pause and examine their arguments.

The main purpose of Samuelson’s (1977) attack on the Kemp-Ng and Parks
theorems is, as the title of his note states, to reaffirm the existence of “reasonable”
Bergson-Samuelson SWFs. And the note is clearly provoked by the claims by Kemp
and Ng and Parks of having established nonexistence or impossibility theorems. In
criticizing their theorems, Samuelson focuses on the particular form of axiom Kemp
and Ng use to capture ordinality in a Bergson-Samuelson SWF, an axiom that implies
that the SWF must be lexicographic. Samuelson is obviously correct in deriding
an axiom that makes one individual an “ethical dictator,” but his criticism of the
theorems of Kemp-Ng, and Parks is misplaced. As Parks’s proof most clearly shows,
all Bergson-Samuelson SWFs based on ordinal preferences make one individual an
ethical dictator.

A careful reading of the Kemp and Ng and Parks papers indicates that they do
not claim the nonexistence of all reasonable Bergson-Samuelson SWFs, but only
of those whose arguments are ordinal, individual utility indicators. Interestingly
enough, Kemp and Ng (1976, p. 65) cite Samuelson himself as one of those holding
“the apparently widely held belief that Bergson-Samuelson SWFs can be derived
from individual ordinal utilities.” They cite page 228 of the Foundations, the same
page, incidentally, that Arrow (1963, pp. 10, 110, n. 49) cites, to indicate that the
SWF is based on ordinal utilities. On this page appears the following:

Of course, if utilities are to be added, one would have to catch hold of them first, but
there is no need to add utilities. The cardinal utilities enter into the W function as
independent variables if assumption (5) [individuals’ preferences are to “count”]
is made. But the W function is itself only ordinally determinable so that there are
an infinity of equally good indicators of it which can be used. Thus, if one of these
is written as

W = F(U1, U2, . . .),
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and if we were to change from one set of cardinal indexes of individual utility to
another set (V1, V2, . . .), we should simply change the form of the function F so
as to leave all social decisions invariant.

This passage clearly states that W is ordinal and seems to imply that the individual
utility arguments need not be interpersonally comparable. But the passage appears in
the section in which the necessary conditions defining points along the generalized
Pareto-possibility frontier are derived, and is obviously superseded, or amplified by
the passage appearing later in the book on p. 244 and quoted above, where Samuelson
makes clear that one must “catch hold” of the individual utilities and compare them
if a single point out of the Pareto set is to be chosen. However, subsequent statements
by Samuelson and his vigorous attack on the Kemp-Ng-Parks theorems would seem
to imply that he believes that Bergson-Samuelson SWFs are well defined even when
they have the ordinal utility functions of individuals as arguments.2 The theorems
of Kemp and Ng (1976), Parks (1976), Hammond (1976), Roberts (1980c), and
still others deny this interpretation. Rather, one must conclude (1) that ordinal
utility functions are sufficient as arguments of W when deriving the necessary
conditions for a Pareto optimum, but (2) that cardinal, interpersonally comparable
arguments are required to select a single, best point from among the infinity of Pareto
optima.

23.2 Axiomatic social welfare functions

Kemp and Ng (1976) and Parks (1976) prove their impossibility theorems by demon-
strating that it is impossible to have an SWF that satisfies a particular set of axioms,
which among other things imply that the arguments of the function are ordinal util-
ity functions. Their theorems naturally raise the question of the sorts of axioms we
need to impose to obtain a reasonable SWF. In this section we review some of the
answers that have been given to this question.

23.2.1 Fleming’s social welfare function

The pioneering axiomatic treatment of SWFs was by Fleming (1952). Fleming
proved that any SWF satisfying the Pareto principle and the elimination of indifferent
individuals axiom (EII) must be of the following form:

W = f1(U1) + f2(U2) + · · · + fs(Us). (23.10)

Elimination of indifferent individuals axiom: Given at least three individuals,
suppose that i and j are indifferent between x and x ′, and between y and y′,
but i prefers x to y, and j prefers y to x. Suppose that all other individuals

2 See Samuelson (1967, 1977, 1981). Samuelson also attributes this position to Bergson (Samuelson, 1967,
pp. 44–5, 48–9), but see my discussion in n. 1.
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are indifferent between x and y, and x ′ and y′ (but not necessarily between
x and x ′, and y and y′). Then social preferences must always go in the same
way between x and y as they do between x ′ and y′. (Name and statement
follow Ng’s (1981b) simpler presentation.)

EII has two important properties. First, as its name implies, it does eliminate
individuals who are indifferent between x and y. Second, it requires that whatever
convention is used to decide whether i’s preferences regarding x and y override j’s,
it must also decide the pair (x ′, y′) given i and j’s indifference between x and x ′,
and y and y′. One sort of convention for deciding whose preferences are overriding
would, of course, be to make one person a dictator. An alternative convention would
be to posit interpersonally comparable cardinal utility functions for i and j .

The value of W in (23.10) is obviously independent of the ordering of individ-
uals in the 1, s sequence, and so the theorem satisfies the anonymity axiom. But
the theorem does not tell us much about the functional form of W . In particular,
if

fi (Ui ) = aiUi , (23.11)

then (23.10) becomes an additive W . If

fi (Ui ) = log (Ui ), (23.12)

we have essentially a multiplicative W .3 To specify the SWF more precisely we
need additional axioms.

23.2.2 Harsanyi’s social welfare function

Harsanyi (1953, 1955, 1977) derives an SWF from the following three assumptions:

1. Individual personal preferences satisfy the von Neumann–Morgenstern–
Marschak axioms of choice involving risk.

2. Individual ethical preferences satisfy the same axioms.
3. If two prospects P and Q are indifferent from the standpoint of every

individual, they are indifferent from a social standpoint.

An individual’s personal preferences are those he uses when making his day-to-
day decisions. His ethical preferences are used on those more seldom occasions when
he makes moral or ethical choices. In making the latter decisions, the individual
must weigh the consequences of a given decision on other individuals, and thus
must engage in interpersonal utility comparisons.

3 The summation of the logs of the Ui s equals the log of their product. Thus the transformation given in (23.12)
makes W equal to the log of the product of the individuals’ utilities. Since log(x) obtains a maximum when
x does, both a W defined as the product of s individuals’ utility functions and a W defined as the log of
this product will carry the same implications for the optimal values of the arguments of the individual utility
functions.



570 Social welfare functions

From these three postulates Harsanyi proves the following theorem concerning
the form of the SWF, W :

Theorem: W is a weighted sum of the individual utilities of the form

W = a1U1 + a2U2 + · · · + asUs, (23.13)

where ai stands for the value that W takes when U j = 0, for all j �= i
(Harsanyi, 1955, p.52).

This is clearly a rather powerful result given the three postulates. As always, when
powerful results follow from seemingly weak premises one must reexamine these
premises to see whether they perhaps contain a wolf in disguise.

The first assumption simply guarantees a form of individual rationality in the face
of risk and seems innocuous as such. When deciding whether to go to the beach
or stay home, the rational individual first computes his expected utility from being
at the beach. If πr is the probability that it will rain and πs is the probability that
the sun shines, and Ur and Us are her utilities in these two states of the world, then
her expected utility from being at the beach is UB = πrUr + πsUs . The rational
individual goes to the beach if this expected utility exceeds the (let us assume)
certain utility from staying at home.

The second assumption extends the concept of rationality in the face of risk from
the individual’s personal preferences to her ethical ones. When making a decision
about whether to give $100 to a poor person, the rational, ethical individual envisages
the utility that she would experience if she were a poor person and received $100,
and the utility she would experience if she had $100 less, and places the appropriate
probabilities on each state of the world. The assumption that an individual’s prefer-
ences satisfy the von Neumann-Morgenstern-Marschak axioms of choice induces
the ethical person to add individual utilities when making ethical choices.

Harsanyi’s second assumption can be criticized as an illegitimate extension of
the notion of individual rationality to social choices. Pattanaik (1968) made this
criticism of Harsanyi’s SWF and Buchanan (1954a) made a similar criticism of
Arrow’s SWF, which we shall take up in the next chapter. But this objection seems
to carry less weight against Harsanyi than against Arrow. Harsanyi is assuming
individual evaluations of different social states in both cases; no aggregate will
or organic being is even implicitly involved as arguably is the case with Arrow’s
SWF. The W in Harsanyi’s theory is a subjective W in the mind of the individual.
If individuals differ in their subjective evaluations, there will be different W s for
different individuals. A collective W need not exist.

Under the assumption that individuals make decisions involving risk by maxi-
mizing the expected value of their subjective utilities, Ng (1984a) has established
an equivalence between von Neumann-Morgenstern utility indexes and subjective
utility indexes. Thus, Harsanyi’s first two assumptions effectively introduce inter-
personally comparable, cardinal utilities into the SWF.4

4 See also Binmore (1994, ch. 4).



23.2 Axiomatic social welfare functions 571

The third postulate introduces the individualistic values that underlie Harsanyi’s
SWF. What is remarkable about Harsanyi’s theorem is that he has been able to derive
the intuitively plausible additive SWF from these three rather modest looking sets
of assumptions.

Knowing that the SWF is additive is only the first, even though large, step in
determining the optimal social outcome, however. The weights to be placed on each
individual’s utility index must be decided, and the utility indexes themselves must
be evaluated. It is here that Harsanyi derives the ethical foundation for his SWF. He
suggests that each individual evaluate the SWF at each possible state of the world by
placing himself in the position of every other individual and mentally adopting their
preferences. To make a selection of a state of the world impartial, each individual
is to assume that he has an equal probability of being any other person in society
(Harsanyi, 1955, p. 54).

The selection of a state of the world is to be a lottery with each individual’s
utility – evaluated using her own preferences – having an equal probability. “This
implies, however, without any additional ethical postulates that an individual’s
impersonal preferences, if they are rational, must satisfy Marschak’s axioms and
consequently must define a cardinal social welfare function equal to the arithmetic
mean of the utilities of all individuals in society” (Harsanyi, 1955, p. 55). Thus, the
Gedankenexperiment of assuming that one has an equal probability of possessing
both the tastes and position of every other person solves both of our problems. The
utility functions are evaluated using each individual’s own subjective preferences,
and the weights assigned to each, the ai , are all equal. The SWF can be written
simply as the sum of all individual utilities:

W = U1 + U2 + · · · + Us . (23.14)

Of course, there are serious practical problems of getting people to engage in
this form of mental experiment of evaluating states of the world using other indi-
viduals’ subjective preferences, and Harsanyi (1955, pp. 55–9; 1977, pp. 57–60)
is aware of them. Nevertheless, he holds the view that with enough knowledge of
other individuals, people could mentally adopt the preferences of others, and the Ui

terms in each individual’s evaluation of social welfare would converge. The mental
experiment of adopting other individuals’ preferences combined with the equiprob-
ability assumption would lead all individuals to arrive at the same, impartial SWF
(Harsanyi, 1955, p. 59). Later both Rawls (1971) and Buchanan and Tullock (1962)
would introduce uncertainty over future position to bring about unanimous agree-
ment over a social contract and a constitution, respectively. Their work is discussed
in Chapters 25 and 26.

23.2.3 Two criticisms of Harsanyi’s social welfare function

23.2.3.1 Should individual attitudes toward risk count? Writing before Harsanyi
derived his SWF, but in clear anticipation that the then newly invented von Neumann-
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Morgenstern utility indexes would be used to create an SWF, Arrow (1951, 2nd ed.
1963, pp. 8–11) raised the following objection against this use of them:

This [the von Neumann-Morgenstern theorem] is a very useful matter from the
point of view of developing descriptive economic theory of behavior in the presence
of random events, but it has nothing to do with welfare considerations, particularly
if we are interested primarily in making a social choice among alternative policies
in which no random elements enter. To say otherwise would be to assert that the
distribution of social income is to be governed by the tastes of individuals for
gambling. (Arrow, 1963, p. 10)

More generally, as Sen (1970a, p. 97) notes, the use of the von Neumann-
Morgenstern axioms introduces a degree of arbitrariness that is inherent in all
cardinalization of utilities.

Whether social choices should depend on individual attitudes toward risk is a
knotty question. If Jane’s attitude toward risk affects her decision about whether to
go to the beach or not, then presumably her attitude toward risk may also affect her
willingness to give to the poor, assuming that she makes this choice after engaging
in the kind of mental experiment that Harsanyi described. Conceivably her attitude
toward risk might also affect how she votes on redistribution legislation. To say
“that the distribution of the social income” should not be governed by such tastes
would assume that the preferences of individuals formed in this way should not
count. The specter of a “social planer” deciding what the distribution of the social
income should be using the “proper” preferences as given in his or her SWF arises.

More generally, once we decide that an individual’s attitudes toward risk should
not count, we must inquire what other preferences of hers should not count – for
pornography, for education? Here the conflict between the elitist view of social
choice as represented by the social planer choosing social outcomes using an SWF,
and the individualistic view of social choice as the outcome of a voting process in
which each individual’s preferences are counted becomes apparent.

The knowledge that Jane would pay X for a p probability of winning Y tells
us something about her preferences for X and Y , just as the knowledge that she
prefers Y to X does. The former knowledge actually contains more information
than the latter, and this information does not seem a priori inherently inferior to
knowledge of simple preference orderings. At least the inferiority of the former sort
of information would seem to require further justification.5

23.2.3.2 Can individuals agree on a value for W ? The dependence of the individu-
ally determined W s on individual risk preferences has led both Pattanaik (1968) and
Sen (1970a, pp. 141–6) to question whether individuals who engaged in Harsanyi’s
equiprobability experiment would unanimously agree on which state of the world
maximizes W .

5 For additional criticism and discussion of the role of risk preferences in the Harsanyi SWF, see Diamond (1967),
Pattanaik (1968), and Sen (1970a, pp. 143–5). For a defense of the use of von Neumann-Morgenstern utilities
in social choice analysis, see Binmore (1994, pp. 51–4, 259–99).
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Table 23.1. Outcomes in dollars

State of the world T W

Person
R 60 100
P 40 10

To see the problem, consider the following example. Let there be two individuals
in the community, rich (R) and poor (P), and two possible states of the world, with
a progressive tax (T ) and without one (W ). Table 23.1 gives the possible outcomes
in dollar incomes.

In Table 23.2 the von Neumann-Morgenstern utilities for each outcome are pre-
sented, scaled in such a way as to make them interpersonally comparable. R is
assumed to have constant marginal utility of income; P diminishing marginal util-
ity. If each individual now assumes that he has an equal probability of being R or
P in either state of the world, then the von Neumann-Morgenstern postulates of
rationality dictate the following evaluation of the two possible states:

WT = 0.5(0.6) + 0.5(0.4) = 0.5

WW = 0.5(1.0) + 0.5(0.2) = 0.6.

The state of the world without the progressive tax provides the highest expected
utility and would, according to Harsanyi, be selected by all impartial individuals.
But, reply Pattanaik and Sen, P might easily object. He is clearly much worse off
under W than T and experiences a doubling of utility in shifting to T , while R
loses less than 1/2. The utility indexes in Table 23.2 reveal P to be risk averse.
Given a choice, he might refuse to engage in a fair gamble of having R or P’s utility
levels under T and W , just as a risk-averse person refuses actuarially fair gambles
with monetary prizes. Although the Harsanyi SWF incorporates each individual’s
risk aversion into the evaluations of the Ui , it does not allow for differences in risk
aversion among the impartial observers who determine the SWF values. If they
differ in their preferences toward risk, so too will their evaluations of social welfare
under the possible states of the world, and unanimous agreement on the SWF will
not be possible (Pattanaik, 1968).

The Pattanaik-Sen critique basically challenges Harsanyi’s assumption that the
von Neumann-Morgenstern-Marschak axioms can reasonably be assumed to hold
for the ethical choices individuals make when uncertain of their future positions.
In defense of postulating that these axioms hold at this stage of the analysis, one

Table 23.2. Outcomes in utility units

State of the world T W

Person
R 0.6 1.0
P 0.4 0.2
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Table 23.3. Outcomes in utility units
(second round of averaging)

State of the world T W

Person
N 0.5 0.6
A 0.44 0.42

can reiterate that the utilities that make up the arguments of W already reflect
individual attitudes toward risk. To argue that special allowance for risk aversion
must be made in determining W from the individual Ui s is to insist that social
outcomes be discounted twice for risk, a position that requires its own defense
(Harsanyi, 1975b; Ng, 1984a).

An alternative response to the Pattanaik-Sen critique is to extend the logic of
Harsanyi’s mental experiment and assume that each individual uses not his own risk
preferences, but that he assumes that he has an equal probability of having the risk
preferences of every other individual. Suppose that in our example one individual
was risk neutral (N ) and the other risk averse (A). Their evaluations of the alternative
states of the world might then look something like the figures in Table 23.3.

The elements of row N represent the simple expected values of states T and W
occurring, assuming that an individual has the same probability of being R or P
and is risk neutral. Row A presents the lower evaluations that a risk-averse person
might place on the possible outcomes. The social welfare levels under these two
states of the world, assuming that each individual has an equal probability of being
rich and poor and of being risk averse or risk neutral, would then be

WT = 0.5(0.5) + 0.5(0.44) = 0.47

WW = 0.5(0.6) + 0.5(0.42) = 0.51.

The state of the world without the tax is again preferred, although by a narrower
margin.

The same objection to this outcome can be raised, however, as was raised to the
first. A risk-averse person will recognize that the tax alternative favoring the rich
has a greater likelihood of being selected under risk-neutral preferences than under
risk-averse preferences. He might then object to being forced to accept a gamble that
gave him an equal chance of having risk-neutral or risk-averse preferences, in the
same way that he would reject a fair gamble of experiencing the utility levels of the
rich and poor. This objection can be met in the same way as the previous objection,
however. Reevaluate the two states of the world assuming each individual has an
equal probability of being risk neutral or risk averse using the utility levels from the
previous round of averaging as this round’s arguments for the utility functions. If
the utility functions are smooth and convex, convergence on a single set of values
for WT and WW can be expected.6

6 Vickrey (1960, pp. 531–2) was the first to suggest repeated averaging of welfare functions to bring about
consensus. Mueller (1973) and Mueller, Tollison, and Willett (1974a) have proposed using this technique as an
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Here the reader may begin to feel his credulity stretching. Not only is an ethically
minded citizen supposed to take on the subjective preferences of all other citizens,
these preferences must be defined over both physical units (like apples and money)
and the interpersonally comparable cardinal utility units of each individual, and he
must be prepared to engage in a potentially infinite series of mental experiments
to arrive at the social welfare evaluation to which all impartial citizens agree. The
price of unanimity is high.

Although this type of criticism cannot be readily dismissed, it must be kept in
mind that what we seek here is not a formula for evaluating social outcomes that
each individual can apply to come up with a unique number. What we seek is a
way of conceptualizing the problem of social choice to which we all might agree,
and which might help us arrive at an agreement over actual social choices were
we to apply the principles emerging from this form of mental experiment. The
difference between the straight application of the Harsanyi SWF to a social choice
problem, and a version of it modified to take into account the criticisms of Pattanaik
and Sen involves simply the question of how much weight should be placed on
the preferences of risk-averse individuals. For example, if one individual in the
community is maximin risk averse, repeated averaging will result in the selection
of the state of the world that maximizes the welfare of the worst-off individual
(Mueller, Tollison, and Willett, 1974a). This is essentially the just social outcome,
which Rawls (1971) obtains from a similar starting position as that assumed by
Harsanyi, but without the use of any utility calculations.

Thus, in evaluating the “realism” of the Harsanyi approach, the issues are these:

1. Can one envisage individuals obtaining sufficient information about the
positions and psychology of other individuals to allow them to engage in
the interpersonal comparisons inherent in the approach?

2. Can individuals assume an impartial attitude toward all individuals in the
community, and from this impartial stance agree on a set of weights (a com-
mon attitude toward risk) to be attached to the positions of each individual
when making the social choice?

If for some social choices it is reasonable to assume that the answers to these two
questions are both “yes,” then for these choices the Harsanyi SWF can be a useful
analytic construct.

23.2.4 Ng’s social welfare function

Ng (1975) has derived an additive SWF in which the utilities of each individual are
measured in “finite sensibility” units. The concept of a finite sensibility unit is built
on “the recognition of the fact that human beings are not finitely discriminative”

answer to Pattanaik and Sen’s objections to the Harsanyi SWF. Vickrey set up the problem of maximizing social
welfare as the choice of a set of rules for a community that one is about to enter not knowing one’s position in
it. The setting is obviously similar to that envisaged by Harsanyi, and not surprisingly we find Vickrey arguing
for a weighted summation of von Neumann-Morgenstern (or “Bernoullian”) utility functions. Vickrey resorts
to repeated averaging in the event that there is disagreement over the values of the weighted sums.
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(p. 545). Thus, for a small enough change in x to x ′ an individual is indifferent
between x and x ′ even though x �= x ′. Individuals are capable of perceiving changes
in x only for discrete intervals in x . These discrete steps in an individual’s perceptions
of changes in x become the building blocks for a cardinal utility index measured in
finite sensibility units. To the finite sensibility postulate Ng adds the weak majority
preference criterion.

Weak majority preference criterion: If a majority prefers x to y, and all members
of the minority are indifferent between x and y, then society prefers x to y.

The weak majority preference criterion incorporates the ethical values built into
the SWF. It is obviously a combination of both the Pareto principle and the majority
rule principle that is at once significantly weaker than both. In contrast to the Pareto
criterion, it requires a majority to be better off, not just one person, to justify a
move. And, in contrast to majority rule, it allows the majority to be decisive only
against an indifferent minority. In spite of this apparent weakness, the postulate nev-
ertheless proves strong enough to support a Benthamite SWF whose arguments are
unweighted individual utilities measured in finite sensibility units, that is, equation
(23.14). For those who dismiss Harsanyi’s theorem justifying (23.14), because it in-
troduces attitudes toward risk through the use of von Neumann-Morgenstern utility
indexes, Ng’s theorem offers a powerful alternative justification for the Benthamite
SWF, which does not introduce risk in any way.

From the perspective of public choice, the theorems of Harsanyi and Ng are
the most important justifications for the additive SWF, since their basic axioms
are easily interpretable as conditions one might wish to incorporate into a set of
constitutional rules, and in Harsanyi’s case, the whole context in which the SWF is
derived resembles the settings from which Rawls and Buchanan and Tullock derive
their social contract and constitution, respectively. In Chapter 26 we shall analyze
the differences and similarities in the three approaches.

23.2.5 Nash’s and other multiplicative social welfare functions

Where the additive SWF is most often associated with the name Jeremy Bentham,
the multiplicative SWF is most often associated with the name John Nash. Nash’s
(1950) objective, however, was not to derive an SWF, but rather to come up with
a solution to a two-person “bargaining problem.” When generalized to s persons,
however, Nash’s solution to bargaining problems can be regarded as a multiplicative
SWF (Luce and Raiffa, 1957, pp. 349–50).

W = (U1 − U∗
1 )(U2 − U∗

2 ) · · · (Us − U∗
s ). (23.15)

The utilities that go into the welfare function are defined relative to a status quo
point at which Ui = U∗

i for all i . This formulation is natural for the bargaining
problem that Nash first addressed. Should a bargain not be reached, the status quo
is the outcome of the game. All gains from the bargain are measured relative to this
status quo starting point.
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The axioms needed to derive the Nash SWF are few and rather innocuous. The util-
ity functions must, of course, be cardinal, and the Pareto principle, an α-contraction
property and a symmetry condition, must also be satisfied.

Propertyα: If x is a member of the choice set defined over the full set of alternatives
S, then x is a member of the choice set of any proper subset of S of which
it is a member (Sen, 1969).

Symmetry: If an abstract version of a bargaining game places the players in
completely symmetric roles, the arbitrated value shall yield them equal
utility payoffs, where utility is measured in units which make the game
symmetric (Luce and Raiffa, 1957, p. 127).

Nash’s solution to the bargaining problem was put forward more as a description
of the outcome of a game than as a prescription as to what the outcome ought to be.
On the other hand, Nash does argue that the outcome is fair, and it is because of the
inherent fairness of the outcome, which should be apparent to both sides, that one ex-
pects the solution satisfying (23.15) to emerge (Luce and Raiffa, 1957, pp. 128–32).

However, the delimitation of the gains to be shared is sensitive to the choice
of the status quo point. The important role played by the status quo in the Nash
SWF has led to its criticism as a normative construct by Sen (1970a, pp. 118–21).
If bargaining on social choices takes place, given market-determined income and
wealth and presently defined property rights, then the scope for alleviating current
inequities through collective action will be greatly restricted.

On the other hand, conceptualizing the problem of selecting a set of rules to
govern the political game as a “bargaining problem” does seem to be a reasonable
way to view the writing of a constitution or a social contract by individuals who are
not uncertain about their future preferences and/or positions. Were one to think of
the social contract as being the set of rules selected from a hypothetical or real state
of anarchy, then the status quo point would be the “natural distribution” of property
that would exist under anarchy (Bush, 1972; Buchanan, 1975a). The gains from
cooperation would then be enormous and a rather egalitarian sharing of these gains as
implied by the Nash SWF might indeed be deemed fair, as Nash thought it would be.

Viewing the status quo as the starting position from a state of anarchy resembles
the setup in the Kaneko and Nakamura (1979) theorem. They derive conditions for
an SWF of the Nash form as in (23.15), but (U∗

1 , U∗
2 , . . . , U∗

s ) is defined not as the
status quo, but as the worst possible state for each individual that we can imagine. It is
doubtful if modern man were thrust into true anarchy that his utility would be much
higher than that envisaged by Kaneko and Nakamura. As with all of the SWFs that
we have been considering, the Kaneko/Nakamura SWF satisfies anonymity and
the Pareto postulate. They also assume a form of the independence of irrelevant
alternatives axiom, which we shall examine at length in the next chapter, and make
the “fundamental assumption that we evaluate the social welfare by considering
relative increases of individuals’ welfare from the origin” (p. 426). This assumption,
combined with their use of von Neumann-Morgenstern utility indexes, forces one
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to compare ratios of utilities across individuals rather than absolute differences and
obviously goes most of the way toward requiring an SWF in multiplicative form.

The most general characterization of a multiplicative SWF is by DeMeyer and
Plott (1971). They measure intensity differences as ratios of utilities (relative utili-
ties) and go on to derive an SWF of the form

W = U K
1 · U K

2 · · · U K
s , (23.16)

where K is a real number.

23.3 What form of social welfare function is best?

We have now seen that it is possible to derive either an additive or a multiplicative
SWF from a few basic axioms. In both cases we need to assume that their arguments
are some form of cardinal, interpersonally comparable utility indexes if we are going
to use them to select optimal states of the world, or optimal political institutions.
Both types of SWF satisfy the Pareto postulate; both also satisfy an anonymity
axiom. Each differs from the other, however, in some important ways with respect
to their other axiomatic properties. Rather than analyze each axiom in detail, we
shall close this chapter by considering some simple examples that illustrate the
properties of these two different types of SWFs. We shall confine our attention to
the simplest form of each.

W = U1 + U2 + · · · + Us (23.17)

W = U1 · U2 · · · Us . (23.18)

Consider now Table 23.4. Each entry represents the cardinal, interpersonally
comparable utility level of either individual i or j in the two possible states of the
world G and M . These utility levels allow for any diminishing marginal utility of
income, and thus i’s income in state G might be 3, 4, or 10 times her income in M ,
even though her utility level in G is only double her utility in M . If a social choice
had to be made between G and M , which state should be chosen? An additive W
selects M – a multiplicative G.

Regardless of which choice the reader makes, it should be obvious that it is possi-
ble that other readers will make the opposite choice. To see this point more clearly,
assume that i and j are really the same person at two different times in her life, and
G and M are two alternative career paths. Path G is a job in government with some-
what lower income and utility at the start than later. Path M is a career in medicine
with lower utility at the start than the government job, but much higher utility later.
Given full knowledge of the utility payoffs to each career choice, it is conceiv-
able that some rational, self-interested individuals favor the career in government,

Table 23.4.

i j

G 2 3
M 1 5
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Table 23.5.

Individuals

1 2 3 4 5

A 1 1 1 1 1
States B 0.0001 10,000 1 1 1

C 0.0001 10 10 10 10

others medicine; if this is true, then some will probably prefer a multiplicative
welfare function, others an additive.

As this example suggests, the choice of the multiplicative welfare function is likely
to hinge on one’s values with regard to how egalitarian the distribution of utilities
ought to be. Recall that the entries in Table 23.4 are in utilities, not incomes. If
the marginal utility of income declines, the differences in the utility levels i and j
experience are smaller than the differences in their incomes. A choice of G over M
as a state of the world (career) indicates a strong preference for egalitarian outcomes.

With a multiplicative SWF, a doubling of i’s utility is offset by a halving of j’s.
An increase in i’s utility from 100 to 200 is fully offset by a decline in j’s from
100 to 50. Requiring that such trade-offs be made in the SWF has been criticized
by Ng (1981b) on the grounds that it can lead some individuals to make very large
sacrifices to avoid very small absolute declines in utility for others. Suppose, for
example, that a society of five faces the choice among the three states of the world
A, B, and C as in Table 23.5. In state A, all five experience a relatively modest level
of welfare. In B, one is utterly miserable (almost to the point of suicide), two are
ecstatic, and the other three individuals are as in state A. In C , one is again miserable,
but all four of the other individuals are 10 times better off than in A. An additive
welfare function ranks B above C , and places both above A. The multiplicative
regards A, B, and C as socially indifferent.

Those who object to the choice of B over A argue that the use of the additive
welfare function in this situation allows individual 1 to be used as a means to 2’s
gain in violation of Kant’s fundamental dictum.7 Indeed, with an additive W , a
maximum could arise at which some individuals have zero or negative utilities.
Killing a wealthy invalid and redistributing her property to the healthy poor could
easily raise an additive W . If j were a sadist, then j’s torture of i so that i has
negative utility (wishes he were dead) could raise W . With a multiplicative W , no
state with any Ui ≤ 0 could ever be chosen as long as some states are feasible for
which all Ui > 0.

As a counterargument to these examples, note that although increases in W can
easily be envisaged as involving murder and torture, that maximum W would occur
at these points is less plausible. If i is not a masochist, then a less costly (in terms
of the interpersonally comparable U ’s) way of increasing U j is probably available,
than by letting j torture i .

7 See, in particular, Rawls (1971). Sen’s (1979) critique of welfarism is also relevant here. Rawls does not argue for
a multiplicative welfare function, but rather a lexicographic one (setting aside his objections to utilitarianism).
Rawls’s theory is discussed in Chapter 25.
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The same logic and arithmetic that make A and B equal with multiplicative W ,
make C not better than A, although here the exchange of making four people con-
siderably better off for making one modestly worse off in absolute terms may strike
some as reasonable. Note again that one could well imagine individuals making
such a trade-off for themselves. If at the age of 21 the reader were given a choice
between living the next 50 years at, say, the poverty line, versus living 10 of those
years at the margin of existence and 40 in the affluence of the upper middle class,
it is more than conceivable that the reader would make the Faustian choice for the
second alternative. If these options are represented reasonably by the utility num-
bers in rows A and C in Table 23.5, then the reader has made the choice using a
criterion that is closer to the additive than to the multiplicative SWF. If the reader
would make choices such as these by implicitly adding the different utility levels,
why would it be wrong for society to use the same criterion?

One possible reply to this question is to argue that, although it is perfectly accept-
able for an individual to make choices by adding her utility levels at different points
in time, since she is making choices for herself and may compare her utilities at
different points in time any way she wants, when the welfare levels of different per-
sons are to be compared, the trade-offs inherent in the additive W are unacceptable
for the means-ends reason given above. A different criterion, one more protective
of individual rights as in the multiplicative W , is required when one makes interper-
sonal welfare choices, from that which may be reasonable or acceptable for making
intrapersonal choices.

This reply raises indirectly the issue of the context in which the SWF is used.
Many observers seem to think of an SWF as an analytic tool to be used by a
policymaker, who plugs in the Ui s and then maximizes; that is, some unknown
third party is making social choices for society. In this setting, the issues of how
the Ui s are measured and what trade-offs in utility are allowed across individuals
are salient. Constraints on the choices that protect individuals from having their
welfare lowered for the benefit of others in the community, as introduced through a
multiplicative W , have much appeal.

An alternative way to view W , however, is to see it as a guide to writing the
constitution, the set of rules by which the society makes collective decisions. If one
views these rules as being chosen by self-interested individuals who are uncertain
of the future positions they will hold when the rules are in effect, then in choosing an
SWF (that is, a set of rules to implement an SWF), one is not making an interpersonal
choice but rather an intrapersonal one. One is choosing a set of rules to maximize
one’s own welfare, given that one is uncertain about what position and utility function
one will possess. In this context, an additive W would seem appropriate as a social
welfare function if individual choices tend to be made by comparing differences in
utility levels at different points in time.

The context in which the SWF is to be used is also relevant to the issue of whether
and how cardinal utilities are to be measured. The abhorrence of economists for
the concept of cardinal utility would seem to stem from a fear that some bureaucrat
would go about metering and somehow combining individual utilities to reach deci-
sions on social policies. Evidence from the psychological literature and sensitivity
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studies that indexes of cardinal utility can be constructed might from this perspective
be viewed more with alarm than enthusiasm.

But if one views the SWF as a construct to guide an individual’s choice in selecting
a constitution, a choice made from behind a veil of ignorance concerning one’s future
position and utility function, then the issue is whether people can conceptualize
being a slave and a slave owner, and compare their utilities in both roles. If they
can, then choosing a set of rules to implement a W of whatever functional form
is at least a hypothetical possibility. This is the setting in which Rawls (1971) and
Buchanan and Tullock (1962) envisage a social contract and set of constitutional
rules being chosen, and Harsanyi an SWF. It is the context in which the concept of
an SWF seems most useful to the study of collective decision making. We return to
these issues in Chapters 25 and 26.

Bibliographical notes

Following the pioneering papers by Parks (1976) and Kemp and Ng (1976), several
papers appeared reestablishing the impossibility of a Bergson-Samuelson SWF
with ordinal utility arguments, or the necessity of using cardinal, interpersonally
comparable utility indexes (D’Aspremont and Gevers, 1977; Pollack, 1979; Roberts,
1980a,b,c); for a survey see Sen (1977b).

I have been of the opinion, ever since I read Bergson (1938) and Samuelson (1947,
ch. 8) on SWFs, that cardinal, interpersonal utility comparisons were necessary to
select a single allocation as best among those in the Pareto set. Moreover, I believe
this opinion was commonly shared among welfare-public choice theorists. The
papers of Kemp and Ng (1976) and Parks (1976) appeared to me to be important
not so much because they brought startling new results to light, but because they
proved formally what had been known or suspected for some time. I thus confess
to some befuddlement at the nature and tone of the Samuelson (1977, 1981) and
Kemp and Ng (1977, 1987) debate.

The seminal contributions of Harsanyi appeared in 1953 and 1955. The argument
has been reviewed and alternative proofs of the theorem presented in Harsanyi (1977,
ch. 4).

Sugden and Weale (1979) link their SWF theorem directly to the constitutional-
contracting setting. Their theorem resembles Fleming’s (1952).

Ng’s (1975) original theorem reviewed here, and his subsequent elaborations
thereon (1981b, 1982, 1983, 1984b, 1985a, 2000), constitute a most forceful defense
of the additive SWF.

The literature on experimentally measuring utilities is reviewed in Vickrey (1960)
and Ng (1975).

For axiomatic derivations of the Nash SWF, besides Nash’s (1950) own, see Luce
and Raiffa (1957, pp. 124–32, 349–50) and Sen (1970a, pp. 118–21, 126–8).

Section 23.3 draws heavily on Ng (1981b). See also Bergson (1938), Samuelson
(1947), Little (1957), Sen (1979), and Ng (1981a).

Binmore’s (1994, 1998) two-volume treatise contains a broad-ranging discussion
of utility indexes, cardinal and ordinal, and their use in normative analysis.



CHAPTER 24

The impossibility of a social ordering

The only orthodox object of the institution of government is to secure the greatest
degree of happiness possible to the general mass of those associated under it.

Thomas Jefferson

A really scientific method for arriving at the result which is, on the whole, most
satisfactory to a body of electors, seems to be still a desideratum.

Charles Dodgson
(Lewis Carroll)

The Bergson-Samuelson SWF has been constructed analogously to the individual’s
utility function. Just as the individual chooses bundles of commodities to maximize
his utility, society must choose an allocation of commodities across individuals
to maximize its welfare. That consumers make choices to maximize their utility
follows almost tautologically from the definition of rationality. In extending the
idea of maximizing an objective function to the level of society, however, more is
involved than just rationality. Embedded in the characteristics of the welfare function
and the nature of the data fed into it are the value judgments that give the SWF its
normative content, as the discussions of Bergson (1938) and Samuelson (1947,
ch. 8) make clear.

An alternative way of analyzing individual behavior from assuming that individu-
als maximize their utility is to assume various postulates about individual rationality
that suffice to define a preference ordering, and allow one to predict which bundle
an individual will choose from any environment. Again by analogy, one can make
various postulates about social decision making and analyze society’s decisions in
terms of social preference orderings. What choice should a society make from a
given environment? Again, however, in shifting from the individual to the societal
level, the postulates change from simply defining rationality to expressing the eth-
ical norms of the community. This is important to keep in mind because some of
the axioms sound as if they simply require collective rationality, and some writers
have so interpreted them. This is not the course followed here. In discussing each
axiom, we emphasize its normative content.

The first and most important attempt to define an SWF as a social ordering
satisfying a few, basic ethical axioms was made by Arrow in 1951 (rev. ed. 1963).
Although some of Arrow’s discussion of the individual axioms seems to mix ethical
and rational considerations, the overriding objective of the inquiry is normative, and

582
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our emphasis on the normative characteristics of the axioms does not seem out of
place. Arrow, himself, has accepted the interpretation of these axioms as indicating
the basic value judgments to be incorporated in the community’s social contract
or constitution,1 and this is perhaps the best way to look at them. The question
then is this: What ethical norms are we to impose on the social choice process, and
what collective choice processes satisfy these axioms? The answer is disappointing.
Given but a few fairly weak and ethically uninspiring axioms, no process (voting,
the market, or otherwise) exists that satisfies them.

We begin by briefly stating the axioms and sketching the impossibility proof,
after which we turn to a more detailed examination of the axioms.

24.1 Logic of the proof

I follow Vickrey’s (1960) restatement of the postulates and proof, since they are
simpler and shorter.

1. Unanimity (the Pareto postulate): If an individual’s preference is unopposed
by any contrary preference of any other individual, this preference is pre-
served in the social ordering.

2. Nondictatorship: No individual enjoys a position such that whenever he
expresses a preference between any two alternatives and all other individuals
express the opposite preference, his preference is always preserved in the
social ordering.

3. Transitivity: The social welfare function gives a consistent ordering of all
feasible alternatives. That is, (a PbPc) → (a Pc), and (aI bI c) → (aI c).

4. Range (unrestricted domain): There is some “universal” alternative u such
that for every pair of other alternatives x and y and for every individual,
each of the six possible strict orderings of u, x, and y is contained in some
admissible ranking of all alternatives for the individual.2

5. Independence of irrelevant alternatives: The social choice between any two
alternatives must depend only on the orderings of individuals over these two
alternatives, and not on their orderings over other alternatives.3

1 This interpretation was first put forward by Kemp and Asimakopulos (1952) and was subsequently endorsed by
Arrow (1963, pp. 104–5).

2 Arrow’s statement of the axiom is as follows:

Among all the alternatives there is a set S of three alternatives such that, for any set of individual
orderings T1, . . . , Tn of the alternatives in S, there is an admissible set of individual orderings
R1, . . . , Rn of all alternatives such that, for each individual i, x Ri y if and only if xTi y for x and y
in S (Arrow, 1963, p. 24).

3 Vickrey states this postulate somewhat differently, but his proof relies on it in this form. This statement of the
axiom also differs from Arrow’s original statement of it, and others existing in the literature. Arrow’s statement
is as follows:

Let R1, . . . , Rn and R′
1, . . . , R′

n be two sets of individual orderings and let C(S) and C ′(S) be the
corresponding social choice functions. If, for all individuals i and all x and y in a given environment
S, x Ri y if and only if x R′

i y, then C(S) and C ′(S) are the same (Arrow, 1963, p. 27).

For a statement of the axiom in the present way, and impossibility proofs based on it, see Sen (1970a).
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Condition 4 perhaps requires an additional word of explanation. The notion of a
universal alternative is not crucial here. What is implied by the range axiom is that
the social choice process allows any possible ordering of the three alternatives x, y,

and u. The process is not established in such a way as to rule out possible orderings.
The theorem states that no SWF satisfies these five postulates. To understand the

significance of the theorem, it is useful to run through the proof, again following
Vickrey. We first define a decisive set D.

Definition of decisive set: A set of individuals D is decisive, for alternatives x and
y in a given social welfare function, if the function yields a social preference
for x over y, whenever all individuals in D prefer x to y, and all others
prefer y to x.

Proof:
Step Justification

1. Let D be a set of individuals decisive for Assumption
x and y

2. Assume for all members of D xPyPu, and Range
for all others (those in C) yPuPx

3. For society xPy Definition of D
4. For society yPu Unanimity
5. For society xPu Transitivity
6. But for only members of D is xPu Assumption
7. Society must prefer x to u regardless of Independence

changes in rankings of y or any other
alternatives

8. D is decisive for x and u Definition
9. D is decisive for all pairs of alternatives Repetition of steps 2–8

10. D must contain two or more persons Nondictatorship
11. Divide D into two nonempty subsets A Assumption

and B
12. Assume for A xPyPu

for B yPuPx Range
for C uPxPy

13. Since for members of A and B, yPu, for Definition of D
society yPu

14. If for society yPx, B is decisive for y and x Definition of D
15. If for society xPy, then for society xPu Transitivity
16. But then A is decisive for x and u Definition of D

In either case, one of the proper subsets of D is decisive for a pair of
issues, and therefore by step 9 for all issues. Steps 10–16 can be repeated
for this new decisive set and then continued until the decisive set contains
but one member, thus contradicting the nondictatorship postulate.4 �

4 This literature is replete with this form of “Chinese boxes” proof to uncover the dictator. For an important variant
thereon with infinite numbers of voters, see Kirman and Sondermann (1972).
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The intuition underlying the proof runs as follows: the unrestricted domain as-
sumption allows any possible constellation of ordinal preferences. When a unani-
mously preferred alternative does not emerge, some method for choosing among the
Pareto-preferred alternatives must be found. The independence assumption restricts
attention to the ordinal preferences of individuals for any two issues when deciding
those issues. But as we have seen in our discussions of majority rule, it is all too
easy to construct rules that yield choices between two alternatives but produce a
cycle when three successive pairwise choices are made. The transitivity postulate
forces a choice among the three, however. The social choice process is not to be left
indecisive (Arrow, 1963, p. 120). However, with the information at hand – that is,
individual ordinal rankings of issue pairs – there is no method for making such a
choice that is not imposed or dictatorial.

24.2 Relaxing the postulates

To avoid the impossibility result, the postulates must be relaxed. Before doing
so, however, let us consider the significance of the theorem as it stands, for its
significance stems precisely from the weakness of the postulates as now stated.
Although, as we shall see, these axioms are somewhat stronger than they might first
appear, they are far weaker than one would wish to impose at the constitutional
stage to satisfy reasonable notions of distributional equity. For example, there is
nothing in the axioms to preclude one group of individuals, as long as it has more
than one member, from tyrannizing over the others, if it stays on the Pareto frontier.5

Even allowing this and still other violations of our ideas of equity, we cannot find a
process to choose from among the Pareto-optimal set that satisfies these axioms.

Space precludes a complete review of all modifications of the postulates that
have been made to produce either possibility theorems or new impossibility results.
Instead, we focus on modifications of particular relevance to public choice.

Relaxing unanimity and nondictatorship hardly seems worth discussing if the
ideals of individualism and citizen sovereignty are to be maintained.6 These two
axioms clearly illustrate that what we are engaged in here is a normative exercise.
There is nothing particularly irrational about selecting one individual and allowing
him to make all decisions for the community; indeed, arguments for an omniscient
dictator have been around at least since Plato’s eloquent defense of this alternative in
The Republic.7 But such arguments are inconsistent with our most basic democratic
ideals. Special mention should also be made of Hobbes’s defense of monarchy
(1651). To Hobbes, there was one issue on which all preferences were identical: life
in anarchy was terrible and inferior to life under a unanimously accepted dictator. If
one made the other postulates part of the Hobbesian contract, one might construct
a new defense of autocracy; and, of course, in practice the dictatorial solution to the

5 See Sen’s amusing example (1977a, p. 57).
6 However, see Little (1952).
7 Bell (1973) presents the modern version of this position. After citing Arrow’s proof at a number of places to

indicate the difficulty that purely democratic processes have reaching decisions, he opts for choice by technocratic
experts who form the ruling elite in the postindustrial society.
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uncertainties and deadlocks of social choice is very popular. Empirically, it might be
interesting to investigate the frequency with which dictatorial governments replace
democratic ones following apparent deadlocks of the latter stemming from voting
paradoxes. The other three axioms require more detailed discussion.

24.2.1 Transitivity

Arrow’s reasons for requiring that the social choice process produce a consistent
social ordering appear to be (1) “that some social choice be made from any envi-
ronment” (1963, p. 118), and (2) that this choice be independent of the path to it
(p. 120). These are in fact different requirements, and neither of them requires the
full force of transitivity.

The requirement that the social choice process should be able to make some choice
from any environment seems the easiest to defend, deadlocks of democracy being an
open invitation to dictatorship. But to achieve the goal one does not have to assume
the existence of a social preference ordering defined on the basis of all individual
preference orderings. To make choices one needs only a choice function that allows
one to select a best alternative from any set of feasible alternatives (Sen, 1970a,
pp. 47–55; Plott, 1971, 1976). Transitivity is not required. Either quasi-transitivity
or acyclicity will suffice (Sen, 1970a, pp. 47–55). Both of these conditions are
milder than transitivity. Quasi-transitivity requires transitivity of the preference
relation, but not of indifference; acyclicity allows x1 to be only “at least as good as”
xn even though x1 Px2 Px3, . . . , xn−1 Pxn . Possibility theorems have been proven
by replacing transitivity by either of these and retaining the other Arrow axioms.
Gibbard (1969) has shown, however, that requiring a quasi-transitive ordering of
the social choice function produces an oligarchy that can impose its unanimous
preference on the rest of the community; and Brown (1975) has shown that acyclicity
gives veto power to every member of a subset of the committee that Brown calls
a “collegium.”8 Thus, as one relaxes the consistency requirement from transitivity
to quasi-transitivity, and then to acyclicity, dictatorial power becomes spread and
transformed, but does not disappear entirely. Requiring the social decision process
to be decisive in some sense vests one individual or a subset of individuals with the
power to decide, or at least block, any outcome.9

Although relaxing the transitivity axiom has some advantage in spreading dictato-
rial power across a wider group, it incurs the additional cost of introducing a degree
of arbitrariness into the process (Sen, 1970a, pp. 47–55). Under quasi-transitivity,
for example, aIb and bIc can exist along with aPc. Then, in a choice between a
and b, society can pick either, but if c is added to the set, society must pick only a.
If a, b, and c are points on the Pareto frontier, there will be distributional conse-
quences to the choice of any one. Those favored under b may question the ethical
underpinnings of a process that makes their fate dependent in such a seemingly
capricious way on the set of alternatives under consideration.

8 See also Blau and Deb (1977).
9 For further discussion of this point, see Brown (1973), Plott (1976, pp. 543–6), and Sen (1977a, pp. 58–63).
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The gain from relaxing the transitivity axiom is further reduced when one con-
siders the restrictions that must be placed on the patterns of individual preference
orderings to ensure that either quasi-transitivity or acyclicity holds. For majority
rule, at least, the conditions that are necessary and sufficient for acyclicity are the
same as those required for quasi-transitivity, and these in turn will also ensure tran-
sitivity when the number of individuals is odd.10 Thus, if the property of having a
choice made from every environment is to be maintained, there appears to be little
lost by sticking to the full transitivity requirement.

The intuition behind requiring the final outcome to be independent of the path to
it is somewhat different. Here, to begin with, a path to the final outcome is obviously
assumed. That is, a choice is not made from the full set of all possible candidates,
but instead winners are selected from subsets of the full issue set. These in turn
are pitted against one another in some manner, and a given path is followed until
a final choice set is found. The requirement that the social choice process should
be path independent amounts to the requirement that the final choice set should be
independent of how the initial subsets are formed out of the full issue set (Plott,
1973).

Path independence is related to and in fact implies another condition that has
received much attention in the literature, Sen’s (1969) property α, already introduced
in Chapter 23. Property α states that if x is a member of the choice set defined over
the full set of alternatives S, then x is a member of the choice set of any proper subset
of S of which it is a member. Property α is one of a group of contraction-consistent
properties that have been investigated.11 As the set of alternatives is contracted, x
must continue to be chosen as long as it is one of the alternatives. The intuitive
notion here is perhaps obvious: if x is the best chess player in the world, then he
is also the best chess player in London. Path independence in this context requires
that x’s emergence as champion be independent of how the original runoff matches
were ordered. This latter requirement is obviously stronger than the former, which
explains why path independence implies the α-property, but not the reverse.

Complementary to α and the other contraction-consistent properties are a set of
expansion-consistent properties such as the β property (Sen, 1969, 1970a, 1977a).
The β property states that if x and y are both members of the choice set for some
subset S1 of the full set S, then x can be a member of the choice set of S if and
only if y is. Returning to our chess champion examples, if x and y tie for the chess
championship of England, then the β property requires that they both be among
those who tie for the chess championship of the world, if either one of them ties
for the world championship. As Sen pointed out, it is quite plausible in examples
such as these for two individuals to tie in a local contest, but one goes on to beat
all others and emerge the world champion. Thus, although β may be a reasonable
constraint to place on some choice processes, as when contestants are measured in
a single dimension like weight, it does not seem as reasonable when the candidates
are measured (or compete) in several dimensions. Since issues arising in a social
choice context are likely to take the latter form, it is quite possible that a social
10 See Sen and Pattanaik (1969), Inada (1970), and Sen (1977a).
11 See Sen (1977a, pp. 63–71).
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decision process would violate property β and still not seem inherently irrational
or unfair.

Thus, of the two types of properties, the intuitive support for contraction-
consistent or path-independent properties seems much stronger than for expansion-
consistent properties of the β type. What we seek is the social choice, or set of
choices, that defeats all others. Having found such a choice, it would be comforting
to know that its selection was independent of the chance way in which earlier con-
tests were established (path independence), and that it could compete again against
any subset of losers and still emerge a winner (α property). Unfortunately, it is
path independence and the α properties, even in their weakest forms, that lead to
dictatorial or oligarchical social preference orderings; the only possibility theorems
that have been proven impose only expansion-consistent properties of the β type.12

Let us consider somewhat further what is at stake if we abandon all vestiges of
the transitivity axiom. Requiring that the social choice process satisfy this axiom
is motivated in part by the desire to avoid the embarrassment of inconsistency
and arbitrariness. But this view in turn seems to stem from the belief that, just as
it is irrational for an individual to exhibit inconsistent preference orderings, it is
wrong for society to do so. Buchanan (1954a) made an early attack on Arrow’s
generalization of the concept of individual rationality to collective choice processes
focusing precisely on this axiom, and Plott (1972) has extended and generalized
this line of criticism. If the transitivity axiom is to earn a place in our constitutional
set of constraints on the social choice process, then it must do so by demonstrating
that the arbitrary outcomes arising from cyclic preference orderings violate some
basic ethical norm. This need not be true. Small committees often resort to random
processes such as the flip of a coin, or the drawing of straws to resolve issues
of direct conflict. Although obviously arbitrary, the general popularity of random
decision procedures to resolve conflictual issues suggests that “fairness” may be an
ethical norm that is more basic than the norm captured by the transitivity axiom for
decisions of this sort. One might then think of replacing Arrow’s notion of collective
rationality with the requirement that the social decision process be fair. Transitivity
could then be relaxed by simply declaring society indifferent to all choices along the
Pareto frontier. Any choice among them will be somewhat arbitrary, but it just might
meet with general acceptance. The winners of chess, tennis, and similar elimination
tournaments may on occasion be dependent on the particular set of drawings (paths)
occurring. This does not seem to detract from the widespread acceptability of this
form of tournament for determining the “best” player, however, since the method
of determining a sequence of plays is regarded as fair, and the nature of the process
precludes the determination of which of the contests were, in fact, path dependent.
Thus, it is possible that a social decision process which was intransitive or path
dependent, but had additional desirable properties such as fairness, could be widely
acceptable. If there is more general agreement concerning these rules than for
transitivity or the other consistency properties, the Arrow problem is solved (Kemp,
1954).

12 Plott (1976, pp. 569–75); Sen (1977a, pp. 71–5).
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24.2.2 Unrestricted domain

The justification for requiring this axiom is something akin to requiring freedom
of choice or expression. Each individual should be free to have any preference
ordering he might select and the collective choice process should be capable of
reflecting these preferences in accordance with the other axioms. Although freedom
of choice strikes a responsive chord, we have seen how quickly conflict can arise
when individuals have different preference orderings even over how a given piece of
public land is to be used. A set of cyclic preferences is quite possible, and if we also
require transitivity, we are well on the way to an impossibility result. It should be
obvious that some preference orderings are diametrically opposed to one another.
This must follow almost of necessity from Axiom 1, which limits consideration to
points along the Pareto frontier, that is, to pure distributional issues. Establishing
a committee procedure to resolve these issues, without placing any constraints on
the preferences that the individuals can express, seems doomed to failure from the
start. Indeed, Saari (1994, p. 327) has observed that the combination of unrestricted
domain plus the independence of the irrelevant alternatives axiom allows individual
preference orderings to be intransitive. Is it any wonder that the social ordering may
violate transitivity?

There are two ways around this problem. One is to replace unrestricted domain
with other axioms limiting the types of preference orderings that the collective
choice process is capable of reflecting. In the context of public choice, this implies
placing constitutional constraints on the types of issues that can come up before
the collective. The protection of certain property rights is one example of this
type of constraint. Everyone can be a member of the community, but not every
preference can be satisfied or necessarily even recorded as part of the collective
choice process. The alternative solution is to restrict entry into the community to
those having preference orderings that do make collective choices possible.

The first thing to note in this context is that requiring that individual preferences
be transitive will not solve our problem. Something more, like extremal restriction,
is required.13 Single-peakedness ensures that majority rule produces an outcome,
namely, the median, and single-peakedness along with the other four axioms pro-
duces a nondictatorial SWF. But this way out of the dilemma requires strict restric-
tions on both the selection of issues to be decided and the voters to decide them
(Slutsky, 1977b). Issues must all be of the one-dimensional variety: the number of
guns, the number of schoolbooks. The voters cannot simultaneously consider both
the number and kinds of books; and their preferences must be single-peaked in this
one dimension. If fate provides voters of this type, these kinds of issues can be
resolved by majority rule without violating the other axioms, although we are still
left with a plethora of multidimensional issues to resolve in some other way. If some
individuals’ preferences have multiple peaks, these individuals must somehow be
isolated and excluded from the community, or an impossibility result can again
emerge.

13 See Chapter 5.
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The single-peakedness and extremal-restriction conditions implicitly introduce
a degree of homogeneity of tastes assumption, for there must be a consensus over
how the social choices are ordered along some left–right dimension.14 More gener-
ally, the experimental work on majority rule cycles reviewed in Chapter 5 indicates
that the probability of a cycle occurring decreases as voter preferences become
more “homogeneous,” and increases with increasing voter “antagonism” (Plott,
1976, p. 532). These results suggest searching for ways of restricting membership
in the polity to those with sufficiently homogeneous or complementary preferences
to avoid the impossibility result. The theories of clubs and voting-with-the-feet
describe processes by which groups with homogeneous tastes might form. In the
absence of externalities across clubs (local communities), and with perfect mobility,
free entry, and so on, such a process might avoid the Arrow problem. But, as we
have seen, when spillovers exist, some decisions may have to be made by the aggre-
gate population, and the impossibility problem will apply here, even when “solved”
in the smaller ones. In such likely circumstances, homogeneity of preferences can
be brought about only if individuals adopt or already have a common set of values
(Bergson, 1954). Appeals to reason, à la Kant, or uncertainty, à la Rawls (1971) and
Harsanyi (1955), are along these lines.

24.2.3 Independence of irrelevant alternatives

Of all the axioms, the independence of irrelevant alternatives has been the subject of
the most discussion and criticism.15 In justifying this axiom Arrow (1963, p. 110)
made the following argument:

The Condition of Independence of Irrelevant Alternatives extend the requirements
of observability one step farther. Given the set of alternatives available for society to
choose among, it could be expected that ideally, one could observe all preferences
among the available alternatives, but there would be no way to observe preferences
among alternatives not feasible for society . . . clearly, social decision processes
which are independent of irrelevant alternatives have a strong practical advantage.
After all, every known electoral system satisfies this condition.

Here Arrow defends the axiom in terms of limiting attention to feasible alterna-
tives only, and this objective of the axiom has led Plott (1971, 1976) to restate and
rename the axiom specifically in terms of infeasible alternatives. But in his original
discussion of the axiom, Arrow presents an example using the rank-order or Borda
method discussed in Chapter 7, in which candidates are ranked according to their
position in each voter’s preferences. In the example Arrow (1963, p. 27) gives, x
wins from a slate of x, y, z and w , but draws with z when y is dropped from the list.
Thus, under the Borda method the outcome depends on the nature of the full list of
candidates. One of Arrow’s objectives for invoking the independence axiom would
appear to be to eliminate procedures like the Borda method so that “Knowing the

14 Arrow (1963, p. 80) and Sen (1970a, pp. 166–71).
15 As noted in n. 3, Arrow’s statement of the axiom differs from the one presented here.
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social choices made in pairwise comparisons in turn determines the entire social
ordering and therefore the social choice function C(S) for all possible environ-
ments” (p. 28). Now this is precisely what the independence axiom stated earlier
(condition 5) achieves, and it does eliminate procedures like the Borda method from
consideration. Thus, our use of this form of the independence axiom would appear
to be fully consistent with Arrow’s objectives in introducing it.16 The question then
is, what is the normative value to limiting the informational content of collective
choice processes in this way?

The outcomes under the Borda procedure and similar schemes depend on the spe-
cific (and full) set of issues to be decided. Thus, abandonment of the independence
axiom raises the importance of the process that selects the issues to be decided in a
way that its acceptance does not. When the choice between x and y can be made by
considering voter preferences on only x and y, the rest of the agenda need not be
known. This property of the independence axiom has an appealing economy to it,
but it is this property that opens the door to endless cycling over these other items
in the agenda.

By restricting the choice between two alternatives to information on individ-
ual rankings of these two alternatives, the independence axiom excludes all in-
formation with which one might cardinalize and interpersonally compare utilities
(Sen, 1970a, pp. 89–91). It was the desire to establish a welfare function that was
not based on interpersonal utility comparisons that first motivated Arrow (1963,
pp. 8–11, 109–11). There would appear to be two distinct justifications for wish-
ing to exclude cardinal utility information from a collective choice process. The
first is that the measurement of cardinal utilities is difficult and arbitrary, and any
process that was based on combining interpersonally comparable, cardinal utilities
would be vulnerable to abuse by those making the cardinal utility measurements.
This would appear to be Arrow’s chief fear (pp. 8–11). It rests on Arrow’s view
of the collective choice process as one in which information is gathered by pub-
lic officials who make the actual choices for the collective (pp. 106–8). Allow-
ing these officials to engage in cardinal, interpersonal utility comparisons would
vest them with a great deal of discretionary power and might be something to be
avoided.

The danger of an abuse of discretionary power does not arise, however, if the
cardinal utility information is provided by the voters themselves, as when they take
part in the process using, say, the point voting procedure discussed in Chapter 8.
Now a different problem arises, however. Such procedures are vulnerable to the
strategic misrepresentation of preferences. The independence axiom eliminates
not only these strategy-prone procedures, but all voting procedures that are vul-
nerable to strategizing. This property is sufficiently important to warrant separate
treatment.

16 As Plott (1971, 1976) and Ray (1973) have shown, however, Arrow’s original statement of the axiom as given
in n. 3 does not exclude the Borda procedure limited to outcomes in the feasible set. It does eliminate the Borda
procedure when the ranks are assigned over the set of all possible alternatives, feasible and infeasible, and thus
does limit some of this procedure’s scope for strategic behavior (Plott, 1976). For additional comment on this
axiom, see Bergson (1954), Blau (1972), Hansson (1973), Kemp and Ng (1987), and Saari (1994).
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24.3 Strategy-proof social welfare functions

The preceding discussion indicates that an important objective of Arrow in imposing
the independence of irrelevant alternatives axiom was to eliminate the possibility
of individuals being made better off under a collective decision procedure if they
did not state their true preferences as inputs into the collective decision process.
Vickrey (1960, pp. 517–19) speculated that immunity to strategic manipulation and
satisfying the independence axiom were logically equivalent, and subsequently this
insight was rigorously established by Gibbard (1973) and Satterthwaite (1975).

The relationship between independence of irrelevant alternatives (IIA) and strat-
egy proofness (SP) is brought out most clearly by Blin and Satterthwaite (1978).

Strategy proofness (SP): Let Mi be the message i supplies the voting procedure
when she states her true preferences. Let M ′

i be any misstatement of i’s
preferences. Let x be the social outcome from the voting procedure when i
states Mi and all other voters j state their true preferences M j . Let y be
the social outcome when i states M ′

i and all other voters state their true
preferences M j . Then a voting procedure is strategy proof, if and only if for
all possible M ′

i there exists no y such that y Pi x.

Another way to think of strategy proofness is that every profile of true preferences
must be a Nash equilibrium under the voting procedure (Blin and Satterthwaite,
1978, p. 257, n. 10).

Blin and Satterthwaite first prove an Arrow-type impossibility theory for the
three axioms, nondictatorship (ND), Pareto optimality (PO), and IIA, and two not
yet defined axioms, rationality (R) and positive association (PA). R states simply
that the voting procedure must define a social preference ordering and subsumes
transitivity. PA requires that if x is chosen under one profile of individual preferences,
then it must also be chosen under a second profile of preferences that differs from the
first only in that x has gone up in one or more individuals’ preference orderings.17

They then show that the three axioms R, IIA, and PA are equivalent to R and SP.
Thus, SP and IIA are not equivalent, but when one demands that the voting process
be rational, that is, that it define a consistent social ordering, they come close to
being so.

Because R, IIA, and RP are equivalent to R and SP, and it is impossible to
have a voting procedure that satisfies R, IIA, RP, ND, and PO, it is impossible
to have a voting procedure that satisfies R, SP, ND, and PO. To see the logic of
this result, consider a simple example, where we have but two voters (1 and 2)
and three alternatives (x, y, z).18 Each voter can order the three alternatives in six
possible ways. Thus, there are 36 possible combinations of the two voters’ preference

17 Note that this axiom is not the same as the positive responsiveness axiom used in May’s (1952) theorem on
majority rule (discussed earlier in ch. 6). Rather, it resembles nonnegative responsiveness as defined by Sen
(1970a, pp. 68–9, 74–7).

18 With this example we follow the exposition of Feldman (1979, pp. 465–72). Kalai and Muller (1977) show that
a strategy-proof SWF exists for a group of n > 2, if and only if it exists for a group of two. Thus, a complete
proof for a committee of two would suffice for the general case.
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Table 24.1. Possible orderings (6 of 36) of two voters’
preferences over three issues

1 2 1 2 1 2 1 2 1 2 1 2

x x x x x y x y x z x z
y y y z y x y z y x y y
z z z y z z z x z y z x

orderings, of which six are presented in Table 24.1. Voter 1’s preferences are the
same in all six cases, x P1 y P1z, and 2’s preferences run through the full set of six
possible orderings. In the first two combinations or orderings, both voters rank x
highest. Thus, by the Pareto principle, x must be the social choice if both voters state
either of these sets of preferences. By further application of the Pareto principle, we
establish the following restrictions on the social choice for the six combinations of
preferences.

x x x or y x or y x or z x or y or z.

Voter 1’s preferences are the same in all six cases. If 1 honestly states this pref-
erence ordering, then any differences in the outcomes that come about must be due
to differences in 2’s stated preferences. Now consider the third case, where 2’s pref-
erences are y P2x P2z. This preference ordering in conjunction with 1’s must yield
either x or y as the social choice to be consistent with the Pareto principle. Suppose
from this third case the social outcome were x . Voter 2 prefers y to x under the
preferences given in this third case. If they are his true preferences, and the voting
rule were such that y would be the outcome if 2 stated any of the preferences 4, 5, or
6, then the procedure would not be strategy-proof; 2 would then state the preference
ordering that produced y, given 1’s honestly stated ordering. Thus, given that x is
the social outcome in case 3, y cannot be the outcome in cases 4, 5, and 6, and
we now have the following constraints on the social outcome imposed by strategy
proofness.

x x x x x or z x or z.

Under the preferences of case 4 (y P2z P2x), 2 prefers z to x . Were these 2’s true
preferences, and z were the social choice for either case 5 or 6, 2 would again have
an incentive to misstate his preferences so they appear as in either 5 or 6 when they
are really as in 4. Thus, strategy proofness requires x to be the social choice for the
pairs of preference orderings in cases 5 and 6. But that implies that x is the social
choice when 1’s preferences are x P1 y P1z regardless of what 2’s preferences are,
which is to say that 1 is a dictator.

Had we assumed that y was the outcome from case 3, we could have shown that
nonmanipulation required 2 to be a dictator. The remaining 30 cases can be handled
in a similar manner.

The close relationship between strategy proofness and independence of irrelevant
alternatives is apparent from this example. In the third combination of individual
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preferences depicted in Table 24.1, the two individuals disagree only with respect
to whether x is better than y, or the reverse. The independence axiom confines the
social choice to using only information from the two individuals’ rankings of this
pair when choosing the socially preferred outcome. If the social choice process
picks x in this situation, it effectively makes 1’s preferences dominant over 2’s, and
1 becomes the dictator. If y is the social choice, 2 is effectively a dictator.

If the voting procedure’s selection of an alternative is sensitive to the voter’s full
statement of preferences over the 3 or more issues in the issue set, the scope for
strategic manipulation of the procedure exists unless one voter is treated as a dictator.
The dictator has an incentive to be honest, and the preferences of the other voters do
not matter. When the voting procedure processes information on only individual,
ordinal preferences on issue pairs, as required by the independence axiom, and the
procedure is positively responsive, voters will honestly state their true preferences.
But information on ordinal preferences on issue pairs does not in general suffice
to determine a consistent social preference ordering over the full set of issues. One
must make one voter a dictator to ensure transitive social preferences.

The public choice literature builds on the behavioral postulate that individuals
rationally and slavishly pursue their self-interests. Whenever the outcome of a voting
procedure can be manipulated by cheating, this postulate requires that we assume
that voters will cheat – thus, the concern in the public choice literature with finding
cheat-proof voting procedures, and the importance of the theorems establishing the
impossibility of finding such procedures.

But the negative side to these theorems should not be overdrawn. We saw in
Chapter 14 that the rational, self-interest assumption does not give us a very satis-
factory predictive theory of voter behavior. Individuals appear to be conditioned to
behave in ways that do not fit a narrow definition of self-interested behavior. To what
extent individuals who vote out of a sense of “civic duty” would vote strategically
is not clear, even if they could figure out what their strategic vote should be.19

The more sophisticated voting procedures discussed in Chapter 8 require ma-
nipulative strategies that are likely to go beyond the capacities of most voters. The
obvious strategy of overloading one’s vote points on one’s most preferred candidates
is curbed in Hylland and Zeckhauser’s (1979) version of point voting by the use
of a square-root aggregation procedure. The demand revelation process is strategy-
proof, although perhaps not Pareto optimal.20 Voting by veto is strategy-proof, but
does not define a social preference ordering.21 The significance of the impossibility
results regarding strategy proofness must be examined in each case. Vernon Smith’s
(1977) experimental results indicating that students using the auction method of

19 Cox (1997) presents considerable evidence implying that a small, but nontrivial fraction of citizens do vote
strategically in some elections.

20 The demand revelation process also violates the unrestricted domain assumption by placing certain constraints
on individual preferences; for example, they prefer paying less taxes than more. See Sugden (1981, pp. 164–5).

21 Voting by veto attaches probabilities to the outcomes in the feasible set rather than defining a social ordering
over them (Mueller, 1984). In general, probabilistic voting rules that satisfy a positive association condition,
as does voting by veto, fare much better with regard to strategy proofness than do deterministic rules. See
Gibbard (1977) and Barbera (1977). Note also the similarity between this finding and the results for the
political competition models (Chapters 11 and 12).
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voting did not behave strategically must again be cited as evidence showing that
what one can prove to be a certain hypothetical possibility does not always happen.

24.4 Implications for public choice

The Arrow theorem rests on five axioms that appear to be fairly moderate and
reasonable restrictions to place on the collective choice process. The theorem states
that no process can exist that satisfies all five axioms simultaneously. In designing
a collective choice process, writing our political constitution, we must violate one
or more of the axioms – although in so doing we may be able to satisfy the others –
and still more to be added to the list.

From a public choice perspective, two promising avenues might be followed out
of the Arrow paradox. One is to drop the transitivity axiom and abandon the search
for a best alternative, the social preference. In its place could then be substituted the
requirement that the social choice process be fair or accord with some other generally
held democratic value. For example, one of the probabilistic voting procedures
with desirable normative properties like voting by veto could be substituted for the
deterministic ones (see n. 21). Alternatively, if a social ordering must be made, then
either the independence axiom or unrestricted domain must be relaxed.

If we continue to interpret these axioms as restrictions on the collective choice
process written into the constitution, then these conclusions have the following
implications. Axiom 1 limits consideration to points along the Pareto frontier. But a
choice from among these involves distributional issues directly, and cycles will occur
under any voting process requiring less than full unanimity. Thus, if the majority rule
or any other less-than-unanimity rule is chosen, some fair or otherwise generally
accepted way for breaking cycles must be included in the constitution.

Relaxing the unrestricted domain assumption to allow only single-peaked pref-
erences does not seem to be a very promising way out of the paradox, since so few
issues can realistically be thought of as unidimensional. When collective decisions
are restricted to the provision of public goods, the restrictions on preferences that
underlie Caplin and Nalebuff’s (1988) theorem seem likely to be satisfied, and cy-
cles could be avoided by requiring majorities in excess of 64 percent to pass issues.
Some other voting rule would still be needed to deal with redistribution issues.

Alternatively, one can think of designing the constitution in such a way as to
allow for the revelation of preferences for public goods via voluntary association
in private and local clubs. This solution solves the problem by imposing a form of
unanimity condition, but again leaves aside all distributional considerations, and
the problems of resolving differences of opinion on global public goods.

Where strategic behavior is not a problem, one of the procedures that gathers in-
formation on the voters’ preferences over the full set of alternatives, like the Borda
procedure or point voting, can be used. As we noted in Chapter 8, however, the
normative properties of these procedures depend heavily on what issues are allowed
into the decision set. Thus, relaxing either the unrestricted domain assumption or
independence of irrelevant alternatives raises questions as to what issues are to
be decided, who is to decide, and of those who decide, which preferences shall be
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weighed and with what weights. Such choices directly or indirectly involve interper-
sonal utility comparisons and must rest on some additional value postulates which,
if explicitly introduced, would imply specific interpersonal utility comparisons. The
latter cannot be avoided if a preferred social choice is to be proclaimed.22

We close our discussion of the Arrow axiomatic SWF at the same point we were
at with the Bergson-Samuelson real-valued SWF.

Bibliographical notes

The difference between Arrow’s SWF and the Bergson-Samuelson SWF has been
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(1971), Fishburn (1973), Plott (1976), Kelly (1978), MacKay (1980), Suzumura
(1983), and Saari (1994).

22 Kemp and Asimakopulos (1952), Hildreth (1953), Bergson (1954), Sen (1970a, pp. 123–5, 1974, 1977b).



CHAPTER 25

A just social contract

A republican constitution is a constitution which is founded upon three principles.
First, the principle of the freedom of all members of a society as men. Second, the
principle of the dependence of all upon a single common legislation as subjects, and
third, the principle of the equality of all as citizens. This is the only constitution
which is derived from the idea of an ongoing contract upon which all rightful
legislation of a nation must be based. (Italics in original)

Immanuel Kant

One of the most influential studies of the first stages of the social choice process
has been Rawls’s A Theory of Justice (1971). This book is at once a contribution
to moral and to political philosophy. Rawls relies on work and results appearing in
various branches of the social sciences, however, and applies his theory to several of
the major issues of the day. For this reason, Rawls’s work has been widely read and
discussed and has had a substantial impact on the economics literature in general,
and on collective choice in particular.

Rawls’s theory differs from those that we have discussed up to now in its focus
on the process or context in which decisions are made as much as, if not more than,
on the outcomes of this process. The goal is to establish a set of just institutions in
which collective decision making can take place. No presumption is made that these
institutions or the decisions emerging from them will in any sense maximize the
social good (pp. 30–1, 586–7).1 Here we see a clear break with the social welfare
function approach. More generally, Rawls challenges the utilitarian philosophy that
underlies the SWF methodology and that has reigned in discussions of these topics
over the past two centuries.2

Rawls sets out to develop a set of principles to apply to the development of “the
basic structure of society. They are to govern the assignment of rights and duties
and regulate the distribution of social and economic advantages” (p. 61). These
principles form the foundation of the social contract, and Rawls’s theory is clearly

1 This and all subsequent page references in this chapter are to Rawls (1971) unless otherwise indicated.
2 Bruce Ackerman (1980) is critical of both utilitarianism and contractarianism as approaches to deriving princi-

ples of justice. Instead, he emphasizes dialogue as the process by which these principles are established.
His criticism of contract theory seems overdrawn, however. Unless dialogue eventually leads to a consensus

on the principles that underlie the liberal state, the liberal state can never come into being. If agreement on
principles is ultimately achieved, that agreement becomes a form of social contract that binds the citizens of
the liberal state together. Dialogue is an important part of the process by which agreement is obtained, but not
a substitute for the agreement.

597
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one of the major, modern reconstructions of the contractarian argument. The theory
is developed in two parts: first, the arguments in favor of the contractarian approach
are established. Here the focus is upon the characteristics of the original position
from which the contract is drawn. The moral underpinning of the social contract
rests on the nature of the decision process taking place within the original position,
which in turn depends upon the setting in which the original position is cast. The
second part of the theoretical argument develops the actual principles embedded
in the social contract. Rawls emphasizes the independence of these two arguments.
One can accept either part without necessarily committing oneself to the other
(pp. 15 ff.). This point is important to keep in mind since the different parts have
been attacked in different ways and one might feel more comfortable about one
set of arguments than another. This two-part breakdown forms a natural format
by which to review Rawls’ theory. Following this review, we examine some of the
criticisms of the theory that have been made.

25.1 The social contract

Perhaps the easiest way to envisage how the social contract comes about in Rawls’s
theory is to think of a group of individuals sitting down to draw up a set of rules for a
game of chance, say, a game of cards, in which they will subsequently participate.3

Prior to the start of the game, each individual is ignorant of the cards to be dealt to
him and uncertain of his skills relative to those of other players. Thus, each is likely
to favor rules that are neutral or fair with respect to the chances of each player, and all
might be expected to agree to a single set of fair rules for the game. Here the incentive
“to get on with the game” can be expected to encourage this unanimous agreement.

In Rawls’s theory, life is a game of chance in which Nature deals out attributes
and social positions in a random or accidental way (pp. 15, 72, 102 ff.). Now this
natural distribution of attributes and chance determination of social position is
neither just nor unjust (p. 102). But it is unjust for society simply to accept these
random outcomes, or to adopt institutions that perpetuate and exaggerate them
(pp. 102–3). Thus, a set of just institutions is one that mitigates the effects of chance
on the positions of individuals in the social structure.

To establish such a set of institutions, individuals must divorce themselves from
knowledge of their own personal attributes and social positions by stepping through
a veil of ignorance that screens out any facts that might allow an individual to
predict his position and benefits under a given set of principles (pp. 136 ff.). Having
passed through the veil of ignorance, all individuals are in an original position of
total equality in that each possesses the same information about the likely effects of
different institutions on his own future position. The original position establishes a
status quo of universal equality from which the social contract is written (pp. 3–10).

Individuals in the original position about to choose a set of principles to form
a social contract resemble individuals about to draw up rules for a game of

3 The analogy between a social contract or constitution and drawing up rules for a parlor game is often used by
Buchanan. See, for example, Buchanan (1966) and Buchanan and Tullock (1962, pp. 79–80).
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chance – with one important difference. Individuals choosing rules for a game
of chance are ignorant of their future positions by necessity, and thus can be ex-
pected to adopt fair rules out of self-interest. Individuals in the original position
are ignorant of their present and likely future positions, because they consciously
suppress this information by voluntarily passing through the veil of ignorance. Al-
though they may choose institutions out of self-interest once they are in the original
position, the act of entering the original position is a moral one, whose ethical con-
tent rests on the argument that information about the distribution of certain “factors
[is] arbitrary from a moral point of view” (p. 72). Justice is introduced into the
social contract via the impartiality incorporated into the collective decision process
through the nature of the information made available to individuals in the original
position. Thus emerges the fundamental notion of justice as fairness.

What, then, is the nature of the information screened out by the veil of ignorance?
Rawls’s views here are rather strict. Not only is knowledge of their natural talents,
tastes, social position, income, and wealth denied them, but also information about
the generation to which they belong, the state of economic and political develop-
ment of their society, and other fairly general information that Rawls argues might
nevertheless bias an individual’s choice in the direction of one set of principles over
another. For example, knowledge of the generation in which an individual lives
might lead him to favor a particular type of public investment policy, or social dis-
count rate, thereby benefitting his generation at the expense of others. Given the
very general nature of the information that individuals have in the original position,
it is plausible to assume that the principles on which they agree are impartial with
respect to the advantages they provide, not only for specific individuals, or individ-
uals in well-defined positions, but even for individuals in different generations and
living under different economic and political systems. Since all individuals have
access to the same information once they have passed through the veil of ignorance,
all will reach the same conclusions as to the set of just principles that ought to be
embedded in the social contract. Equality in the original position leads to unanimity
over the social contract.

25.2 The two principles of justice

Given the information available in the original position, Rawls argues that the fol-
lowing two principles will be chosen as the pillars of the just social contract:

First: each person is to have an equal right to the most extensive basic liberty
compatible with a similar liberty for others.
Second: social and economic inequalities are to be arranged so that they are both
(a) reasonably expected to be to everyone’s advantage, and (b) attached to positions
and office open to all. (p. 60) [These] two principles (and this holds for all formu-
lations) are a special case of a more general conception of justice that can be ex-
pressed as follows. All social values – liberty and opportunity, income and wealth,
and the bases of self-respect – are to be distributed equally unless an unequal
distribution of any, or all, of these values is to everyone’s advantage. (p. 62)
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It is perhaps intuitively obvious that something like the “more general conception
of justice” appearing on page 62 would emerge from a collective decision process in
which the individuals were ignorant of their future positions and thus were induced
to act impartially. Indeed, in some ways the setting of the original position resembles
the familiar cake-cutting problem in which one individual divides the cake and the
other chooses the first piece. By analogy with this example, one would expect the
principles emerging from the original position to have an egalitarian tone, as is
present in the more general conception. Rawls adds flesh to his theory, however,
by deriving the two, more specific principles quoted above as part of the special
conception of justice that is thought to hold once a society has reached a point of
moderate scarcity, and by further arguing that these two principles will be chosen
in lexicographical order. The first principle always has precedence over the second
(pp. 61 ff., 151 ff., 247–8).

Rawls defends the lexicographical ordering of these two principles as follows:

Now the basis for the priority of liberty is roughly as follows: as the conditions of
civilization improve, the marginal significance for our good of further economic
and social advantages diminishes relative to the interests of liberty, which become
stronger as the conditions for the exercise of the equal freedoms are more fully
realized. Beyond some point it becomes and then remains irrational from the
standpoint of the original position to acknowledge a lesser liberty for the sake of
greater material means and amenities of office. Let us note why this should be so.
First of all, as the general level of well-being rises (as indicated by the index of
primary goods the less favored can expect) only the less urgent wants remain to be
satisfied by further advances, at least insofar as men’s wants are not largely created
by institutions and social forms. At the same time the obstacles to the exercise of
the equal liberties decline and a growing insistence upon the right to pursue our
spiritual and cultural interests asserts itself. (pp. 542–3)

Thus, Rawls sees society as better able to “afford” the extension of equal liberties
to all citizens as it develops; that is, he sees liberty as essentially a luxury good in
each individual’s preference function. With increasing levels of income, the priority
of liberty over other psychological and material needs rises, until at some level of
development it takes complete precedence over all other needs.

The second principle of justice, which Rawls names the difference principle, also
contains a lexicographic ordering. The welfare of the worst-off individual is to be
maximized before all others, and the only way inequalities can be justified is if
they improve the welfare of this worst-off individual or group. By simple extension,
given that the worst-off is in his best position, the welfare of the second worst-off
will be maximized, and so on. The difference principle produces a lexicographical
ordering of the welfare levels of individuals from lowest to highest. It is important
to note that Rawls defines welfare levels not in terms of utility indexes or some
similarly subjective concept, but in terms of primary goods. These are defined
as the basic “rights and liberties, powers and opportunities, income and wealth”
that a society has to distribute (p. 62; see also pp. 90–5). Here we have another
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Table 25.1. Payoff possibilities

W B

S1 0 n
S2 1/n 1

example of the break that Rawls is trying to establish between his theory and classical
utilitarianism. The principles embedded in the social contract must be general. They
must apply to all and be understandable by all (p. 132). This requirement places a
bound on the complexity that can be allowed to characterize the basic principles
of the social contract. The lexicographical nature of the difference principle and
its definition in terms of objectively discernible primary goods make it easy to
apply.

The difference principle is closely related to the maximin strategy of decision
theory. This strategy dictates that an individual should always choose the option
with the highest minimum payoff regardless of what the other payoffs are or the
probabilities of obtaining them. The force of the strategy can easily be seen in an
example Rawls himself uses when discussing the principle (pp. 157–8). Let W and
B be two possible states of the world, say, the drawing of a white or black ball from
a sack. Let S1 and S2 be the strategy options with prizes as given in Table 25.1. The
maximin strategy requires that one always pick strategy S2, regardless of the value
of n and regardless of the probability, p, of a white ball being drawn, as long as
n < ∞, and p > 0. One will never pay an amount, however small, to win a prize,
however large, no matter what the probability of winning is, as long as it is not a
sure thing.

Given the conservatism inherent in the maximin decision rule, Rawls goes to great
pains to rationalize incorporating this rule into his basic principle of distributive
justice. His reasons are three:

First, since the rule takes no account of the likelihoods of the possible circum-
stances, there must be some reason for sharply discounting estimates of these
probabilities. (p. 154)

Now, as I have suggested, the original position has been defined so that it is a
situation in which the maximin applies [and] the veil of ignorance excludes all but
the vaguest knowledge of likelihoods. The parties have no basis for determining
the probable nature of their society, or their place in it. Thus they have strong
reasons for being wary of probability calculations if any other course is open to
them. They must also take account of the fact that their choice of principles should
seem reasonable to others, in particular their descendants, whose rights will be
deeply affected by it. (p. 155)

The second feature that suggests the maximin rule is the following: the person
choosing has a conception of the good such that he cares very little, if anything,
for what he might gain above the minimum stipend that he can, in fact, be sure of
by following the maximin rule. It is not worthwhile for him to take a chance for
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the sake of a further advantage, especially when it may turn out that he loses much
that is important to him. This last provision brings in the third feature, namely, that
the rejected alternatives have outcomes that one can hardly accept. The situation
involves grave risks. (p. 154)

Thus Rawls’s arguments for the difference principle rest heavily upon his as-
sumptions about the information available in the original position, and the eco-
nomic conditions facing society. Society is in a state of “moderate scarcity”; the
poor can be made better off without great sacrifice to the rich (pp. 127–8). The as-
sumption of moderate scarcity also plays an important role in justifying the lexico-
graphic priority of the liberty principle over the difference principle, as already noted
(pp. 247–8). Obviously, situations could be envisaged in which an individual would
be willing to give up a certain degree of liberty for an increase in material goods,
or risk being slightly poorer for a chance to be substantially richer. Rawls assumes,
however, that the marginal utility of material gains declines rapidly enough as pros-
perity increases, and that society is already wealthy enough, so that these trade-offs
and gambles at unknown odds are no longer appealing.

25.3 Extensions of the theory to other political stages

Rawls extends his theory to consider the characteristics of subsequent stages in the
political process: the constitutional stage, the parliamentary stage, and administra-
tive and judicial stages. In each subsequent stage, the veil of ignorance is lifted to
some extent and individuals are given more information with which to make collec-
tive decisions. For example, in the constitutional stage, individuals are allowed to
know the type of economic system with which they are dealing, the state of economic
development, and so on. At each subsequent stage, however, knowledge of specific
individual positions and preferences are denied to individuals making collective de-
cisions. Impartiality is thus preserved, and the two principles of justice continue on
into subsequent stages of the political process in precisely the same form in which
they appear in the social contract. Thus, the social contract forms the ethical founda-
tion for all subsequent political stages. As with the social contract stage itself, Rawls
does not envisage actual political processes at work, but rather a form of Gedanken-
experiment in which individuals reflect upon the principles that ought to underlie the
social contract, constitution, or subsequent stages. In the original position, as defined
for the constitutional stage, a hypothetical, just constitution is drafted in the same
way that a hypothetical, just social contract is drafted by individuals at this earlier
stage. This just constitution, once drafted or conceptualized, can then be compared
with actual constitutions to determine in what respect they are in accord with the eth-
ical principles contained in this hypothetical constitution. Of course, once one has
specified the principles underlying a just constitution, and assuming that all can agree
on them, one would be free to redraft actual constitutions to conform to these princi-
ples. But the leap from hypothetical constitutions formulated introspectively to ac-
tual constitutions written by individuals with real conflicts of interest may be a great
one.
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25.4 Critique of the Rawlsian social contract

A Theory of Justice has precipitated so much discussion and critical evaluation that
we cannot hope to survey all of this material here. Instead, we focus on those issues
that are most relevant to the public choice literature. Again the material can be most
easily organized around Rawls’s arguments in favor of the contractarian approach
and the two principles underlying the contract formed.

25.4.1 The social contract

Until the appearance of Rawls’s book, social contract theory had fallen into dis-
repute. The historical version of the theory had been fully discredited for over a
century, and as a purely theoretical account for the existence of the state it was
thought by many to be redundant.4 This latter criticism is certainly valid from a
public choice perspective. The theory of public goods, the prisoners’ dilemma, ex-
ternalities, the existence of insurable risks, and a variety of similar concepts suffice
to explain why individuals might out of self-interest reach unanimous collective
agreements. Now a contract is nothing more than a unanimous collective agree-
ment to the provisions specified in it. Thus, any decision that can be explained via
the creation of a contract can probably be explained just as well as a unanimous
collective decision (vote). Not all public good and prisoners’ dilemma situations
require the existence of a state, of course. But one does not have to think very long
to come up with some public goods with sufficiently strong joint supply and nonex-
clusion properties to require the participation of all members of a given geographic
area. If such collective goods exist, then we have an explanation for a unanimous
agreement to provide them.5

We have seen, however, how the provision of public goods is plagued by the free-
rider problem; the cooperative solution to the prisoners’ dilemma game is dominated.
The notion of a social contract, with the connotation of mutual obligations and
rewards and penalties for abiding by the contract, may serve a useful purpose in
winning adherence to the provisions of the collective agreement.

Rawls is concerned throughout much of the latter part of his book with the problem
of obtaining a stable, well-ordered, just society (pp. 453–504). To do so, individuals
must adhere to the principles of justice incorporated in the social contract not only
in the original position, but also, by and large, in daily life when they are cognizant
of their actual positions. One of the important advantages claimed for the principles
derived from the original position is that they stand a greater chance of compliance
in the real world than any of their competitors (pp. 175–80). For this to be true,
however, it is necessary that the principles be formulated so that all individuals can
determine fairly readily what conduct compliance requires, and of course, all must
be compelled by the nature of the arguments for compliance based on a consensus
reached in the original position.

4 For a review of this literature, see Gough (1957).
5 For a reluctant demonstration that this is so for at least one category of public goods, see Nozick (1974).
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To see that the first condition may be a problem in the Rawlsian system, con-
sider the following example presented by Hart (1973). The application of Rawls’s
(pp. 201–5) first principle requires that one liberty be constrained only for the ad-
vancement of another. This requires that individuals in the original position trade
off the benefits from advancing one liberty against the costs of constraining another.
Private property, including the right to own land, is one of the possible freedoms that
Rawls allows in his system. But the right to own land might be defined to include
the right to exclude trespassers, and this in turn would conflict with the right of
free movement. Thus, rights to exclude trespassers and rights to free movement are
among those that would have to be sorted out at the original position. Now suppose
that a farmer and a hiker get into conflict over the hiker’s right to cross the farmer’s
field. The priority of liberty principle will do nothing to promote compliance with
the social contract if the farmer and hiker, or any two people selected at random,
are not likely to agree on whose right is to be preserved upon adopting the reflec-
tive frame of mind called for in the original position. But, as defined, the original
position does not seem to contain enough information to allow one to sort out the
priority of different liberties, and thus compliance with these important stipulations
of the social contract cannot be presumed.6

It might be possible to resolve this kind of conflict from the original position if
more information were available to individuals in this position. If they knew the
amount of land available, population densities, the impact of trespassing on agricul-
tural productivity, the alternatives to trespassing and their costs, and the like, they
might be able to specify whether the right to own property took precedence or not, or
even work out mixed cases in which trespassing was prohibited on land smaller than
some size, but public pathways were required on larger plots. However, allowing this
kind of information would in effect allow individuals to make probability calcula-
tions, and this is precluded from the original position by the characteristics of the veil
of ignorance. Thus, at the level of generality at which they are derived, the principles
inherent in Rawls’s social contract may be an imperfect guide for compliance.

The problem of compliance can be likened to the existence of a core in a game
in which individuals behind the veil of ignorance choose principles to govern the
distribution of resources once the veil is lifted. If a core exists, no individual or
coalition of individuals will choose to return behind the veil of ignorance and draft
new principles. Howe and Roemer (1981) show that the difference principle, defined
as maximizing the incomes of the lowest income group, yields a core to the game
if all individuals are extremely risk-averse in the sense that they will join a new
coalition only when they can guarantee themselves a higher income. Less extreme
risk aversion leads to less extreme (egalitarian) principles of justice.

Rawls explicitly rejects a defense of the difference principle based on individual
attitudes toward risk and similar utilitarian concepts (p. 172). Rather, he argues
for greater compliance with his social contract than with a set of principles based
on utilitarianism on the grounds that one could not expect compliance from the

6 Ackerman raises similar criticisms of the problem of conceptualizing what principles the impartial or ethical
observer arrives at, even assuming that one is able to assume an impartial frame of mind (1980, pp. 327–42).
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poor under any set of principles requiring them to make sacrifices for the rich,
as might occur under a set of utilitarian principles (pp. 175–80). But, under the
difference principle, the rich are to be asked to make sacrifices (possibly quite
large) for the benefit (possibly quite small) of the poor. This could lead to a problem
of noncompliance by the rich.7 Rawls (1974, p. 144) has responded to this form
of criticism by noting that the “better situated . . . are, after all, more fortunate and
enjoy the benefits of that fact; and insofar as they value their situation relatively in
comparison with others, they give up much less.” However plausible this argument
is in its own right, it does not seem adequate as a part of a defense of the difference
principle within the context of Rawls’s theoretical framework. The latter would seem
to dictate that the appeal for compliance rests on the inherent justness (fairness) of
the principle’s application and the proposition that the rich would agree to this
principle from behind the veil of ignorance. But here we have a difficulty. The gains
to the rich are excluded from consideration under alternative distributions because
probability information is barred from the original position.

The exclusion of probability information cannot be defended entirely on the
grounds that it would lead to principles favoring one individual against another.
Knowing the numbers of rich and poor in the country and yet not knowing one’s
own income could still lead one to select a set of rules that were impartial with
respect to one’s own future position. But these rules would undoubtedly not include
the difference principle.8 As Rawls’s three arguments in defense of the difference
principle indicate, in the presence of general knowledge about probabilities some-
thing more akin to a utilitarian principle of distribution giving some weight to the
interests of rich as well as poor would be selected. Rawls’s chief reason for ruling
out information about probabilities from the original position would thus appear to
be to remove rational calculations of an average utility sort. But, as Nagel pointed
out (1973, pp. 11–12), the elimination of competing principles is supposed to be a
consequence of the working out of the justice-as-fairness concept, not a presuppo-
sition of the analysis.9 Note also that Rawls does allow individuals in the original
position certain pieces of information that are particularly favorable to the selec-
tion of his twin principles, for example, a period of moderate scarcity reigns, and
individuals care little for what they receive above the base minimum. A utilitarian
might ask that this information be excluded from the original position along with
the general probability information that serves to handicap the selection of utilitar-
ian rules. In any event, the construction of the arguments in favor of the difference
principle is such that an individual more favorably situated than the worst-off indi-
vidual in the society might question whether his interests have been fairly treated
in the original position. If he does, we have a compliance problem. Rawls’s so-
cial contract and his arguments in support seem to be constructed entirely for the
purpose of achieving the compliance of only one group, the worst-off individuals
(pp. 175–80).

7 Nagel (1973, p. 13); Scanlon (1973, pp. 198 ff.); Klevorick (1974); Mueller, Tollison, and Willett (1974a);
Nozick (1974, pp. 189–97).

8 Nagel (1973); Mueller, Tollison, and Willett (1974a); Harsanyi (1975a).
9 See, also, Hare (1973, pp. 90–1) and Lyons (1974, pp. 161 ff.).
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Problems of compliance could also arise among the various candidates for the
worst-off position (Klevorick, 1974). As Arrow (1973) and Harsanyi (1975a) have
noted, these are likely to include the mentally and physically ill and handicapped
as well as the very poor. But with the set of primary goods defined over several
dimensions, individuals in the original position will be forced into interpersonal
utility comparisons of the type Rawls seeks to avoid (Arrow, 1973; Borglin, 1982).
Should individuals disagree in their rankings, then the problem of noncompliance
could again arise, since those who fail to qualify as the worst off under Rawls’s
difference principle receive no weight whatsoever in the social outcome. If someone
truly believed that the affliction he bore was the worst that anyone could possibly
bear, it is difficult to see how one could make a convincing argument to him that
his position was ignored in the meting out of social justice, on the grounds that
from an original position, in which he did not know he had this affliction, he would
weigh it below some other. He in fact has it, and the knowledge this imparts to him
convinces him that he is the worst off.

Inevitably, in trying to justify an actual implementation of the difference principle
and win compliance, one is led to appeal for compliance by an individual by pointing
to another who is unquestionably worse off. This resembles Varian’s (1974, 1976)
suggestion that the difference principle should be defined in terms of envy; the
worst-off individual is the one that no one envies. Here, of course, we can still have
conflicts. The blind may envy those who are paralyzed but can see, and the latter
may envy those who can walk but are blind. Even if the envy relationship is, from
behind the veil of ignorance, transitive, the risk here is that the individual selected
as the worst off will be someone who is very bad off indeed – someone perhaps
like the pathetic creature in Trumbo’s When Jonny Comes Marching Home. Literal
application of the procedure to someone in this position could lead to the expenditure
of immense resources to achieve a very modest improvement in individual welfare.
Arrow (1973) is undoubtedly right in arguing that this is the type of special case to
which Rawls’s principles are not meant to apply. But the number of special cases is
likely to be large, and it is particularly awkward to set aside these often pitiable and
ethically difficult cases from the application of the principles of justice, because it
is precisely these kinds of cases that one would like an ethical theory to handle.

These problems are all variants on the general problem of compliance raised in
the example of the rich and poor. Much of Rawls’s discussion of the difference
principle seems to be couched in a comparison of the rich and the poor, as if there
were but two groups to compare and one criterion by which to compare them.
But in reality there are many possible groupings of individuals and many possible
dimensions over which their welfares can be defined. Thus, a line must be drawn on
the basis of some sort of interpersonal utility comparisons, around those who are
to be categorized as the worst off. Unless a fair consensus exists on where this line
is to be drawn, compliance with the principles of justice may not be forthcoming
(Klevorick, 1974), for the difference principle treats all of those outside of the line,
the rich and the not so rich, as being equally rich. This may lead to compliance
problems among the very rich, who have to make great sacrifices for the worst off,
and among the fairly poor, who receive no special treatment at all. In this way, a
utilitarian principle, which weighed each individual’s welfare to some degree, might
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achieve greater compliance than the difference principle, which ignores the welfare
of all but a single group (Harsanyi, 1975a).

25.4.2 The two principles of justice

Even if we accept the preceding criticisms of the social contract aspect of Rawls’s
theory, it is still possible to consider the two principles of justice based on the justice-
as-fairness argument as candidates for a set of political institutions. The question
then is, can the arguments behind these two principles be sustained?

The ethical support for these two principles is derived from the impartiality
characterizing the original position and the unanimity that stems from it. Is, then, the
original position truly impartial with respect to all competing principles of justice? In
setting up the problem as one in which “free and equal persons” voluntarily assent
to principles to govern their lives, liberty seems to receive a prominent position
from the start.10 It is perhaps no surprise, therefore, that liberty is “chosen” as the
top-priority principle from the original position.

A similar argument has been made by Nozick (1974, pp. 198–9) against the
difference principle: “A procedure that founds principles of distributive justice on
what rational persons who know nothing about themselves or their histories would
agree to guarantees that end-state principles of justice will be taken as fundamental ”
(italics in original). Given that people know nothing about the economic structure
of society, about how primary goods and the other outcomes of economic and social
interaction are produced, they have no choice but to ignore these intermediate steps,
and any principles of justice that might govern them, and focus on final outcomes,
the end distribution of primary goods. Nozick argues that this conceptualization of
the setting for choosing principles of justice excludes consideration of principles
that would govern the process of economic and social interaction. In particular, it
excludes consideration of an entitlement principle of distributive justice, in which
individuals are entitled to their holdings as long as they came to them via voluntary
transfers, exchanges, and cooperative productive activity, that is, by legitimate means
(Nozick, 1974, pp. 150–231). To choose such a principle, one would have to know
something about how the society functions, information unavailable in the original
position.

The flavor of Nagel’s and Nozick’s criticisms can possibly be captured by returning
to our example of the rule-making card game. In this particular example, it is
highly unlikely that the players choose rules to bring about particular end-state
distributions. If they did, they would probably agree to have all players wind up
with an equal number of chips, or points. But this would destroy much of the
purpose of the game, which is presumably to match each player or couple’s skill
against that of the other players, given the chance distribution of the cards. The fun
of the game is in the playing, and all of the rules would govern the process by which
winners are selected and not the final positions of the winners.

My point here is not to argue that life is like a game of cards and thereby defend
Nozick’s entitlement theory. But it is valid to argue that individuals may want to

10 Nagel (1973, pp. 5–11). The quoted words are from Rawls (p. 13).
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consider the context and process by which outcomes are determined, perhaps along
with these outcomes, in choosing principles of justice.11 It is ironic that Rawls’s
theory, which derives its conception of justice from the process by which principles
are chosen, rules out all consideration of principles that deal with the subsequent
process of social interaction (except for those contained in the equal liberty prin-
ciple) (Nozick, 1974, p. 207). Indeed, the theory based on the notion of justice as
fairness seems to exclude the selection of a principle of justice that would give to
each individual anything that he had acquired by fair means, a principle that does
resemble Nozick’s entitlement principle.

Even if we accept Rawls’s constraints on the information available in the original
position and view the problem as one of selecting an end-state distribution principle,
it is not clear that the difference principle is the one that would necessarily be chosen.
As Harsanyi (1975a) and Binmore (1994, pp. 327–33) have argued, in the absence
of objective probability information, we implicitly and almost instinctively apply
subjective probability estimates, or act as if we do, when making decisions. Suppose
that the prize for correctly identifying the color of the ball drawn from a bag in our
previous example is $5, and nothing is paid, or charged, if the color is incorrectly
guessed. Since the game is free, even a person who is maximin risk-averse will
play. If she chooses white, she is implicitly assuming that the probability of a white
ball being chosen is equal to or greater than 0.5. If she chooses black, the reverse.
If she is indifferent between the choice of color and perhaps uses a fair coin to
decide, she is implicitly applying the principle of insufficient reason. It is difficult to
believe that individuals in the original position will not form probability estimates
of this sort, perhaps to eliminate the awkward special cases of physical and mental
illness discussed above, and if they do they are unlikely to choose the maximin
rule.12

It is also possible, under the assumptions that Rawls makes about the original
position, that utilitarianism would give outcomes rather similar to those of Rawls’s
system.13 To assume that “the person choosing has a conception of the good such
that he cares very little, if anything, for what he might gain above the maximum
stipend that he can, in fact, be sure of by following the maximin rule” is equivalent
to assuming rapidly diminishing marginal utility of income (primary goods). In-
corporated into von Neumann-Morgenstern utility indexes, this assumption implies
extreme risk aversion and would undoubtedly lead to fairly egalitarian redistribu-
tion rules, although probably not the difference principle as long as individuals
care something for what lies above the minimum. More generally, under the rather
favorable economic conditions that exist when the special conception of justice, in-
cluding the difference principle and the lexicographic ordering of the two principles,

11 “The suppression of knowledge required to achieve unanimity is not equally fair to all the parties. . . . [It is]
less useful in implementing views that hold a good life to be readily achievable only in certain well-defined
types of social structure, or only in a society that works concertedly for the realization of certain higher human
capacities and the suppression of baser ones, or only certain types of economic relations among men” (Nagel,
1973, p. 9).

12 For additional discussion of the implausibility of the maximin criterion even under the assumptions Rawls
makes, see Sen (1970a, pp. 135–41); Arrow (1973); Hare (1973); Nagel (1973); Mueller, Tollison, and Willett
(1974a); Harsanyi (1975a); and Binmore (1994, pp. 315–33).

13 Arrow (1973), Lyons (1974), and Harsanyi (1975a).
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is chosen, it is likely that utilitarianism would also greatly favor liberty and substan-
tial redistribution. Arrow (1973) points out that an additive social welfare function
will order liberty lexicographically over all other wants, if all individuals do, as
they might given enough wealth. Rawls’s arguments that utilitarianism would pro-
duce significantly different outcomes, for example, slavery, often seem to rest on
the assumption that utilitarianism is operating in the harsher economic environment
under which only Rawls’s general conception of justice applies. But this general
conception of justice also allows trade-offs between liberty and economic gain and
thus resembles utilitarianism to this extent (Lyons, 1974).

25.4.3 Experimental evidence

The critiques of the maximin principle discussed in the previous subsection revolve
around the plausibility of the assumption that individuals choose this principle
from behind the veil of ignorance. An alternative to merely speculating about what
principle individuals would choose is to run experiments to see what they do choose.

Frohlich, Oppenheimer, and Eavey (1987) presented students with four possible
redistribution rules (Rawls’s rule of maximizing the floor, maximizing the average,
maximizing the average subject to a floor constraint, and maximizing the average
subject to a range constraint). The students were made familiar with the distri-
butional impacts of the four rules and were given time to discuss the merits and
demerits of each. In 44 experiments in which students were uncertain of their future
positions in the income distribution, the five students in each experiment reached
unanimous agreement on a redistributive rule to determine their final incomes. Not
once did they choose Rawls’s rule of maximizing the floor. The most popular rule,
chosen 35 out of 44 times, was to maximize the average subject to a floor constraint.
Similar experiments conducted in Canada, Poland, and the United States have all
found (1) that individuals can unanimously agree on a redistributive rule, and (2) that
it is almost never Rawls’s maximin rule, but rather some more utilitarian rule like
maximizing the mean subject to a floor (Frohlich and Oppenheimer, 1992).

Hoffman and Spitzer (1985) also found that students in an experimental setting
employ a principle of distributive justice that is neither straight Rawlsian egalitari-
anism nor simple utilitarianism. Rather, in the context of their experiment, students
employed what appeared to be a “just desserts” principle, a principle consistent with
Nozick’s entitlements principle. Some of the results in Frohlich and Oppenheimer’s
(1992, ch. 9) experiments can also be interpreted as supporting the selection of a
just-desserts principle from behind a veil of ignorance.

25.5 Two utilitarian defenses of the maximin principle

25.5.1 Maximin as a means to obtain compliance

As we have already discussed at length, Rawls places great emphasis on the im-
portance of including provisions in the social contract that induce subsequent com-
pliance with it. His total rejection of utilitarian calculations is largely motivated by
this goal of compliance.



610 A just social contract

Binmore (1994) recently developed a social contract theory that – like that of
Rawls – places great emphasis on compliance, but follows Harsanyi in assuming
that individuals are capable of making cardinal, interpersonal utility comparisons
and of calculating the probabilities that they will occupy different positions once
they remove the veil of ignorance. On the other hand, he also seeks to distinguish
his social contract theory from their theories.

In particular, the term social contract shall not be understood in the quasi-legal
sense adopted, for example, by Harsanyi and Rawls. I shall emphatically not argue
that members of society have an a priori obligation or duty to honor the social
contract. On the contrary, it will be argued that the only viable candidates for a
social contract are those agreements, explicit or implicit, that police themselves.
Nothing enforces such a self-policing social contract beyond the enlightened self-
interest of those who regard themselves as a party to it. (Binmore, 1994, p. 30,
emphasis in the original)

Binmore assumes a thin veil of ignorance, which only conceals the future iden-
tities of those bargaining in the original position. Each person knows her current
utility level, the utility levels of all future persons in every possible state of the world,
and each person can calculate the probability that she will be any one of these future
persons. Thus, all of the information needed to maximize a Harsanyi SWF is present
in the original position, and rational individuals would write a social contract that
achieved this end if the provisions of this contract could be enforced. But there is no
way to enforce these provisions, and so the social contract must be written in such a
way as to make it self-enforcing when people follow their enlightened self-interest
(Binmore, 1994, pp. 52–3).

To illustrate the nature of Binmore’s arguments, consider the following example
involving a community of two. In the absence of a social contract Adam and Eve
would experience utility levels of 1 and 2, respectively. By agreeing to cooperate in
certain prisoners’ dilemma situations three possible alternative states of the world
are possible – x(6, 8), y(5, 10), and z(4, 12) – where the first number in parentheses
is the utility level experienced by Adam, the second the level experienced by Eve.14

Because Adam and Eve are in a bargaining situation, they consider only the utility
gains that they would experience under each possible social contract. Thus, in the
absence of any form of uncertainty, they might be expected to reach the outcome
predicted by Nash’s (1950) solution to the bargaining problem – the outcome maxi-
mizing the Nash SWF (see ch. 23). The values for the three possible social outcomes
are

WN (x) = (6 − 1)(8 − 2) = 30,

WN ( y) = (5 − 1)(10 − 2) = 32, (25.1)

WN (z) = (4 − 1)(12 − 2) = 30.

14 We are, of course, dealing with cardinal interpersonally comparable utilities here. Binmore (1994, 1998) devotes
a lot of space to discussing the advantages and difficulties with these measures.
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Adam and Eve would select y if they were certain of their future identities and
could commit not to cheat on the terms of the contract in the future.

If Adam and Eve could commit not to cheat on the terms of the contract in the
future, but assumed that they had an equal probability of being one another, they
would ignore the status quo distribution and select z as it maximizes the Harsanyi
SWF

WH (x) = 6 + 8 = 14, WH (y) = 5 + 10 = 15, WH (z) = 4 + 12 = 16.

(25.2)

However, since Adam and Eve cannot commit not to cheat on the terms of the
contract in the future, they select the social contract that produces x – the maximin
outcome in terms of increments in utility – as the provisions of this choice, according
to Binmore, are self-enforcing.

Binmore, like Rawls, assumes that the only threat to the stability of the social
contract comes from the worst-off individual. Adam will not violate the contract
that produces x because his gain is smaller under both alternative social contracts.
But might x not be overturned by Eve, once she knows her identity, because her gain
would be greater under either alternative social contract? Note that x is the maximin
choice even if Eve’s payoff under y is 100 or 100 million. Conceivably there might
exist some utility payoff to Eve under a different state from x that would induce her
to take the plunge of throwing the community back into the state of anarchy, in the
hopes that a different social contract would be chosen. If this is so, then the defense
of the maximin criterion as a guarantee for compliance fails. We present some other
criticisms of Binmore’s approach below.

25.5.2 Maximin as a redistribution principle

Consider now the theory of Pareto-optimal redistribution first proposed by Hochman
and Rodgers (1969). Rich Mutt gives to poor Jeff because Jeff’s utility is an argu-
ment in Mutt’s utility function. Assuming that Jeff’s utility is positively related to his
income, we can write Mutt’s utility as a function of both Mutt’s and Jeff’s incomes:

UM = U (YM , YJ ). (25.3)

Given such a utility function, we can expect rich Mutt to make voluntary transfers
to poor Jeff if the latter figures heavily enough in Mutt’s utility function. In a world of
more than one Jeff, Mutt will receive the highest marginal utility from giving a dollar
to the poorest Jeff. Thus, although the Pareto-optimal approach to redistribution
does not fully justify the maximin principle, it does justify a redistribution policy
that focuses sole attention on the worst-off individual or group (von Furstenberg
and Mueller, 1971). An altruistic utilitarian and a Rawlsian will both consider the
welfare of only the worst-off individual(s) in society.15

15 For two additional utilitarian defenses of the difference principle, see Buchanan (1976) and Chu and Liu
(1998).
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25.6 The social contract as a constitution

From a public choice perspective what is of most interest from the literature on social
contracts is the potential insights it may yield for the design of political institutions.
If we agree with Rawls that the basic institutions of society, including its political
institutions, ought to be selected from behind a veil of ignorance, what should those
institutions look like? What do Rawls’s two principles of justice imply regarding
the optimal design of a constitution?

The implications of the first principle seem fairly clear. The social contract, and
by logical extension the constitution, should protect liberty. Rights to free speech,
privacy, and the like come readily to mind as political embodiments of Rawls’s equal
liberty principle.

What about the second principle? What set of political institutions would embody
the intent of the difference principle? This principle has quite obvious implications
for the distribution of income and wealth or, as Rawls prefers, of primary goods,
and much of the discussion of it by both Rawls and Binmore can be most easily
understood in this context. Distributional questions are not the only issues a society
must resolve, however. What are the implications of the difference principle or
the maximin criterion for the provision of public goods, or for the resolution of
conflict issues that do not involve the distribution of income or primary goods?
What electoral and voting rules does the difference principle imply?

The most straightforward application of the difference principle to choosing a
voting rule to decide public goods issues suggests that the unanimity rule should
be chosen. Who is the worst-off person when a public good is provided using a
qualified majority rule – one of the persons who votes against its provision. Because
it is always possible to determine a set of tax shares and public good quantity so that
every person is made better off, maximizing the welfare of the worst-off individual
would seem to require a continual reformulation of the issue until a set of tax
shares and a public good quantity is found to which all agree. But against this
interpretation of the difference principle all of the objections that have been made
against the unanimity rule can be levied.

Consider next a simple, conflictual issue – the maximum speed to be allowed on
the public highways. Who is harmed by high speed limits? – those injured in acci-
dents with the worst-off person clearly being someone killed in a road accident. What
speed limit would maximize the welfare of the worst off individual? – a limit so low
that it precluded any serious accidents. The extreme aversion to risk that character-
izes the maximin criterion as a principle for making choices in the face of uncertainty
is readily apparent here, as is the impracticality of applying it either to specific issues
of conflict or as a guide for choosing a voting rule to resolve such issues.

The same can be said of Binmore’s application of the maximin criterion. Recall
that Binmore’s derivation of the optimality of this criterion does not hinge on individ-
ual attitudes toward risk, but rather stems from his concern for avoiding defections
from the social contract’s provisions, once the veil of ignorance is lifted. This goal
would also seem to imply the application of the unanimity rule in the postagreement
stage. Who are the most likely people to defect from a decision made under some
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alternative, qualified majority rule? – the losers under this rule, those “tyrannized”
by the application of a less-than-unanimity rule, when unanimity is possible. Who
are the most likely to defect from a decision to allow cars to travel at speeds that
produce some fatal accidents? – those who do not own cars and experience only
the costs from such a decision. To avoid the possibility of future defections from
collective decisions, one must avoid creating losers from these decisions, and this
implies using the unanimity rule whenever consensus is possible.

These observations are not made as criticisms of the social contract theories of
Rawls and Binmore, for these theories were not intended to produce principles that
allow society to set speed limits or even to choose a voting rule to determine speed
limits. But these examples make clear that these social contract theories are not
going to be of much help in making these more mundane collective choices. Indeed,
when Rawls comes to discuss why the simple majority rule would be included
in a constitution written in accordance with his principles of justice, he does not
demonstrate how this rule follows logically from these principles. Instead, Rawls
assumes that all citizens and legislators have already joined the just social contract,
so that “legislative discussion must be conceived not as a contest between interests,
but as an attempt to find the best policy as defined by the principles of justice. I
suppose, then, as part of the theory of justice, that an impartial legislator’s only
desire is to make the correct decision in this regard” (p. 357). If all legislators were
fully informed, they would all know what the correct decision is, and the unanimity
rule could be used. The only reason not to use it is that legislators are not fully
informed. Therefore Rawls opts for the simple majority rule using Condorcet’s
original defense of this rule. It is used as a sampling procedure to aggregate the
views of the impartial legislators and thereby to obtain “a best judgment” as to what
the correct decision is (pp. 357–8).16

I assume that very few readers who have come this far with me will share Rawls’s
belief that legislators are impartial seekers of the correct decisions for the commu-
nity, and that the only task of politics is to sort out what these correct decisions
are.17 We need to consider the political institutions to be chosen from behind the
veil of ignorance under the assumption that politics is a “contest between interests,”
and entertain the possibility that these interests are narrowly defined. This was, in
fact, the exercise that Buchanan and Tullock (1962) set for themselves when writing
The Calculus of Consent. We take it up in Chapter 26.

Bibliographical notes

Daniels (1974) contains an excellent set of papers analyzing and criticizing Rawls.
(Page references in this chapter are to the reprinted versions in Daniels.) The books
by Nozick (1974), Wriglesworth (1985), Gauthier (1986), and Barry (1989) can be

16 Condorcet’s arguments are reviewed in ch. 6.
17 Not surprisingly, Rawls does not regard public choice as an appropriate methodology for determining the

optimal design of just political institutions, as the following statement reveals: “the application of economic
theory to the actual constitutional process has grave limitations insofar as political theory is affected by men’s
sense of justice” (p. 360).
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said to have been inspired by Rawls’s theory. Binmore’s (1994, 1998) two-volume
treatise links modern game theory to the classical social contract theory from Hobbes
on up to Rawls. It also shows the relationship between this work and the SWF
of Harsanyi. It contains an exhaustive discussion of von Neumann-Morgenstern
utility indexes and of cardinal, interpersonal utility comparisons. John Rawls’s recent
thoughts on social justice are presented in his 1999 book.



CHAPTER 26

The constitution as a utilitarian contract1

The individuals themselves, each in his own personal and sovereign right, entered
into a compact with each other to produce a government; and this is the only mode
in which governments have a right to arise and the only principle on which they
have a right to exist.

Thomas Paine

The ideally perfect constitution of a public office is that in which the interest of
the functionary is entirely coincident with his duty. No mere system will make it
so, but still less can it be made so without a system, aptly devised for the purpose.

John Stuart Mill

We have already discussed several works that have assumed uncertainty over future
position to derive a normative theory of social choice. Rawls’s (1971) theory dis-
cussed in Chapter 25 uses uncertainty over future position to derive principles of
justice to be included in a social contract; Harsanyi (1953, 1955, 1977) uses it to
derive an additive SWF (see Chapter 23).

Buchanan and Tullock (1962) develop a theory of constitutional government in
which the constitution is written in a setting resembling that depicted by Harsanyi
and Rawls. Individuals are uncertain about their future positions and thus are led
out of self-interest to select rules that weigh the positions of all other individuals
(Buchanan and Tullock, 1962, pp. 77–80).2 Buchanan and Tullock’s theory is at once
positive and normative. Its authors state: “The uncertainty that is required in order
for the individual to be led by his own interest to support constitutional provisions
that are generally advantageous to all individuals and to all groups seems likely
to be present at any constitutional stage of discussion” (Buchanan and Tullock,
1962, p. 78). And the tone of their entire manuscript is strongly positivist in contrast
to, say, the works of Rawls and Harsanyi. But they also recognize the normative
antecedents to their approach in the work of Kant and the contractarians (see, es-
pecially, Buchanan and Tullock, 1962, Appendix 1). Indeed, they state that the
normative content of their theory lies precisely in the unanimity achieved at the
constitutional stage (p. 14).

1 This chapter draws heavily from Mueller (2001).
2 Leibenstein (1965) achieves the same effect by envisaging collective decisions being made by a group of aging

individuals for their descendants. Vickrey (1960) assumes people are moving to an island and are uncertain of
their positions on the island.
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One of the important contributions of Buchanan and Tullock’s book is that it
demonstrates the conceptual usefulness of the distinction between the constitutional
and parliamentary stages of democratic decision making. If unanimous agreement
can be achieved behind the veil of uncertainty that shrouds the constitutional stage,
then a set of rules can be written at this stage that will allow individuals to pursue
their own self-interests at the parliamentary stage in full possession of knowledge of
their own tastes and positions. This obviously requires that any redistribution which
is to take place be undertaken at the constitutional stage, where uncertainty over
future positions holds (Buchanan and Tullock, 1962, ch. 13). Here the similarity to
Rawls is striking. Unlike Rawls, however, Buchanan and Tullock allow individuals
not just more information about themselves at the parliamentary stage, but full
information.

The differences in the degrees of uncertainty assumed by Harsanyi, Rawls, and
Buchanan and Tullock lead them in quite different directions in describing the
principles and institutions that are optimal for making social choices. In this chapter
we spell out these differences and draw out their implications. In so doing we outline
a general theory of constitutional choice that builds on the Buchanan and Tullock
mode of analysis.

26.1 The constitutional context

Each individual R can undertake one of n possible actions, ar j , j = 1, n. These can
range from very private actions like scratching one’s ear, to very public ones like
bombing the local pub. Among the set of actions might be paying a tax to provide
a pure public good. Thus, all collective action questions can be viewed as decisions
about individual actions. A law against driving above 65 mph restricts one’s freedom
to drive fast. A tax on gasoline to finance highway construction both restricts one’s
ability to purchase gasoline, and expands one’s driving opportunities. All collective
choices are decisions about individual actions.

All actions fall into one of three categories: neutral actions that affect only the
welfare of the actor; negative externalities, actions that make other parties worse
off; and positive externalities, actions that make other parties better off. Since we
deal with situations involving risk and uncertainty, we assume that individual utility
functions satisfy the von Neumann-Morgenstern utility axioms, and thus that the
utilities of each individual can be regarded as cardinal indices (Ng, 1984a; Binmore,
1994, ch. 4).

The community can make three mutually exclusive decisions with respect to any
individual R and her action ar j : (1) it can allow R the freedom to make the action or
not, (2) it can ban R from undertaking the action, or (3) it can obligate R to undertake
it. A ban of an action can be regarded as setting an infinite price on the action.

Any action that creates an externality can lead to conflict in the post-constitutional
stage over whether to ban or compel this action, and at the constitutional stage
over the political institutions to be used to resolve this postconstitutional conflict.
This sort of conflict at the constitutional stage can prevent unanimity over the
constitutional contract. Following Harsanyi (1955), Rawls (1971), and Buchanan
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and Tullock (1962) unanimity can be obtained by assuming uncertainty over future
positions at the constitutional stage. Each of these authors defended this assumption
in different ways and, at least insofar as Harsanyi and Rawls are concerned, assumed
different thicknesses in the veil of ignorance, which screens out information about
the future. The assumptions one makes about the “thickness” of the veil of ignorance,
that is, the information citizens have at the constitutional stage, have important
consequences for the types of institutions that are placed in the constitution.

At the constitutional stage individuals choose bans, obligations, and voting rules
to maximize their expected utilities. The agreement on the constitution must be
unanimous, the existence of uncertainty ensures that this unanimity is obtained. At
the post constitutional stage individuals know who they are, what their preferences
are, and so forth. All private actions have the goal of maximizing utility, as do
all collective actions under the voting rules established in the constitution. It is of
course possible that an individual will vote to ban an action at the constitutional stage,
when she is uncertain about her future preferences, and then in the postconstitutional
stage, when she knows her preferences, try to violate the ban. Thus, the community
obviously must include in the constitution institutions to ensure compliance with it.
The compliance issue is taken up in Section 26.8.

26.2 The two-action case

Assume that there are only two groups of individuals, Rows (R) and Columns (C).
Each can undertake any one of n possible actions, ar j , j = 1, n, and acj , j = 1, n.
Each individual in a group has the identical utility function defined over his own
action and the action of the players in the other group, Ui (ar j , acj ), i = R, C . Since
all Rs have identical utility functions, if one R experiences a higher utility from
undertaking action ar j , then all Rs do, and so we can think of Ui (ar j , ack) as the
utility an i experiences when all Rs undertake ar j , and all Cs undertake ack . Each
individual undertakes only one action at a time. Actions arn and acn are defined as
no action and are assumed to produce no externalities.

Now consider the possible consequences of Rs and Cs undertaking the actions ar j

and acj versus the nonactions arn and acn . Action ar j has three possible consequences
for an R: (1) it raises his utility relative to when he undertakes arn – we represent this
situation as ur j > 0; (2) action ar j does not alter R’s utility, ur j = 0; or (3) action
ar j reduces R’s utility, ur j < 0. These utility changes can be thought of as the
combined effect on R of his own gain or loss from action ar j , and any gain or loss
he experiences from contemplating the effect of this action on the Cs. For example,
suppose ar j is R’s smoking a cigar, although he knows this makes all Cs worse off.
If R suffers sufficient disutility from the knowledge that Cs suffer from his smoking
cigars, then ur j < 0 for this action even though in the absence of any Cs, an R would
get positive utility from smoking. The same three possible utility payoffs exist for
the action acj by the Cs.

Each action by an R or a C can have no effect on the other group, or a positive
or negative externality. Let us call er j the utility change a C experiences from the
action ar j by the Rs. A positive externality thus implies er j > 0, with er j = 0,
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Matrix 26.1. Collective action options when external effects are separable

Column

1 2 3 4 5 6

ucj > 0 ucj > 0 ucj ≤ 0 ucj ≤ 0 ucj > 0 ucj ≤ 0
ecj > 0 ecj = 0 ecj < 0 ecj = 0 ecj < 0 ecj > 0

1 ur j > 0
er j > 0

NN NN NN NN NB NO

2 ur j > 0
er j = 0

NN NN NN NN NB NO

R 3 ur j ≤ 0 NN NN NN NN NB NO
er j < 0

o 4 ur j ≤ 0 NN NN NN NN NB NO
er j = 0

w 5 ur j > 0 BN BN BN BN BB BO
er j < 0

6 ur j ≤ 0 ON ON ON ON OB OO
er j > 0

Notes: N = No action required; B = ban of the action; O = obligation to act.
First letter applies to Rows, second to Columns

and er j < 0 representing neutral actions and negative externalities. To begin we
make the simplifying assumption that the utility functions are separable. Under this
assumption the effects of R’s action, a j , and the external effects of C’s action, a j ,
are both constants, and their combined effect on R’s utility is simply the sum of the
two effects, ur j + ecj .

Action ar j has three possible utility consequences for each R, and three possible
external effects producing nine combinations of own effect and externality. The
same holds for the Cs, giving 81 combinations of utility payoffs taking into account
the possible actions and interactions of the two groups. The number of combinations
can be reduced to 36, however, if we assume that an R does not voluntarily undertake
ar j when ur j = 0, and likewise for C when ucj = 0. The remaining 36 combinations
are depicted in Matrix 26.1.

Of the 36 possible situations, 16 require no collective action. The matrix has been
constructed so that these cases appear in the upper left-hand portion of the matrix,
and are indicated by an NN. The first N indicates that no collective decision need
be taken with respect to a Row’s action ar j ; the second N has the same implication
with respect to a Column’s action. In the row 3, column 1 entry, for example,
R’s undertaking ar j would create a negative externality for the Cs, while a C’s
undertaking acj creates a positive externality for the Rs. Since ur j ≤ 0, however,
and ucj > 0, the Rs find it in their own interest not to undertake the action, while
the Cs find it in their interest to do so, and the optimal outcome occurs without the
need for any collective decision.3

3 Recall, however, that the reason why ur j ≤ 0 may be that the Rs suffer disutility if they create a negative
externality, that is, because er j < 0.
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For all entries containing a B, a ban on a group’s undertaking the action may be
optimal. In row 5, column 1, for example, Rs obtain positive utility from undertaking
the action, ur j > 0, but the action also produces a negative externality, er j < 0. If
er j is large enough relative to ur j , a ban on the R’s undertaking the action may be
socially optimal. Note that when the Cs commit the same action it produces a positive
externality, so that if a ban in this situation were optimal, it would be an asymmetric
ban against only the Rs. Entries containing an O designate situations in which an
obligation might be optimal because of the existence of positive externalities, with
the two squares labeled OB and BO representing the unusual cases of a simultaneous
asymmetric ban and obligation being optimal. We return to these and the other
asymmetric cases below.

The 16 entries with an NN designate situations in which collective action is never
required, because each group acting independently of the other produces the optimal
outcome. The 20 additional entries designate situations in which bans or obligations
may be optimal. It is, of course, conceivable that no collective action of any kind is
necessary. A single R, Robinson, and C , Crusoe, inhabit an island that is so bountiful
that no collective action produces benefits that exceed its costs, and the island is big
enough so that all negative externalities are small in comparison with the gains to
the perpetrator of the externality. Blissful anarchy is a logical possibility.

In more populous communities and harsher environments, one expects potential
gains from collective action. We now explore how optimal collective agreements
might emerge out of a two-stage constitutional process in which individuals in the
first stage are uncertain over future positions.

26.3 The constitutional contract

In the context of a two-stage democratic process, uncertainty can take several forms.
The minimum uncertainty needed to produce unanimous agreement on a constitu-
tion covering the full spectrum of possible actions is over future identities. As-
sume that each individual at the constitutional stage can forecast all possible future
collective actions and their consequences, that is to say, the entries in Matrix 26.1
and all similar matrices for all other pairs of future actions, including the utility
payoffs to the different players. Since each possible “state of the world” is a pair of
actions by Rows and Columns, this assumption is equivalent to assuming that each
individual at the constitutional stage can envisage all possible future states of the
world. Each individual at the constitutional stage knows the ur j , ucj , er j , and ecj in
Matrix 26.1 for every possible pair of actions, and the numbers of Row and Column
players, nr and nc. Each individual at the constitutional stage knows everything
about the future except whether she will be an R or a C player. We refer to this
situation as one of identity uncertainty. One way to think of identity uncertainty
arising is to think of individuals choosing a constitution for their future children.
Let R stand for female and C for male. It may be possible to envisage the utilities
men and women will experience from a given pair of actions, and the numbers of
men and women in the future. But it may not be possible at the constitutional stage
to predict the sex of one’s unborn children. If so, then identity uncertainty exists.
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If individuals at the constitutional stage know the numbers of Row and Column
players, the nr and nc, then they can calculate the probabilities that they are an R or
a C . A further degree of uncertainty is added by assuming that these numbers are
unknown. R and C now represent ethnic groups and the future population growth
of each group is unknown. We refer to this as numbers uncertainty.

The degree of uncertainty is increased still further by assuming that individu-
als at the constitutional stage are uncertain about the future utility payoffs – the
ur j , ucj , er j , and ecj – in different situations. We refer to this situation as one of
payoff uncertainty. A person at the constitutional stage can make no judgment about
the likely suffering of a future slave or the benefits to her master.

Each of these types of uncertainty leads to a different institutional solution to the
collective action problem.

26.3.1 Optimal collective action with only identity uncertainty

Every individual at the constitutional stage can envisage the kinds of issues that will
come up in the future, the numbers of individuals in each group, and their utility
payoffs. They are uncertain over only whether they will be an R or C . Thus, each
individual at the constitutional stage can predict for every possible pair of future
actions (ar j , acj ) the box in Matrix 26.1 in which the community will be located. If
the box is one of those containing an NN, no collective decision is necessary. Many
actions are likely to fall into these 16 boxes, so many that the constitution framers
are likely to include a clause that allows everyone to do anything he chooses unless
the constitution or a law passed in accordance with the constitution specifically
forbids or requires a certain action, thereby handling all of the possible actions an
individual can undertake that affect no one’s welfare other than the actor, or have
positive external effects on others.

Now consider an action in one of the remaining 20 boxes, say row 5, column 1.
Column’s action creates a positive externality and gives Column positive utility.
Thus, C need not be compelled to undertake the action and should not be prevented
from doing so. Row’s action, on the other hand, creates a negative externality while
giving Row positive utility. The rational individual at the constitutional stage, un-
certain over whether she will be a future R or C player, chooses to ban future Rs
from undertaking the action if the expected utility from such a ban is positive. The
probability that an individual is an R is πr = nr/(nr + nc), while the probability
that she is a C is πc = nc/(nr + nc). Her expected utility from the action is then

E(U ) = πr ur j + πcer j . (26.1)

If (26.1) is negative for an action leading to a box in row 5, the constitution should
ban R’s undertaking this action. If (26.1) is negative, then so too is (26.2), which is
just (26.1) multiplied by (nr + nc).

nr ur j + ncer j < 0. (26.2)

Condition (26.2) reveals the close link between the expected utility maximizing
choices of an individual at the constitutional stage and the Benthamite SWF; the
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optimal collective decision regarding action ar j maximizes the sum of the utility
changes caused by this action.

If (26.3) holds for an action leading to any box in row 6, the constitution framers
should agree to obligate R to undertake the action.

nr ur j + ncer j > 0. (26.3)

Analogous inequalities with respect to entries in columns 5 and 6 define the condi-
tions under which actions by C should be banned or compelled. Notice that only the
boxes in (row 5, column 5) and (row 6, column 6) can possibly lead to symmetric
bans or obligations on all citizens. We discuss symmetric and asymmetric bans and
obligations in the next section.

If the only information individuals at the constitutional stage lacked was knowl-
edge of which future citizen they would be, then the constitution could contain all
of the bans and obligations that would ever be needed. Strictly speaking, such a
situation involves only Knightian risk, rather than true uncertainty, and individuals
at the constitutional stage have all of the information they need to calculate their
expected utilities for every pair of actions by Rows and Columns (Knight, 1921).
If in 20 or 100 years time, the threat of a flood would require the construction of
a dike, the constitution framers could forecast this event, the future preferences of
citizens, and determine their tax and effort obligations. These could then be written
into the constitution. No second stage in the democratic process would be needed.
From the point of view of individuals at the constitutional stage, the constitution
could optimally resolve all issues for all time.

Proposition 1: Identity uncertainty combined with full knowledge of preferences
and numbers of all future citizens allows individuals at the constitutional
stage to specify all future bans and obligations so as to maximize their
expected utility in the postconstitutional stage. No second stage of collective
decision making is required.

The assumptions in Proposition 1 are essentially those that Harsanyi (1955, 1977)
made in determining principles for moral choices. Each individual can envisage
the utility of every individual in every possible future state of the world, and the
probabilities that she will be any of those individuals. She chooses that social state,
that is, a combination of actions for Rows and Columns, that maximizes her expected
utility. This choice maximizes the sum of the future utilities of the community, and
thus can be viewed as maximizing a Benthamite SWF.4 If only identity uncertainty
is present at the constitutional stage, then the constitution specifies all actions for
all future citizens so as to maximize the Benthamite sum of individual utilities. The
social contract/constitution specifies all of the necessary actions of those who are a
party to it. No second stage of the political process is needed.

4 With a few additional axioms Harsanyi (1955) proves that the ethical choices of individuals, which consist of
maximizing their expected utilities under the assumption that they have an equal probability of being any future
citizen, are equivalent to maximizing a Benthamite SWF. See ch. 23.
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26.3.2 Optimal collective action with identity and numbers uncertainty

We continue to assume that individuals at the constitutional stage know and can
compare the ur j , ucj , er j , and ecj associated with all future actions by members of
the two groups. Thus, the optimal collective decision with respect to an R’s action
that leads to a box in rows 5 or 6 in Matrix 26.1 must still satisfy equations (26.2)
or (26.3). Equation (26.2) requires that the following condition be satisfied:

nr/nc < −er j/ur j (26.4)

and with respect to a ban of acj ,

nc/nr < −ecj/ucj . (26.5)

Since the right-hand sides of (26.4) and (26.5) are assumed to be known, the optimal
collective choices can be made once the numbers of individuals in the two groups
are established. This information can be obtained simply by citizens voting in the
second stage of the political process on the bans. It is in an R’s interest to vote
against a ban of ar j , and in a C’s interest to vote for it. The constitution framers
can ensure that the optimal collective choice is made with respect to the ban on R’s
action by requiring a referendum with a majority of votes in favor of a ban satisfying
(26.4). For example, if the utility gain to an R from ar j is known to be three times
the loss imposed on a C from the action (ur j = −3er j ), then the expected utility of
the constitution framers is maximized by requiring that a future ban against Rows
undertaking this action obtain a three-fourths majority or more.

Proposition 2: With ur j > 0, ucj > 0, er j < 0, and ecj < 0, identity and numbers
uncertainty combined with full knowledge of the preferences of all future
citizens allows individuals at the constitutional stage to maximize their
expected utility by specifying a voting rule for the second stage of collec-
tive decision making to decide all future bans against ar j (acj ) such that
condition (26.4) [(26.5)] is satisfied.

From (26.3) we can analogously derive the conditions for obligating ar j and acj :

nr/nc > −er j/ur j (26.6)

nc/nr > −ecj/ucj , (26.7)

from which we obtain

Proposition 3: With ur j < 0, ucj < 0, er j > 0, and ecj > 0, identity and numbers
uncertainty combined with full knowledge of the preferences of all future
citizens allows individuals at the constitutional stage to maximize their
expected utility by specifying a voting rule for the second stage of collec-
tive decision making to decide all future obligations of ar j (acj ) such that
condition (26.6) [(26.7)] is satisfied.

In the special case that ur j = −er j > 0 the expected utility of an individual at the
constitutional stage is maximized if the ban against ar j is decided using the simple
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majority rule. This is essentially the Rae-Taylor theorem in favor of the simple
majority rule, which we discussed in Chapter 6, and rests clearly on the assumption
of equal intensities on both sides of the issue.5

When the equal intensity condition holds with respect to symmetric negative
externalities, that is, ur j = −er j > 0 and ucj = −ecj > 0, then the simple majority
rule is the optimal voting rule to decide whether to ban action ar j by Row players,
and acj by Column players. If Rows are in the majority they will vote to ban acj

and to allow themselves to undertake ar j . The relentless logic of expected utility
maximization coupled with the equal intensity assumption leads to “a tyranny of
the majority” as the optimal outcome of the process of choosing a voting rule that
maximizes the expected utility of a citizen at the constitutional stage. The majority
votes to allow themselves to do that which it forbids the minority from doing.

Proposition 4: With symmetric negative (positive) externalities and equal inten-
sities on the two sides of the issue (that is, ur j = −er j , and ucj = −ecj ),
identity and numbers uncertainty combined with full knowledge of the pref-
erences of all future citizens implies that the simple majority rule is the
optimal voting rule to decide whether to ban (obligate) actions ar j and acj

by future Row and Column players. The application of this voting rule in the
second stage of collective decision making under these assumptions must
lead to an asymmetric ban (obligation) of the actions ar j and acj . (Note that
the equal intensities assumptions imply that the right-hand sides of both
(26.4) and (26.5) equal 1. For a symmetric ban to be optimal, nr/nc < 1
and nc/nr < 1 would both need to hold, which is impossible.)

Conversely, we can see that a symmetric ban can be optimal with identity and
numbers uncertainty, only when the payoffs are known and are such as to make
different voting rules optimal for the respective bans. For example, if ur j > 0, ucj >

0, −er j/ur j = 1, and −ecj/ucj = 2, then the simple majority rule would be optimal
for banning ar j , while acj should be banned if even a third of the community chooses
to do so. If 1 < nc/nr < 2, Columns are able to ban ar j but are not able to block
Rows from banning acj .

Conditions (26.4) and (26.5) require that the majority required to ban an action
be higher, the smaller the gain in utility to an individual in favor of a ban relative to
the gain in utility for the person who is allowed to act. In the limit, as the right-hand
sides of (26.4) and (26.5) approach infinity, the constitution framers would allow a
future ban only if the community unanimously voted in favor of it.

Conversely, as −er j grows large relative to ur j the constitutional convention will
wish to establish a presumption against action ar j . This could be accomplished
through a constitutional ban on ar j with a provision that it could be lifted with a
majority of m j ≥ −er j/(−er j + ur j ). In the limit, as the utility loss to a Column
becomes very large relative to the gain to a Row from the action, its constitutional
ban could be lifted only by a unanimous vote of the community.

Analogous considerations once again apply with respect to obligations.

5 See Rae (1969), Taylor (1969), and Rae and Schickler (1997). Buchanan and Tullock (1962, pp. 128–30) also
stress the importance of assuming equal intensities in choosing the simple majority rule.
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26.3.3 Optimal collective action with identity, numbers,
and payoff uncertainty

For many sorts of actions the most realistic assumption to make is that an individual
at the constitutional stage is uncertain over identities, numbers, and future utility
payoffs from these actions. For example, it might be reasonable to assume that
in 1787 an individual could compare the utility he perceived a smoker obtained
from smoking, and the negative externality this action caused at that time, but
he would not have been able to envisage very accurately future citizens’ utilities
and disutilities from smoking, or the numbers of smokers and nonsmokers. More
generally, he could not anticipate whether other stimulants similar to tobacco would
be discovered, their positive and negative effects, and so on. Both the e j s and the
u j s in (26.2) and (26.3) are in these situations unknown.

If the constitution framers can envisage the distribution of utility changes asso-
ciated with a particular action, then we can simply substitute the expected values of
the e j s and u j s into our optimality conditions, and proceed as above. If we think of
the constitution as governing the collective decisions of the community over a very
long period, however, even this assumption may be questionable. On the other hand,
if all elements in the equations defining the optimality conditions are unknowns, no
voting rule specifying a qualified majority for making future collective choices can
be written into the constitution that maximizes the expected utility of someone at
the constitutional stage.

Thus, when reasonable predictions of the utility gains and losses from particular
actions cannot be made, the constitution might simply be silent on how future
generations should decide them. Although this approach would be intellectually
honest, it would impose on future generations the difficult task of both choosing
and applying voting rules to deal with many potentially divisive issues, once their
preferences were fully known.

Rather than saddle future generations with such choices, the constitution framers
might make “an educated guess” as to the magnitudes of the −e j and u j and
define a voting rule accordingly. But what is a reasonable guess? −er j is half of
ur j , three times as great? Assuming they are of equal magnitude constitutes a
form Schelling point, or alternatively might be interpreted as an application of the
principle of insufficient reason to this problem. With −er j and ur j equal, condition
(26.4) requires that any ban of an action that fits entries in row 5 be resolved
using the simple majority rule. Condition (26.6) demands the simple majority rule
for obligations in situations that fit entries in row 6. We have then a normative
justification for the ubiquitous use of this voting rule. Unable to estimate the future
gains and losses from many collective decisions, the constitution writers assume
that they are equal and opt for the voting rule that maximizes their expected utility
under this assumption.

26.4 Symmetric and asymmetric bans and obligations

Although asymmetric bans or obligations are likely to be optimal from the point
of view of an individual at the constitutional stage who is uncertain of her future
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identity, they may often be infeasible. Suppose that both Rows and Columns get
utility out of being free to drive faster than 65 mph when they so choose (ur j > 0
and ucj > 0). Rows are skillful and prudent drivers and only drive at these speeds
when there is no danger of their harming anyone (er j = 0). Columns, on the other
hand, are poor and somewhat reckless drivers (ecj < 0). From behind the veil of
ignorance, the community could unanimously agree to ban Columns from driving at
more than 65 mph, while allowing Rows to drive at whatever speed they choose. But
unless Rows and Columns can be identified prior to their stepping behind the wheel,
such a ban will be unenforceable. Since both Rows and Columns prefer having the
freedom to drive above 65, Columns will simply pretend to be Rows. Given the
infeasibility of enforcing an asymmetric ban, a symmetric ban may be optimal.
This will be the case when the expected utility of someone at the constitutional
stage from a total ban is positive, that is, when (26.8) is satisfied:

nr ur j + ncer j + ncucj + nr ecj < 0. (26.8)

When (26.8) does not hold the optimal rule will be a symmetric freedom to drive
above 65. An analogous condition with the inequality reversed applies to symmetric
obligations in the presence of positive externalities. Thus, owing to the transaction
costs of enforcing asymmetric bans and obligations, more rules must be applied
symmetrically than is suggested by Matrix 26.1.

Identifying those who have different preferences and/or who generate different
externalities is, on the other hand, often feasible, thus so too are asymmetric bans, for
example, a ban against those who are under 21 consuming alcohol. Thus, an expected
utility-maximizing constitution would impose asymmetric bans whenever differ-
ences in utility payoffs and external effects from actions can be readily identified.

Row 6, column 5, and row 5, column 6 in Matrix 26.1 contain entries that may
seem highly unlikely – a simultaneous ban and obligation for the two groups with
respect to the same action. Nevertheless, such asymmetric treatments of different
groups are both logically possible and observable in practice. A somewhat archaic
and sexist example of this sort of asymmetry would be a constitutionally defined
obligation for men to serve in the army, and a ban against women serving. Such
asymmetric treatment of these two groups could arise if men got negative utility from
being in the army but their service generated positive externalities, while women
fancied being in the army but their service generated negative externalities. Under
these conditions, citizens who were uncertain of their future sex could unanimously
agree on an asymmetric ban and obligation regarding military service.

26.5 Continuous actions with interdependent utilities

The assumptions of binary actions and separable external effects have allowed
us to illustrate rather simply several important features of the optimal political
institutions in a utility-maximizing constitution. Moreover, these assumptions are
realistic with respect to many collective choices. Slavery, abortion, and legalized
drugs are just three examples of issues that many people view as binary choices. The
loss Column experiences when a Row steals from him may reasonably be assumed
to be independent of whether Column is also a thief.
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In other situations more complex relationships must be assumed to exist, however.
The risk of harm that Rs experience from Cs’ driving depends on whether the Rs
are also driving. Cars can be driven at any one of a continuous range of speeds.
Money to provide a pure public good can be contributed in various amounts. To
handle such cases, we need to think of a j as a continuous variable. To see what
is involved, let us assume that Rows and Columns have twice differentiable utility
functions defined over the two scalars ar j and acj of the following forms:

UR = UR(ar j , acj ) and UC = UC (acj , ar j ). (26.9)

An individual at the constitutional convention wishes to maximize his expected
utility, which again amounts to maximizing the Benthamite function

W = nrUR(ar j , acj ) + ncUC (acj , ar j ), (26.10)

which yields the first-order conditions

∂W

∂ar j
= nr

∂UR

∂ar j
+ nc

∂UC

∂ar j
= 0

∂W

∂acj
= nr

∂UR

∂acj
+ nc

∂UC

∂acj
= 0.

(26.11)

If both the utility functions and the numbers of Row and Column players are
known, we again have essentially the situation first analyzed by Harsanyi (1955),
and the constitution framers stipulate the levels of each action (ar j , acj ) so as to
maximize the SWF in (26.10).

When the utility functions UR and UC are known, but the nr and nc are not,
one might wish to define a voting rule to reveal the nr and nc. When UR and UC

are continuous functions of ar j and acj , however, such an option no longer exists.
From (26.11) we can solve for the optimal relationships between the numbers of
individuals in each group and the marginal utilities from each action.

nr

nc
= −∂UC/∂ar j

∂UR/∂ar j

nr

nc
= −∂UC/∂acj

∂UR/∂acj
.

(26.12)

If both marginal utilities from a j are positive (∂UR/∂ar j > 0 and ∂UC/∂acj > 0)
and the actions cause negative externalities, then (26.12) defines conditions that
determine the optimal levels of both actions. But no voting rule leads to this outcome.
If the simple majority rule is used to decide the levels of ar j and acj , and the
Rows are in the majority, they will not choose to require levels of ar j and acj

that satisfy (26.12). Instead they will allow themselves full freedom to act, so that
∂UR/∂ar j = 0, and the right-hand side of the first equation in (26.12) goes to
infinity, while totally banning acj . When multiple degrees of an action are possible
and utility varies with the level of the action, no qualified majority rule alone can
be relied upon to determine the optimal level of the action.
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The potential scope for a tyranny of the majority is obviously great when the
levels of action vary over a wide range. Moreover, unlike the situation when only
two choices exist – action or no action – with multiple actions the simple majority
rule is likely to produce an outcome that deviates greatly from that which would
maximize the expected utility of an individual at the constitutional stage. A closer
approximation to the levels of actions that are optimal might be achieved in this
situation if the constitution coupled the choice of a qualified majority to decide the
level of an action with a symmetry constraint. Whatever level of the action that
is allowed (required) of one group must pertain to the other. With this symmetry
condition, the simple majority rule in use, and Rows, say, in the majority, they would
choose a level of a j such that ∂UR/∂ar j = −∂UR/∂acj , that is, a level that equates
the denominators of the right-hand sides of the two equations in (26.12). If the
utility functions of the Rows and Columns were similar, then this level of activity
would also equate the numerators, and the right-hand sides of (26.12) would both
equal 1. Although the levels of ar j and acj would not maximize (26.10), given nr

and nc, they would most likely come much closer to achieving this outcome than
allowing one group to set different levels of a j for each group so as to maximize its
utility.6

We conclude that a constitutional convention that expected future members of
the community to have similar utility functions defined over continuous levels of
different activities could achieve a higher level of expected utility at the constitu-
tional stage, if it coupled the use of the simple majority rule to the requirement that
decisions made with this rule apply uniformly to all members of the community.

26.6 Decision-making costs

Consider again the entries in row 5 of Matrix 26.1. Rows obtain positive utility from
an action that causes a negative externality. It is tempting to argue that no collective
action is necessary in these cases, and to rely on the Coase theorem to ensure
that a Pareto-optimal outcome is obtained.7 Columns can simply bribe Rows not
to act.

In thinking about the resolution of these conflicts at the constitutional stage,
however, such a way around these sorts of difficulties seems illegitimate, at least
with respect to the first four entries in row 5. To prevent Rows from acting Columns
must offer them a sufficiently large bribe. But with what can Columns bribe Rows
if, at the constitutional stage, property rights are not yet secure? Thus, with respect
to the kinds of conflict issues that are represented in the first four boxes of rows 5
and 6, it seems reasonable to assume that Coasian solutions are not feasible, and
provision in the constitution must be made for their optimal resolution.

6 With diminishing marginal utility from undertaking ar j , the gain to a Row from going from the constrained
level of ar j , where ∂UR/∂ar j = −∂UR/∂acj , to the level of ar j , where Rs are unconstrained (∂UR/∂ar j = 0),
will tend to be less than the loss in utility if Columns are constrained and acj = 0.

Buchanan and Congleton (1998) present examples of situations in which the imposition of a symmetry
constraint can improve the realized aggregate utilities of a community.

7 See Coase (1960), Bernholz (1997a), and the discussion in Chapter 2.
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This argument does not hold for the four entries in the bottom right-hand corner
of Matrix 26.1, where rows 5 and 6, and columns 5 and 6 intersect. Now each
person does have something to trade – her freedom to undertake action a j . These
four cases can give rise to different forms of prisoners’ dilemmas, and the optimal
outcome could conceivably be reached by requiring that bans and obligations of
these actions be made jointly using the unanimity rule. In discussing the possible
problems raised by decision-making costs, therefore, we distinguish between the
four boxes in Matrix 26.1 which potentially give rise to prisoners’ dilemmas (the
intersections of rows 5 and 6 with columns 5 and 6), and the other 16 entries in
these two rows and columns, which we refer to as conflict issues.

26.6.1 Prisoners’ dilemmas

In a prisoners’ dilemma, a unanimous agreement to adopt the cooperative strategies
is possible without any uncertainty over who the players are or their utility payoffs
(Müller, 1998). Thus, even when none of the three forms of uncertainty is present at
the constitutional stage, for actions giving rise to prisoners’ dilemmas, the players
have the incentive to agree to the jointly cooperative actions, and this agreement
can, in principle, be written directly into the constitution.

Unfortunately, of course, in prisoners’ dilemma situations each individual has an
incentive to break the agreement in the postconstitutional stage. To achieve the gains
from cooperation in prisoners’ dilemmas, agreements must also include incentives
to cooperate as, for example, penalties for noncooperation. An effective ban of
stealing must stipulate the penalty to be imposed if the ban is violated. The optimal
penalties to deter stealing a loaf of bread may differ from those to deter robbing
a bank. Thus, collective decisions in many prisoners’ dilemma situations do not
simply involve the specification of the desired actions by each party – do not steal –
they also involve multiple, possible retaliatory actions by the community.

Contributions to the provision of a pure public good also have the characteristics
of a prisoners’ dilemma, but in this case the action involved – how much each person
contributes – is essentially a continuous variable. The optimal contribution of each
citizen depends on her preferences and income, and the number of groups with
different preferences for the public good is likely to exceed two. In communities with
large numbers of individuals with different preferences and incomes, the decision-
making costs of determining each individual’s contribution, the penalty for failing
to contribute, and so on will be large. When these costs are taken into account, some
less-than-unanimity rule may prove optimal.

Once collective decisions are made with a qualified majority rule, however, an
individual loses the protection afforded by the unanimity rule against decisions
that make her worse off. She becomes exposed to the external costs of collective
decision making.8 Thus, the decision-making costs associated with the unanimity
rule convert a potentially cooperative game to find a Pareto-preferred set of actions
into a conflict between those in the winning coalition who obtain net benefits from
the collective action, and those in the losing coalition who do not. Uncertainty

8 See Buchanan and Tullock (1962, pp. 63–91) and discussion in Chapter 4.
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reappears at the constitutional stage over whether a given individual will be in a
future winning or losing coalition.

The impact of decision-making costs on the choice of collective decision rule
can be studied under the assumption that there are again only two groups in the
community, the winners and the losers under a given collective decision. Let w be
the gain in utility an individual at the constitutional stage expects from a particular
collective action should he be on the winning side on this issue, and s the loss if he is
on the losing side. The probability that the individual is on the winning side of issue
j, p(m j ) is a function of the majority required to pass it, m j , where p′(m j ) > 0,
and p′′(m j ) < 0 up to m j = 1. In choosing a voting rule to decide this issue, an
individual at the constitutional stage must weigh the gain in utility he expects from
increasing the majority required to pass an issue, and thus his chances of being
on the winning side, against the decision-making costs of finding a set of actions
that can win a higher majority. Let us call these d(m j ), where it is reasonable to
assume d ′(m j ) > 0, and d ′′(m j ) > 0 up to m j = 1. A member of the constitutional
convention must thus choose m j to maximize

E(U ) = p(m j )w − [1 − p(m j )]s − d(m j ), (26.13)

which yields the m j satisfying

p′(m j )(w + s) = d ′(m j ). (26.14)

The left-hand side of (26.14) is the marginal gain in utility expected from increasing
the required majority; the right-hand side is the marginal increase in decision-
making costs. The voting rule that maximizes the expected utility of someone at the
constitutional stage balances these marginal gains and costs of alternative required
majorities.

If we think of the voting process as a search for information about individual
preferences, for example, the willingness of each individual to contribute to the
provision of a public good, it seems reasonable to think of marginal decision-making
costs rising continuously with the majority required to pass an issue, as it becomes
more and more difficult to discover a contribution that makes an individual with
outlier preferences better off, and the incentive to engage in strategic holdouts
increases. An alternative way to envisage the process, however, is as a search for
winning coalitions. Each new proposal may be quite different from its predecessor
and win support from a quite different set of voters. When the voting process is
of this form, the possibility of cycling must be entertained. Decision-making costs
might then actually fall as the required majority is increased over some range of m j ,
because increasing m j lowers the probability of a cycle. This is particularly likely if
the issues to be decided resemble the determination of the quantities of pure public
goods, and thus it is reasonable to assume that the conditions needed to invoke
Caplin and Nalebuff’s (1988) theorem are satisfied. In this case the probability of
cycles can be expected to fall as the required majority increases, reaching zero
at an m j of 0.64. This implies that marginal decision-making costs are U-shaped
with the bottom of the U perhaps somewhere around 0.64 (see Figure 26.1). The
marginal benefits from increasing m j , p′(m j )(w + s), are then likely to cut d ′(m j )
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twice with the optimal m∗
j being somewhere around or above 0.64. Taking into

account the possibility of cycling and the decision-making costs it causes would
lead a constitutional convention to reject the simple majority rule for public good–
prisoners’ dilemma issues in favor of a higher qualified majority rule.9

26.6.2 Direct conflicts

The other 16 entries in rows and columns 5 or 6 of Matrix 26.1 involve one-way
externalities. Entries in row or column 5 involve negative externality issues like
smoking in public places and driving at high speeds; entries in row or column 6
positive externalities. These issues can be thought of as single-dimensional, ranging
from out right prohibitions and obligations to blanket freedoms. The collective
action involves the resolution of a conflict among the citizens over the optimal
severity of a ban or obligation. It is reasonable to assume that individuals have
single-peaked preferences with respect to these sorts of issues; that is, each person
favors a ban or obligation of a particular degree of severity with utility falling off
as the severity chosen deviates from this ideal level. The unanimity rule is not an
option for resolving such conflicts unless side payments are also allowed as a way
of securing a Coasian exchange.

With a single-dimensional issue an individual has an incentive to vote sincerely.
Proposals to restrict an action can be made in increasing degrees of severity. The
winning proposal under an m j -qualified majority rule will impose a restriction
corresponding to the ideal point of the voter at the m j th percentile of the distribution
of voter ideal points. The choice of m j amounts to the choice of the percentile of the
distribution of ideal points where the restriction will lie. The time required to select
one percentile should not differ much from the time to select another; d ′(m j ) might
reasonably be assumed to be zero. The constitutional convention can treat decision-
making costs as a constant deadweight loss. When choosing the optimal majority
to resolve single-dimensional conflict issues, only the effects of this choice on the
expected utility payoffs need be weighed. Future decision-making costs should not
be a factor.

26.7 Rights and obligations

Consider equation (26.4) once again. As the right-hand side approaches zero, the
majority required to prohibit ar j approaches unanimity. Now there are two ways
in which the right-hand side of (26.4) might approach zero. First, of course, it
equals zero if er j = 0. If C’s utility is unaffected by ar j , then R should be free to
act, and (26.4) calls for a unanimous vote of the community in the second stage
of the political process to prohibit her from doing so. But there are a myriad of
actions, ar j , that benefit R and have no impact on others. It would be impossible
for the constitution to list all of these and specify that they could be abridged only
through a unanimous vote of the community. As noted above, such actions seem

9 See discussion in Chapter 5.
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most efficiently handled through a blanket provision that allows all actions that have
not been specifically prohibited.

The ratio −er j/ur j also approaches zero even when −er j > 0, as ur j becomes
very large. In this case individuals at the constitutional stage who thought that they
might be a future R could not simply count on a broadly defined freedom to do
what one chooses to protect their freedom to do ar j . Because Cs experience a utility
decline from ar j , future Cs may try to prohibit Rs from doing a j . Such restrictions
might be imposed by a simple majority vote and result in a loss in net utility if an
R’s freedom to do a j were not explicitly protected. Individuals who are uncertain of
whether they would be a future R or C would maximize their expected utility at the
constitutional stage by explicitly requiring that a proposal to restrict the freedom
to do a j must pass by a supramajority, which could range up to unanimity (see
Figure 26.2).

If Rs experience a great loss from not doing a j , they would only vote for a
proposal to restrict their freedom to do a j if they were compensated for this loss
or cajoled into accepting it. Although one can imagine groups being somehow
convinced to give up their veto powers in such situations, one expects this to be rare
if the constitutional convention correctly anticipated the relative payoffs from the
action when it chose to protect it by invoking the unanimity rule. Rs would nearly
always vote down proposed restrictions. Time spent debating and voting on such
restrictions would be wasted. Anticipating that most future proposals to restrict this
action would lose under the unanimity rule, future decision-making costs could be
economized by defining a constitutional right guaranteeing Rs the freedom to do
a j . This guarantee would prohibit any future political or private attempts to infringe
on an R’s freedom to commit the defined action, or if the analogous condition holds
for Cs, on anyone’s freedom. Since a right always carries with it the freedom not to
undertake the action, the community could still try and bribe or persuade a group to
refrain from a particular action, and so both outcomes possible under the unanimity
rule are still open to the community after it defines a right.

Several features of constitutional rights under this theory are to be noted. First,
explicit rights are defined only for actions capable of generating sufficiently strong
negative externalities to elicit efforts by some members of the community to re-
strict the actions. In the absence of possible negative externalities, even actions that
provide considerable benefits for the actor will not be challenged and need not be
protected. Second, there is an inherent tension between constitutional rights and
the principle of majoritarian democracy. When the institutions of explicitly defined
rights and the simple majority rule are both found in the constitution to deal with sit-
uations where individual interests conflict, these situations will differ dramatically
in the perceived losses imposed on the different sides from curtailing the action. The
simple majority rule is optimal for resolving a negative externality when an individ-
ual at the constitutional stage expects the utility gain from undertaking the action
to equal the loss it causes. Rights are defined precisely where the simple majority
rule is not optimal, because the expected gains and losses from a ban are dramati-
cally different and the constitution framers wish to preclude its use. Because rights
will be defined only when significant losses are expected for those prevented from
acting relative to the losses imposed on others, disputes over rights are likely to
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be emotionally charged, as they pit a perhaps substantial majority that feel harmed
by the action against an intense minority that benefit from it.10

A right protects an individual’s freedom to act. Therefore, all rights explicitly
defined in a constitution contain an implicit obligation on all individuals not to
interfere with an individual who undertakes a constitutionally protected action.11

Explicit obligations, on the other hand, compel certain actions. Just as a constitu-
tional right to do a j can be thought of as a substitute for a provision requiring that
any future restrictions on a j imposed by the community be unanimously approved, a
constitutionally mandated obligation to do a j is a substitute for a provision requiring
that all future exemptions to this obligation be unanimously approved. Both need to
be defined only in situations of conflict. There is, however, a very important differ-
ence between a right and an obligation. A right allows an individual the freedom to
do a j , but does not compel this choice. The individual remains free to do a j or not.
Thus a right extends and strengthens the blanket freedom to do as one chooses that
a constitution should provide.

An explicit obligation compels a j . The individual is left no choice. Such com-
pulsion is needed because the actor is made worse off to benefit the rest of the
community, that is, only in a situation of conflict. Thus, an obligation is a form of
slavery to the community. One expects, therefore, in communities where individu-
als perceive significant gains from allowing people the freedom to make their own
choices, the number of rights to act defined in the constitution greatly exceeds the
explicit obligations to act.

26.8 Constitutions: contracts or conventions?

The idea that a constitution is a kind of contract among the members of a community
to establish institutions of government can be traced back at least as far as Thomas
Hobbes (1651) and, as already noted, has featured prominently in the public choice
literature beginning with Buchanan and Tullock’s The Calculus of Consent. This
view of constitutions as contracts has been seriously challenged by several writers in
the last decade, who prefer to think of it as a convention or device for coordinating the
actions of members of society.12 Although the issue is partly one of semantics, more
is at stake than just the proper use of words, since underlying the two perspectives are
somewhat different perceptions of what constitutions are and what they accomplish.
We shall pause, therefore, to examine the reasoning behind the two perspectives.

26.8.1 Constitutions as contracts

Following Hobbes constitutional contracts are often seen as agreed to in a state
of anarchy (e.g., Buchanan, 1975a). Let us imagine, therefore, a small community

10 For further discussion of these issues, see Mueller (1991, 1996a, ch. 14).
11 The word “rights” is often used today in reference to entitlements. Such “economic rights” can also be defended

as constitutional provisions. Here the definition of an action must encompass obtaining needed medical care,
an adequate diet, and so forth. See Mueller (1991, 1996a, ch. 16), and discussion in Chapter 3 of this book.

12 See Hardin (1989, 1990); Ordeshook (1992); Binmore (1994, pp. 28–31); Kolmar (2000); and Filippov,
Ordeshook, and Shvestova (2001).
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living in anarchy that considers creating political institutions to facilitate making
future collective decisions. The community is small enough so that all members can
meet in assembly, and it meets to draft a constitution. It is soon decided that future
collective decisions will also be made in an assembly composed of all members of
the community. The question of the voting rule to be used in the future takes more
time to resolve. Some favor the simple majority rule, others a three-fourths majority,
a few full unanimity. After much debate the assembly agrees – unanimously – to
require a two-thirds majority for all future collective decisions.

Why might the community require that the choice over the future voting rule be
unanimous at this first meeting? There are at least two reasons. The first is to solve
the infinite regress problem. What voting rule should be used to choose a voting
rule? If the community can unanimously agree on a voting rule for making future
collective decisions the infinite regress is broken.13 The second reason for requiring
unanimous agreement at the constitutional stage is to increase the likelihood of
future compliance with the constitution’s provisions. If the two-thirds majority rule
is chosen, then there will be some people who are harmed by future collective deci-
sions. How can one be sure that they will go along with the community’s decision?
The answer, of course, is that one can never be sure, but the likelihood is higher
if the losers on a future decision agreed to this choice of voting rule, because in
agreeing they endorsed a procedure that they knew would allow some people to
be harmed by collective decisions and at least implicitly agreed to be among those
harmed.14

To further enhance the likelihood of compliance, one could well imagine all
members of the community signing the constitution after it was voted upon, just
as they would sign a private contract. In engaging in this symbolic act each citizen
would further commit herself to abide by the constitution.

This point might be buttressed by drawing an analogy between constitutions and
marriages.15 Today a man and woman often live together for several years without
being married, and then decide to marry even though this act will not alter their day-
to-day life-style. Why do they go through the bother and expense of a formal mar-
riage? One explanation is that they have decided to make a deeper commitment to the
relationship, and to symbolize this deeper commitment by formally wedding. By so
doing they both signal to one another a willingness to live together for a long period of
time, “for better or worse,” and so on. Signing the marriage contract may strengthen
each party’s commitment to the relationship, just as signing a constitution –
or voting to ratify one – might strengthen each citizen’s commitment to it. For
some people such symbolic acts have meaning.

In communities that are too large to function solely as direct democracies, a
second form of compliance problem arises. How can one ensure that the future
representatives of the citizens will make decisions that advance the citizens’ interests

13 See Buchanan and Tullock (1962, pp. 6–8).
14 Rawls (1971) is much concerned about the question of ensuring compliance in his theory of the social contract,

as is Buchanan (1975a) in his Hobbesian theory of constitutions.
15 Although highly critical of the contractarian approach to constitutions, Filippov, Ordeshook, and Shvestova

(2001) draw the same analogy.
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and not simply their own? Here again we can think of a constitution as a contract, but
now as a principal–agent contract. As in all principal–agent contracts the question
of creating the proper incentives for the agents is salient. Competitive elections are
one obvious device – constitutional checks and balances another.

Thus, the constitution-as-contract approach to constitutional analysis can be seen
to have three possible conceptual advantages: (1) it solves the infinite regress prob-
lem of the choice of voting rule, (2) it gives a motive for why citizens might comply
with the constitution, and (3) it highlights the principal–agent nature of representa-
tive government and the need, therefore, to design institutions that align represen-
tatives’ interests with those of the citizens.

26.8.2 Constitutions as conventions

Ordeshook is concerned with a different sort of infinite regress problem from the
one described above.

But if contracts ensure that people do things that they would not otherwise do,
it is difficult to isolate the ultimate source of a constitution’s durability. Are its
provisions enforced by yet a second contract, that is enforced by a third, and so on?
Are they enforced from within, by the police, the courts and the military? Or must
they be enforced by force to be administered by an oligarchy that stands removed
from constitutional limits? The answer to the first question is obviously “No,” the
second question merely pushes the problem back a step so that we must ask, “How
are the provisions enforcing those enforcement mechanisms enforced?”

Ordeshook (1992, p. 144)

According to Ordeshook the only solution to this infinite regress problem is for
the constitution to be self-enforcing. The constitution must consist of a set of devices
or conventions, which provide the proper incentives for their self-enforcement.16

All of those who reject the constitution-as-contract perspectives emphasize the
game-theoretic nature of the problem of constitutional design. Society confronts a
plethora of recurring social dilemmas, and it must somehow settle in on one of the
many possible equilibria to these supergames. A constitution is a mechanism, a set
of conventions, that selects the equilibria.17

A frequently used example of a convention is whether a community drives on
the right or left side of the road. Young (1993) has employed evolutionary game
theory to demonstrate how a community would converge on one of the two possible
equilibria in a supergame, even without any communication among the citizens.
Such convergence is likely to be much quicker, however, if the citizens do commu-
nicate. Imagine, therefore, that the automobile is about to be introduced into our
small community. It has observed what has happened in other communities when

16 See also Filippov, Ordeshook, and Shvestova (2001, especially ch. 5).
17 Given his emphasis on game theory as a tool for analyzing constitutions, one might expect Cooter (2000)

to commit himself to the constitutions-are-conventions position. But he also recognizes the advantage of the
constitutions-are-contracts idea in fostering compliance (pp. 273–6).
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the automobile was introduced, and wishes to avoid the many accidents that occur
through its anarchic use. A meeting is called to decide which side of the road cars
should drive on.

As each person enters the meeting she has a preference for either the right side
or the left. Each also knows, however, that if her favored side is not chosen her loss
will not be great. The first decision that the meeting must make is to choose a voting
rule for making the choice of road side. The community unanimously agrees to use
the simple majority rule for this choice, because no one wants to spend a lot of time
deciding this issue. A motion is then made, a vote taken, and a side of the road is
chosen. The meeting is over quickly.

This simple example illustrates the main characteristics of the constitutions-are-
conventions perspective. There are multiple (two) equilibria from which to choose.
Once a selection is made, the rule becomes self-enforcing. No one has an incentive
to break the convention. Note also that there would be little gained in thinking of this
decision as being some sort of contract. It would be far less likely than in the first
example that anyone would suggest that everyone should sign a proclamation that
all citizens should drive on the left side of the road. No symbolic acts of commitment
are needed because of the self-enforcing nature of the convention.

26.8.3 Discussion

Constitutions are contracts. Constitutions are conventions. Both statements are
metaphors, and like all metaphors neither one is literally true. On the other hand, each
does connote a set of ideas that helps reveal important underlying characteristics of
constitutions. Constitutions resemble both contracts and conventions.

A provision in a constitution that the head of state should be elected every four
years fits the metaphor that constitutions are conventions nicely. There are a variety
of terms of office that might be chosen – three years, four years, life. Each can be
thought of as resulting in a different long-run equilibrium. By establishing four years
as the convention, the constitution effectively selects one of these equilibria. Once
it becomes established, it is likely to be self-enforcing. There are many elements in
most constitutions that resemble this one.

Now consider, however, a constitutional ban of divorces. Such a provision does
not seem to be reasonably characterized as a convention. Certainly it is not likely
to be self-enforcing. At some time, some people are likely to want to get divorced,
and if this provision of the constitution is to be enforced it will have to be by the
police, the courts, and/or the military. If the constitution includes provisions like
this one it will also have to create agencies to enforce them, and the infinite regress
problem described by Ordeshook raises its ugly head. Once the police, courts, and
military can prevent divorces, what stops them from preventing the use of birth
control devices, sexual relationships out of marriage, and many other actions that
are not banned in the constitution?

All constitutions contain provisions that require enforcement agencies for them
to be effective. Their inclusion in the constitution immediately thrusts the citizenry
into a principal–agent relationship with the state, and the metaphor of constitutions
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as contracts begins to have value. Why would a community ever ban divorces?
Why would a community ever ban slavery? The two-stage theory of constitutions
presented in this chapter gives some insight into possible answers to these questions.
A community might ban divorces or slavery if it believed that the future gains to
anyone seeking a divorce or wishing to own slaves would be very small relative to
the losses imposed on others by these actions. When placing such provisions into the
constitution, the citizens must also create agencies to enforce these bans, and thus
also include provisions that give the agents incentives to abide by the constitutional
contract. The principal–agent nature of the constitutional contract must be faced
head on.18

One danger in thinking of constitutions as self-enforcing conventions is that one
obtains the impression that these “mechanisms” or “devices” for coordinating ac-
tions will – if properly designed – run forever. The value of thinking of them as
contracts is that one recognizes that contracts often need to be rewritten to reflect
changing situations, and one immediately identifies who it is that should do the
rewriting. If the community thought when it first wrote the constitution 200 years
ago that a ban of divorces should be included, and today it feels differently, then it
should meet again and change the constitution. This in turn implies that when the
constitution is first written, provisions should be made that allow the community to
rewrite the constitution as conditions change.19 In contrast, the metaphor of consti-
tutions as conventions connotes an evolutionary process of selecting conventions
and equilibria, which is somehow out of the hands of the citizens.

Although all constitutions have the attributes of both contracts and conventions,
they differ in the extent to which they exhibit these attributes. The British Consti-
tution comes closest to resembling a set of conventions that serves to coordinate
the political activity of the nation. Except for the signing of the Magna Carta at
Runnymede in 1215, there are no “constitutional moments” in British history which
might be identified as instances of contractual agreement among the citizens.20 The
unwritten nature of the British Constitution gives it a great deal of flexibility in
responding to changes in the environment. Over time the convention has evolved
that a national election must be held at least once every five years, but in times
of war or national crisis national elections have occasionally been suspended. The
British Constitution is a flexible and evolving set of conventions.

In contrast U.S. history does contain that great “constitutional moment” at the
end of the eighteenth century, when the U.S. Constitution was written and ratified.
The quotation from Thomas Paine at the opening of this chapter reveals that he
thought of the Constitution as a “compact,” and this was probably true for many of
those involved in its writing and ratification. Many Americans today probably also

18 The problem of constraining the agents in government is central in the contractarian approach to constitutions of
Brennan and Buchanan (1980, 1985). Merville and Osborne (1990) also stress the principal-agent nature of the
constitutional contract, and emphasize that the contract must be self-enforcing. Thus, the need for constitutions
to be self-enforcing is not what divides the contractarians and the conventiontarians.

19 See my proposals in Mueller (1996a, ch. 21). One of the great weaknesses of the U.S. Constitution has proved
to be the difficulty of changing it. See Ackerman (1998).

20 Even the signing at Runnymede involved only the king and some barons.
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feel that they are willing parties to this compact owing to the illustrious status of
the “Founding Fathers.” And this sense of belonging may help explain the reverence
with which so many Americans hold their Constitution and thus its durability.

26.9 Conclusions regarding two-stage theories of social choice

In this chapter we have described the basic elements of a two-stage theory of social
choice, where decisions in the first stage are made behind a veil of ignorance, while
decisions in the second stage are made with each individual in full knowledge of
her personal preferences. We have seen that the implications of this theory depend
crucially on the nature of the uncertainty assumed in the first stage. If participants
at the constitutional convention can envisage the utilities of every future individual
for every possible future action, and are uncertain only with regard to which of these
future individuals they will be, they can write all rules governing future actions into
the constitution. Postconstitutional politics disappears, and the constitution maxi-
mizes a Harsanyian social welfare function. Government will not disappear entirely,
because individuals in the postconstitutional stage may have incentives to disobey
the stipulations of the constitution, and such cheating must be punished. However,
no additional collective choices and thus political institutions need be defined.

On the other extreme, if the constitution framers lack all information for calcu-
lating future probabilities and utility payoffs, they are incapable of writing rules
into the constitution that will maximize their expected utilities. They are then thrust
into Rawls’s world, and some additional normative principles – like Rawls’s two
principles of justice – must be invoked to select political institutions for making
future collective choices and resolving future conflicts.

If the middle degree of uncertainty is assumed – individuals can judge the likely
utilities associated with different future actions, but cannot determine the numbers
of individuals who will benefit or be harmed by each action – it may be possible
to select voting rules to reveal this information in the postconstitutional stage. It
is in this middle area of uncertainty that the principles of public choice come into
play. Implicitly it was this middle degree of uncertainty that Buchanan and Tullock
(1962) assumed in their analysis of the choice of voting rules and other political
institutions at the constitutional stage.

Although we have been able to derive some very precise conditions for the selec-
tion of a particular voting rule or the specification of a right to act, we have done so
under rather restrictive assumptions – there are only two groups of individuals, they
are able to make interpersonal cardinal utility comparisons, and so on. If we were to
expand the number of groups with different preferences our ability to define voting
rules that would maximize the expected utility of someone at the constitutional stage
would decline rapidly (Mueller, 2001). Thus, the real lesson to be learned from this
exercise is not that it is possible in a utilitarian theory of constitutions to derive con-
ditions under which a voting rule like the simple majority rule is optimal, but rather
how restrictive the assumptions are that one must make to accomplish this task.

On the other hand, we have also limited consideration to the family of qualified
majority rules running from dictatorship up to unanimity. The potential for
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specifying voting rules that maximize the expected utility of someone at the
constitutional stage is greatly enhanced once one allows the constitution framers
to consider some of the procedures for revealing individual preferences that have
been invented. For example, the point voting procedure discussed in Chapter 8 can
be designed to maximize a Benthamite SWF and thus would be an attractive option
for individuals at a constitutional convention who wished to select a voting rule
that would reveal their preferences for public goods issues in the postconstitutional
stage. Under the assumptions that support the probabilistic voting model discussed
in Chapter 12, a set of electoral rules that would produce a two-party system would
also maximize an SWF. In the forty years since Buchanan and Tullock wrote The
Calculus of Consent public choice has produced a wide range of candidates for
institutions that could be chosen by a group of individuals who sought to write a
constitution to maximize their expected utilities when they were uncertain of their
future positions under the constitution.21

26.10 From the normative, two-stage theory of constitutions
to hypothesis testing

As noted at the beginning of this chapter, Buchanan and Tullock’s The Calculus of
Consent can be regarded as both a normative and a positive theory of constitutions.
Most of the analysis of two-stage theories of constitutions has tended to be nor-
mative, and that has been the approach taken in this chapter. Before leaving these
two-stage theories we shall briefly discuss the extent to which they can or have been
tested empirically.

There are two ways of thinking about testing the implications of constitutional
theories. The first is to think of them as theories about how political rules or insti-
tutions translate into outcomes.

Rules −→ Outcomes.

Much public choice can be regarded as developing and testing theories about this
aspect of constitutional political economy. For example, the theories of how differ-
ent electoral rules determine the number of parties represented in the legislature
discussed in Chapter 13 fall into this category. Whether or not a country has a two-
party or a multiparty system, or a presidential or a parliamentary system in turn will
affect the size and composition of its governmental outlays.22

The second way to think about constitutional theories is as theories about how
individual preferences translate into political rules, where the relevant preferences
in this case pertain to the individuals who write the constitution.

Preferences −→ Rules.

It is this way of viewing the theory of constitutions that is most closely related to
the two-stage theory outlined above. For example, the two-stage theory of consti-
tutions predicts that individuals place rights to undertake specific actions into the

21 See Mueller (1996a).
22 See Persson and Tabellini (2000a) and the discussion in ch. 21.
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constitution if they envisage significant losses to those prevented from undertaking
the action relative to any externality it might cause, and if they are uncertain over
whether it will be they or someone else whom the community might try to prevent
from undertaking the action. The United States was settled in part by people who
had escaped from religious persecution in Europe, and at the time its constitution
was written, many might still have feared that some future majority might try and
prevent them from practicing their religion and thus that the freedom to do so re-
quired protection in the constitution. Similarly, many had been subject to arbitrary
arrest under British rule and thus might also have felt uncertain about this sort of
danger. The existence of several of the rights to act protected in the Bill of Rights of
the U.S. Constitution is easily accounted for by the two-stage theory of constitutions.

Slavery also has the characteristics that would from the theory lead us to anticipate
a constitutional ban against it – large expected utility losses for those prevented from
acting, and relatively small gains from those benefiting from slavery. Why then did
the U.S.Constitution originally fail to ban slavery? The obvious answer is that there
was no uncertainty among those who wrote and ratified the Constitution about
their ever becoming slaves in the future. Uncertainty about future position – real or
self-imposed – is an essential element in the two-stage theory of constitutions.

McGuire and Ohsfeldt (1986, 1989) and McGuire (1988) have had some success
in explaining voting at the Philadelphia Convention and at the ratifying conventions
in terms of the self-interest of the participants. Although some of their interpretations
of the data can be questioned (Mueller, 1996a, pp. 62–3), they provide convincing
evidence that the Founding Fathers of the United States did not suppress all aspects
of narrow self-interest when writing and ratifying the Constitution. Unfortunately,
constitutional conventions are such rare events that empirical testing of hypotheses
about voting on constitutional provisions is likely to remain an “infant industry” in
the public choice field.23
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CHAPTER 27

Liberal rights and social choices

. . . there is a sphere of action in which society, as distinguished from the individual,
has, if any, only an indirect interest; comprehending all that portion of a person’s
life and conduct which affects only himself, or if it also affects others, only with
their free, voluntary, and undeceived consent and participation.

. . . there is . . . in the world at large an increasing inclination to stretch unduly the
powers of society over the individual, both by the force of opinion and even by that
of legislation; and as the tendency of all the changes taking place in the world is
to strengthen society, and diminish the power of the individual, this encroachment
is not one of the evils which tend spontaneously to disappear, but, on the contrary,
to grow more and more formidable.

John Stuart Mill

In Chapter 26 we illustrated why individuals might choose to define certain rights
to act in the constitution. The existence of these sorts of constitutionally protected
rights is often regarded as an essential prerequisite for a free society. Such rights
protect the liberty of all citizens and are associated with classic definitions of
liberalism as put forward by John Stuart Mill (1859). In a short note published in
1970, Nobel prize-winner Amartya Sen (1970b) explored the notion of liberalism
from a public/social choice perspective. This note proved yet another impossibility
theorem of the Arrow variety, and precipitated a lengthy and often vigorous debate
over both the implications of the theorem and the concept of liberalism itself. In
this chapter we explore some of the issues raised in this debate. We begin with the
theorem itself.

27.1 The theorem

Arrow’s theorem states that it is impossible to satisfy four reasonable constraints
on the social choice process without making one person a dictator over all social
choices (see Chapter 24). Sen (1970a,b) sought to allow each person to be dictator
over a single “social” choice, for example, the color of paint in one’s own bathroom,
and arrived at yet another impossibility theorem.

More specifically, Sen (1976, p. 217) set out to find a social decision function
that would satisfy the following property:

Acceptance of personal liberty: there are certain personal matters in which each
person should be free to decide what should happen, and in choices over these

643
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things whatever he or she thinks is better must be taken to be better for the society
as a whole, no matter what others think.

He formalizes this condition by allowing each individual to be decisive for the
social choice over one pair of alternatives, and shows that this condition, unrestricted
domain, and the Pareto principle are sufficient to produce a cyclic social decision
function (1970a,b). The theorem is remarkable, as in the Arrow case, in that it
achieves so much from so few constraints. Neither transitivity (only acyclicity) nor
the independence of irrelevant alternatives is involved (but see below).

Sen illustrates his theorem with the following example: a copy of Lady
Chatterley’s Lover is available to be read and the following three social states are
possible:

a. A reads Lady Chatterley’s Lover and B does not.
b. B reads Lady Chatterley’s Lover and A does not.
c. Neither reads it.

A, the prude, prefers that no one reads it, but would rather read it himself than
have B read it. Lascivious B prefers most that prudish A read the book, but would
rather read it himself than see it left unread, that is,

for A: c P a P b, and
for B: a P b P c.

Invoking the liberal rule to allow B to choose whether he reads the book or not
results in

b P c.

Doing the same for A results in

c P a.

But both A and B prefer a to b; thus, by the Pareto principle,

a P b

and we have a cycle.

27.2 Resolving the paradox

27.2.1 Rights over Pareto

There are several ways out of or around the paradox, of which we discuss three.
Sen’s own preferred solution is to require that the Pareto principle defer to liberal

rights in certain situations.

Let me be “prude” (Mr. A) . . ., while you are “lascivious” (Mr. B). I would rather
not read the stuff by myself (i.e. I prefer c to a), and I would rather you would
not (i.e. I prefer c to b), but I decide to “respect” your tastes on what I agree is
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your benighted business (while wondering whether “respect” is quite the word),
conceding that my preference for c over b be ignored. My dislike of your floating
over “muck” was so strong that I would have preferred to read the work myself to
stop you from falling into this (i.e., I preferred a to b), but being a consistent kind
of man, I notice that, if I insist that my preference for c over a should count as well
as my preference, for a over b, then there is not much point in my “renouncing” my
preference for c over b. So I may decide not to want my preference for a over b to
count, even though the choice over the pair (a,b) is not exclusively your business.

On a similar ground, you might not want your preference for a over b to count,
since you do wish your preference for b over c to count and decide not to want
that your preference for a over c should count (since it is my business). But the
Pareto preference for a over b is built on counting my preference and yours over
a and b (Sen, 1976, 1982, pp. 313–4; case designation altered to conform to our
example).

Thus, Sen solves the paradox by assuming that the individuals, although meddle-
some in nature, have liberal values that they impose upon themselves so that parts
of their preferences “do not count” or receive “different weight.” Liberal B might
state, for example, that the only choice relevant for him is b or c, and state

liberal B b P c

while liberal A states

liberal A c P a.

The social ordering is now transitive with the liberally constrained outcome being
the plausible one that B reads LCL and A does not.

Sen chooses to treat the meddlesome preferences of A and B as in some sense their
“true” preferences for the purposes of defining Pareto optimality, with liberalism
a constraint or weight placed on true preferences. Alternatively, one could regard
meddlesomeness and liberalism as both attributes of a single set of preferences with
one dominating the other (Mueller, 1996b).

Liberal A might simply state that if B prefers reading LCL to not reading it, A as
a liberal is willing to respect that choice so that his ordering of b and c becomes

liberal A b P′c

and likewise for liberal B

liberal B c P′a.

Prudish A would rather not read the book

for A: c P′a

while lacivious B rather would

for B: b P′c.

Combining their liberal preferences over what the other person does and their per-
sonal preferences with respect to their own actions, we obtain for both prudish A
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and lascivious B:

b P′c P′a.

If A and B are liberals, they unanimously agree that the best social outcome is
for lascivious B to read LCL, and for A not to read it.1

Thus, the same outcome emerges if we assume liberalism is a part of a person’s
preferences or a constraint upon them. Which way one views the problem is an issue
of methodological preference (Mueller, 1996b). I enjoy a cigarette after dinner, and
always smoke one when I dine alone. But tonight I am dining with you, and you
are offended by the smoking of others. I choose not to smoke. Is this choice best
described as the unconstrained maximum of my utility function, which includes as
arguments both my pleasure from smoking and my displeasure from watching your
reaction to my smoking, or as the maximum to my utility function that includes only
my pleasure from smoking, but with the solution being derived under the constraint
that I not cause you discomfort?

Our first solution to the liberal paradox solves the paradox by assuming that
the individuals themselves are willing to behave in such a way as to avoid what
would otherwise be a paradox. Were individuals resolutely selfish and meddlesome,
a conflict between liberal principles and Pareto optimality would remain. But if
both individuals’ behaviors (preferences) are controlled by liberal principles, no
inconsistency with an (un)constrained Pareto principle arises. The next solution to
the paradox relies entirely on the selfish interests of the individuals.

27.2.2 Pareto trades of actions

As the original example was posed, it appears as if there is but one copy of the book
to read, and the collective choice to be made is over who should read this book. This
makes somewhat artificial the presentation of this choice to both individuals, since
both cannot decide to read the book at the same time. If there is but one book to
read, the decision of who reads it is obviously a collective decision from the start,
and cannot be a purely personal matter for both individuals at the same time (see
Buchanan, 1996; de Jasay and Kliemt, 1996).

This difficulty can be gotten around by assuming that the book is available to
both, and redefining the liberalism axiom to require that each individual is decisive
over an element pair (whether he reads Lady Chatterley or not) in all possible social
states, that is, independent of the other’s choice.2 The decision options can now be
illustrated by Matrix 27.1 in which the possibility

d. Both A and B read Lady Chatterley’s Lover

has been added. Whereas Sen’s condition grants A the choice of either row given
that B is constrained to the first column, the modified liberalism condition gives A

1 Resolution of the paradox does not require that both individuals be liberals, but the social outcome can depend
on which individual is the liberal, when only one is (Suzumura, 1978; Austen-Smith, 1982).

2 See Bernholz (1974c); Seidl (1975); Breyer (1977); Craven (1982); Sugden (1985, 1993); Gaertner, Pattanaik,
and Suzumura (1992); Buchanan (1996); Fleurbaey and Gaertner (1996); Pattanaik (1996); and Suzumura
(1996).
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Matrix 27.1.

B, the lascivious

Does not Reads
read LCL LCL

Reads LCL a d
A, the prude

Does not c b
read LCL

the choice of row regardless of what column B chooses, and assigns the analogous
right to B with respect to the choice of column.

Since this new liberalism condition is stronger than Sen’s, it obviously does not
overturn his theorem. Applying the condition to A, we have

(c, b) P (a, d)

and from B’s preference ordering

(d, b) P (a, c).

The intersection of these two choice sets is b, which is Pareto inferior to a. Notice
that Pareto-optimal a is the only social state ruled out entirely by the application of
this modified liberalism principle.

Although this new liberalism principle does not solve the liberal’s paradox, it does
suggest a way out of it. Matrix 27.1 is a prisoners’ dilemma matrix, and the Pareto-
inferior outcome at b comes about from each individual’s independent decision to
exercise his own liberal rights without regard for the externalities that this decision
inflicts on the other (Fine, 1975; Buchanan, 1996). A way out of the dilemma, as in
the case of other externalities, is to invoke another liberal axiom – all individuals are
free to engage in mutually beneficial trades – and allow A and B to form a contract
in which B agrees not to read the book in exchange for A’s reading it (Coase, 1960).
The power to form such contracts requires that the liberalism axiom be redefined
to allow an individual either to exercise his assigned right or trade it away, that is,
agree not to exercise it.3

Sen (1986, pp. 225–8) raises two objections to allowing individuals to trade away
their liberal rights to achieve Pareto optimality. First, if A and B have liberal values,
they might refuse to form such a contract despite its seeming attractiveness. The
inherent intrusiveness of the contract may be such an afront to A’s and B’s liberal
beliefs that they refuse to join the contract, even though they would experience higher
utilities if the provisions of the contract were to arise without their having to join it.4

In this case, the only possible resolution of the paradox is Sen’s preferred solution,
namely, if liberal values dominate pure selfish preferences. Whether one regards this

3 See Gibbard (1974), Kelly (1976), Buchanan (1996), Nath (1976), Breyer (1977), Barry (1986), Harel and
Nitzan (1987), Hardin (1988), de Jasay and Kliemt (1996), and Bernholz (1997a).

4 See also Suzumura (1991, 1996) and Sen (1992, 1996).
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solution as a violation of the Pareto principle or a consistent application of it still
depends, however, on the methodological choice of incorporating an individual’s
liberal values into her preferences, or treating them as a constraint upon them.

Sen’s second objection to the efficient-Pareto-trades resolution of the paradox is
that the needed contract is difficult if not impossible to enforce. Prudish A may
feign reading the book but avert his eyes at the juiciest passages. Lascivious B may
surreptitiously devour a purloined copy of the book. Moreover, the enforcement of
such a contract by even an impartial third party would in itself violate liberal values
in a most fundamental way. Consider just how carefully and continuously B would
have to be monitored to ensure that he never read the book.

This second objection to the trading solution to the paradox is certainly valid, but
in accepting it the paradox in not achieving Pareto optimality becomes less paradoxi-
cal. We have seen in our discussion of externalities and public goods in Chapter 2 that
Pareto-optimal allocations of resources are always in principle attainable through
unanimous agreements among all concerned parties. “All” that stands in the way of
reaching these agreements are transaction costs. The failure to achieve potentially
Pareto-optimal allocations due to transaction costs does not constitute a paradox. It
is a fact of our collective lives. Indeed, one might better describe the resulting allo-
cations as Pareto optimal given the existence of transaction costs (Dahlman, 1979).

The costs of making and enforcing a contract to produce the Pareto-preferred
outcome a could prevent its realization even in the absence of liberal rights. If
every decision as to who reads what had to be made as a collective agreement
between A and B and neither had the right to do anything on his own, the prisoners’
dilemma nature of their preference structure would still provide incentives for both
to cheat on the agreement to obtain a. The problem of enforcing such a contract
exists with or without the assignment of liberal rights.

27.2.3 Pareto trades of rights

The resolution of the liberal paradox discussed in the previous subsection envisages
individuals being assigned rights, and contracting away their freedom to exercise
their rights or not – individuals trade away their freedom to act. Harel and Nitzan
(1987) have proposed a resolution of the paradox that allows individuals to trade
their rights away.

To see what is involved, assume again that there are two individuals, A and B,
and four possible states of the world:

x . A eats an apple, and B does not eat an apple
y. A eats an orange, and B does not eat an orange
z. B eats an apple, and A does not eat an apple

w . B eats an orange, and A does not eat an orange

A prefers eating an apple to eating an orange, and prefers seeing B eat an orange
to B’s eating an apple. That is, A’s preferences are

for A: x P y P w P z
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B’s preferences, on the other hand, are

for B: w P z P x P y.

As with Sen’s theorem, a person i has a liberal right to decide between the two
states of the world (u, v), if {u P i v} → {u P v}, and {v Pi u} → {v P u}. Each per-
son assumes that all states of the world, which she is unable to control by exercising
her preassigned rights, are equally likely. Under this assumption, a right over the
pair (x, z) is more valuable for A than a right over the pair (x, w), since A prefers
w to z. If A has the right to decide between the (x − z) pair, she can make sure
that her least preferred state of the world does not occur. Thus, each person can
be viewed as having preferences defined over the assignment of rights. If then, we
allow individuals to exchange these rights, they may be able to achieve superior
outcomes – they may be able to avoid the liberal paradox.

To illustrate, assume that A is initially given the right to decide the (y, w) pair
and B the (x, z) pair. A can decide whether she eats an apple or B does. B gets
to decide who eats the orange. A prefers w to z, and thus prefers the right to
decide (y, z) over (y, w). B prefers the right over (x, w) to (x, z). A and B swap
w for z. This results in the new pairs of rights (y, z) for A and (x, w) for B. This
assignment is still not optimal, however, and A and B now trade y for x giving
both the right to choose between their most and least preferred outcomes, that is,
for A (x, z) and for B (w, y). A gets to eat an orange, B an apple. Harel and Nitzan
extend the definition of liberalism to allow for the possibility of trades such as
these, and establish conditions under which this modified definition of liberalism
is compatible with the Pareto principle, unrestricted domain, and the absence of
cycles.5

It should be noted, however, that such trading of rights cannot get around the
problem inherent in Sen’s Lady Chatterley example. Assume again that A’s and B’s
preferences are as follows:

for A: c P a P b P d
for B: d P a P b P c.

Assign A the right over the (b, d) pair and B over (a, c), that is conditional on
B’s reading the book, A, the prude, can choose to read it or not; conditional on A’s
not reading it, B has the right to read it or not. A would like to trade his right over
b for either a or c, but B prefers the right over (a, c) over either (a, b) or (b, c). No
trade is possible.

Note also that A and B cannot both exercise their rights over their assigned pairs
of states of the world, since only one of the four states is possible.6 A cannot choose
not to read the book, while B selects that they both read it. One person’s right must
take precedence over the other’s. Thus, one of the actors must be selected as the

5 See, however, the critiques of Breyer (1990) and Seidl (1990).
6 This difficulty does not arise in Harel and Nitzan’s formulation of liberal rights, as our apple and orange example

illustrates. More than one state of the world is possible, and thus meaningful assignments of rights can be
made.
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social dictator even without invoking the Pareto principle.7 This feature of Sen’s
Lady Chatterley example arises because of his assumption that individuals have
rights over the choice of states of the world. We next consider this assumption in
greater detail.

27.3 Rights over social states versus rights over actions

Sen set up the paradox by formulating the question as a problem of social choice.
As with Arrow’s impossibility result, the question is one of choosing a state of the
world, whereby state of the world we mean a complete description of the position
of everyone in society: A is wearing a blue shirt and reading LCL, and B is wearing
a white shirt and is also reading LCL. It is natural in this context to define rights in
terms of individual choices over states of the world.

Returning to Sen’s original formulation of the LCL example let us define a, b,
and c as social states, such that in

a. A reads Lady Chatterley’s Lover and B does not.
b. B reads Lady Chatterley’s Lover and A does not.
c. Neither reads it.

A is decisive over (a, c) and B is decisive over (b, c). That is to say, given that B
is not reading LCL, A can choose whether or not to read it, and given that A is not
reading LCL, B can choose whether or not to read it.

When rights are defined over social states, they are always conditional. Since
social state b is a complete description of all of the attributes of the environment
and actions of individuals in situation b, giving someone a right to select b or c
must be conditional on everyone in society doing what they are described as doing
in the definitions of b and c. If B somehow manages to get a hold of LCL and read
it, A’s right to choose whether to read the book or not becomes of no consequence,
since it is contingent on B’s not reading it. The conditional nature of rights, and the
presence of option c in both A’s and B’s assigned rights is what bothers Buchanan
(1996) and de Jasay and Kliemt (1996). If A’s right is contingent on B’s not reading
the book, how can we say that B is free – has the right – to read the book or not?

Gaertner, Pattanaik, and Suzumura (1992) point out that this way of formulating
liberalism or liberal rights runs counter to most intuitive notions of rights, namely,
that A is free to read LCL or not independently of what B does. Rights are uncondi-
tional freedoms to act. This more intuitive notion of rights can be best captured by
adopting a game theoretic approach, and defining rights as choices over admissable
actions. In the two-person case, think of A as the row player and B as the column
player. In the normal form of the game, A confronts a matrix containing n possible
actions on his part, aAi , and B confronts the same matrix containing, say, m possible

7 Breyer (1996) criticizes Buchanan (1996) and de Jasay and Kliemt (1996) for thinking of liberal rights, as
defined by Sen, as entitling individuals to make choices for society. Instead, Breyer claims that they are to
be interpreted as a guide for the social planner, who is charged with choosing the optimal social state. This
alternative interpretation does not remove the difficulty, however, since the assignment of rights to both A and
B forces the social planner to favor one of the two persons over the other.
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actions on her part, aBi . If A and B are the only two persons in the society, then
the natural way to think of rights is to assume that A has a right to undertake some
aAi or not to do so, with B having a similar right to some action aB j . If both of
them choose to exercise their rights by undertaking the actions aAi and aB j , then the
social state defined by the joint pair of actions (aAi , aB j ) results. Neither A nor B
has chosen this social state, however, nor does either have a right to choose it. Each
is empowered only to choose one attribute of the resulting social state, namely, his
action in it. As we illustrated with the prisoners’ dilemma matrix in the previous
section, when liberalism is defined in these game-theoretic terms, it remains pos-
sible to construct examples in which the social outcome – the intersection of each
player’s strategy choice – is not Pareto optimal.8

Which way of conceptualizing rights is better? The answer to this question de-
pends in part on the nature of the conditions included in the social-state description
of rights, and in part on our intuitions as to what the word “rights” connotes. In many
contexts our intuitions will normally imply an unconditional freedom to act, as say
in choosing what book to read or what color shirt to wear. In others, a conditional
right may seem more appropriate. X has the right to kiss Y , conditional on Y ’s being
willing to be kissed by X .9

Sen (1996) accepts that treating liberalism as conferring rights to choose actions
rather than social states often comes closer to capturing commonly held notions
about rights, but goes on to maintain that our reasons for defining or defending
rights also sometimes arise out of a concern for the consequences of the actions,
which in turn depend on the characteristics of the social state that arises when each
person chooses a particular action. He gives the following example:

When John Stuart Mill (1859) discusses the liberty of people of different faith to
eat pork, while guaranteeing the liberty of non-Muslims to eat pork (Mill 1859,
pp. 152–5), problems can arise because of a person’s not knowing what each
particular cooked dish consists of. In making sure that the rights of Muslims and
non-Muslims are being respectively realized, we have to go beyond simply giving
each person the freedom of action. The emergence of the right outcome will be
important for the fulfillment of liberty in this case . . .

(Sen, 1996, p. 158)

Thus, in this example Sen is emphasizing that the Muslim’s ability to exercise his
right not to eat pork is contingent in an important way on his knowing the content
of the foods placed before him.

27.4 Liberal rights and obligations

All protections of rights to act imply obligations for the rest of society passively to
allow these actions. My right to read a particular book depends on everyone else not
trying to take this book from me, not gouging my eyes out, and most importantly in

8 See also discussion by Nozick (1974, pp. 165–6).
9 See Sen’s (1992) discussion of examples of rights to sing with a group or have uncovered hair in public.
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the context of constitutionally protected rights, not passing laws that ban the book’s
publication or my reading of it.

In some of his examples, Sen seems to want to go beyond such passive notions of
obligations not to interfere with an action, when it is protected by a right, to a more
active notion of social obligations. In the Muslim example Sen seems to be implying
that society has an obligation to provide the Muslim with information about food
content to ensure that his act of eating has the desired consequence. This more
active interpretation of rights leads directly to what many have called “economic
rights” – providing people with not only the freedom to undertake certain actions,
but also the resources to act. Returning to the reading example, one might argue
that the freedom to read what one wishes is meaningless unless one can afford to
buy books, and thus that society is obligated to couple rights of free speech with,
say, public libraries so that the poor have access to books. The freedom to read what
one wishes is meaningless if one is blind and of modest means, and thus society is
obligated to couple rights of free speech with subsidies for the publication of books
in braille, or perhaps society must hire people to read aloud to the blind. In the
religious context, this might imply society’s building a mosque for the Muslim to
worship in, if none exists. In situations like these, the objective sought in defining a
right is contingent in a nontrivial way on specific elements in the social state, and
these attributes of the desired social state may imply certain active obligations for
society.

Although most people will agree that a right to eat what one chooses is of little
value to a person who cannot afford food, many will at the same time balk at the
notion that all rights to choose actions imply specific, active obligations for society.
Each of us might feel that X is at liberty to travel to the moon, if she so chooses, but
we will object to having to pay for a rocket to improve her chances of completing
the journey safely. How does a society determine which rights to act require active
involvement by society, and which only warrant passive nonintervention? One way
to proceed is obviously to try and determine the benefits for the actor and costs
imposed on the rest of society. This takes us into the kind of welfarist analysis of
constitutional rights in which we engaged in Chapter 26. We close this chapter by
applying that analysis to the question of liberal rights.

27.5 Constitutional rights and liberal rights

The literature on the liberal paradox treats both the assignment of rights and the
preferences of individuals as exogenous. The desirability of enforcing the assigned
rights is taken for granted, and given the assumed preferences a paradox ensues.
From whence come these rights, however? If they are embedded in the constitution,
how was it possible that these individuals ever agreed on the definition of rights?

To see the problem consider again the apple and orange example, but assume
that both individuals have identical preferences, and both prefer eating an orange
to an apple. Then no trade of rights occurs. The person assigned the right to de-
cide who eats the orange will select herself. Moreover, no unanimous agreement
on the assignment of rights at the constitutional stage will be possible, without
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invoking some form of veil of ignorance that conceals the future identities of the
individuals.10

Once we think of rights as being themselves the subject of social choice, as in a
constitution, then the questions arise in the context of the LCL example, of whether
individuals with meddlesome preferences, like the prudish A and lascivious B,
would ever define a right to read a book of one’s choosing, knowing that books like
LCL sometimes appear, or conversely, if a society is sufficiently liberal to protect in
its constitution the right to read what one chooses, is it likely to contain persons with
the meddlesome preferences, which give rise to the paradox? More fundamentally,
we might ask if rational, self-interested individuals were to write a constitution
would they define rights to act that would lead to Pareto inefficiencies?

The theory of constitutional rights presented in Chapter 26 provided an expla-
nation for why rights to act might be singled out for explicit protection by rational
individuals seeking to maximize their expected utilities at the constitutional stage.
Explicit protection is called for when the action is expected to provide a great in-
crease in utility for the actor, but at the same time may generate a negative externality
of sufficient strength to induce some individuals to attempt to prohibit the action
through collective action. Explicit rights protection bars future majorities from at-
tempting to ban the action. Publishing and even reading certain books have led to
efforts to ban these activities in many countries, and one can anticipate that they
would arise again with respect to certain books. If from behind the veil of ignorance
one believed that the utility gains from reading and publishing books were generally
much greater than any utility losses that these activities imposed on third parties,
one would support a free-speech clause in the constitution to protect these actions.

Although some of the examples in the literature on the liberal paradox, like the
original one involving Lady Chatterley’s Lover, relate to actions that are typically
explicitly protected in constitutions, others, like the choice of tiles in the bathroom,
the color of one’s shirt, whether one sleeps on one’s back or not, relate to actions that
are never explicitly protected in constitutions. The theory of constitutional rights
would explain why these actions are not explicitly protected by their being highly
unlikely to generate sufficiently strong negative externalities to induce future efforts
to ban them. Not anticipating that a future majority would ever try to ban people
from wearing blue shirts, the writers of the constitution choose not to protect this
action explicitly.

If we assume that individuals act in their enlightened self-interest when they write
a constitution, and that liberal rights are collectively agreed upon at the constitu-
tional stage by the individuals who will later exercise them, then there cannot be a
conflict between liberal rights and an ex ante application of the Pareto principle. A
constitutional contract unanimously joined by all citizens must be Pareto optimal.
The unrestricted preference domain assumption implies that we cannot assume that
situations like that described in the example involving Lady Chatterley’s Lover will
never arise, however. When they do, a possible conflict between each person’s ex-
ercising her right to read what she wants to read and the Pareto principle cannot

10 Breyer (1990) emphasizes the problem of agreeing to the initial assignment of rights.
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be ruled out. If, for whatever reasons, those involved are unable to circumvent the
Pareto inefficiency through Coasian contracts, a Pareto inefficiency may survive.
Those who propose that liberal values ought to prevail over welfarist calculations
can applaud this outcome. Those who steadfastly defend welfarism can, on the other
hand, still take some solace from the knowledge that such Pareto-inefficient situa-
tions are likely to be rare, if those who wrote the constitution correctly identified
the categories of actions that should be protected by the explicit definition of rights.

Thus, there does not appear to be a fundamental inconsistency between the exis-
tence of rights to undertake certain actions and the assumption that individuals make
collective decisions with the goal of maximizing their utility. Conflicts between the
exercise of liberal rights and the Pareto principle will occur under this interpretation
in only exceptional cases. An advantage to this way of viewing rights is that it allows
us to incorporate them into our rational actor models of collective decisions without
having to modify the basic premises upon which these models rest. Moreover, we
have both a normative theory of rights, based on their contractarian nature, and a
positive theory to the extent that self-interested individuals participate in the process
of defining rights.

Amartya Sen and some of the other participants in the debates over liberal rights
appear to prefer treating rights as principles that cannot be derived from a utility-
maximizing calculus. Rights and the Pareto principle can under this interpretation
come into conflict, and when they do, Sen at least would favor having the exercise of
a right override the Pareto principle. Although this approach has some advantages
insofar as it provides clear prescriptions with respect to the correct social choices
to be made whenever rights are clearly defined, it gives us no indication as to where
rights come from in the first place. Is the choice of one’s shirt color a protected
right? Is it on an equal footing with reading a book of one’s choice, or praying as
one wishes? From whence do such rights arise? The existing literature on liberal
rights does not give us any answers. The constitutional political economy approach
developed in Chapter 26 provides one explanation for and characterization of rights.
This theory does not place rights above the Pareto principle, however, but rather
makes them a consequence of its application at an earlier stage in the collective
decision process.

Bibliographical notes

Sen’s original six-page note posing the liberal paradox has spawned an immense
literature. Sen (1976) surveys the results up through 1976. Wriglesworth (1985)
also surveys the terrain. Pattanaik (1997) reviews the literature along with that
concerning the Arrow theorem. The September 1996 issue of Analyse & Kritik is
entirely devoted to the topic.

For an optimistic statement concerning the potential for embedding liberal values
in a set of democratic institutions, see Riley (1985).
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CHAPTER 28

Has public choice contributed anything
to the study of politics?

The human understanding when it has once adopted an opinion draws all things
else to support and agree with it. And though there be a greater number and weight
of instances to be found on the other side, yet these it either neglects or despises,
or else by some distinction sets aside and rejects, in order that by this great and
pernicious predetermination the authority of its former conclusion may remain
inviolate.

Sir Francis Bacon

In the fifty some years since the field of public choice was launched with the works of
Black (1948a,b), Buchanan (1949), and Arrow (1951), it has grown tremendously in
both breadth and depth. A comparison of the lengths of Public Choice published in
1979, Public Choice II published in 1989, and Public Choice III actually understates
the growth of the field, since the current text leaves uncovered or only lightly covered
a far greater fraction of the literature than did the one published in 1979.

The growth of the literature also reflects a growth in the number of people working
in the field. This growth has been particularly conspicuous in political science. Three
of the major figures in the field – Kenneth Arrow, James Buchanan, and Amartya
Sen – have been awarded Nobel prizes. It would seem reasonable to conclude from
these developments that the experiment of introducing rational actor models into
the study of politics has been a success.

Not all observers would agree, however. From early on, the public choice or
economic approach to politics has had its critics [for example, Stokes (1963) and
Barry (1965, 1970)], and if anything criticism of the public choice approach has
become more strident in recent years. It seems warranted, therefore, before closing
this review of public choice to address some of the criticisms that have been launched
against it. The weary reader will be happy to know that I shall not try to take up
all of the criticisms that have been made against the public choice approach –
that would require a book at least as long as the present one. Instead, I shall focus
upon the attack of Green and Shapiro (1994), two political scientists, since theirs is a
frontal assault on the public choice approach, and it subsumes many of the criticisms
leveled by others.1 Any reader who has been persuaded that public choice does have
something to offer to the study of politics and is not interested in methodological
disputes should skip to the final chapter.

1 From here on I shall refer to the authors as simply G&S with apologies to fans of Gilbert and Sullivan. All
unidentified page references in this chapter are to their book.
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28.1 The failures of rational actor models of politics

G&S

. . . contend that much of the fanfare with which the rational choice approach has
been heralded in political science must be seen as premature once the question is
asked: What has this literature contributed to our understanding of politics? . . . To
date, a large proportion of the theoretical conjectures of rational choice theorists
have not been tested empirically. Those tests that have been undertaken have either
failed on their own terms or garnered theoretical support for propositions that,
on reflection, can only be characterized as banal: they do little more than restate
existing knowledge in rational choice terminology. (p. 6)

To support these claims, G&S focus on three of the classics in the public choice
field: Arrow’s Social Choice and Individual Values, Downs’s An Economic Theory
of Democracy, and Olson’s The Logic of Collective Action. Clearly, if these three
works have not contributed to our understanding of political processes, it is unlikely
that lesser works have done so, and thus it pays to consider whether G&S have
indeed made their case. Have we learned little or nothing over and above what was
already known in political science from these works and the literatures that they
spawned?

G&S examine the empirical support for four predictions, which they claim emerge
from the above three books: (1) that cycling will be widespread in legislatures
(Arrow), (2) that rational citizens will vote only when the expected, instrumental
gains from the outcome of the election exceed the cost of voting (Downs), (3) that
candidates compete in issue spaces and converge upon identical platforms in two-
party systems (Downs), and (4) that rational individuals will not join groups that
provide public goods without selective incentives, that is, that they free-ride (Olson).

G&S argue that the public choice literature has failed to produce much in the way
of empirical support for any of these predictions and, more generally, “has yet to get
off the ground as a rigorous empirical enterprise.” The reason for this is, according
to G&S, that empirical testing of the implications of rational choice models has
suffered from several, fundamental “methodological pathologies” (p. 33). These
include: (1) post hoc theorizing (pp. 34–8). When confronted with evidence, which
is inconsistent with the predictions of a model, the rational choice scholar intro-
duces some auxiliary assumption which “rescues” the theory from being rejected
by the data. G&S use the introduction of a “taste for civic duty” into the Down-
sian rational voter model to avoid the awkward prediction that no one will vote
as one example (p. 50 ff.); (2) formulating untestable theories. “Those who seek
to derive testable propositions from rational choice models frequently find . . . that
these theories are constructed in ways that insulate them against untoward encoun-
ters with evidence” (p. 38); (3) selecting and interpreting the evidence. Rational
choice scholars are accused of searching for evidence that will confirm their theories
(pp. 42–3), of projecting evidence from their theories (pp. 43–4), and of placing arbi-
trary restrictions on the domain over which their theories are applicable (pp. 44–6).
An example of the latter would be an argument that the prediction of free-riding in
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the voluntary provision of public goods is not refuted by individuals participating in
mass demonstrations, since this behavior is “irrational” and thus falls outside of the
theory (p. 88).

Before discussing these criticisms of G&S, it is perhaps worth pausing to consider
what the methodology of the rational choice approach is exactly, and its potential
and limitations.

28.2 The rational choice approach to modeling

The fundamental assumption of the rational choice approach to modeling is, of
course, that people are rational. In most applications of the approach this translates
into assuming that they are maximizers. To be a maximizer you have to have some-
thing to maximize. Thus, before the rational choice analyst begins to model human
behavior, she must decide what it is that the people whose behavior she wishes to
explain are maximizing. She must postulate an objective function.

Now the first thing to note about the necessity to posit an objective function is that
this must come from outside the theory to be tested. Most often the rational choice
analyst chooses the arguments to go into the objective function by introspection or
by simply using the objective function, which has become standard in the literature
(firms maximize profits, workers maximize utility, which is a function of income
and leisure). But she might also consult sociology or psychology to see what is a
reasonable assumption to make about the particular group she is studying. While
some economists might study the Catholic church by positing that it maximizes
profits, and the behavior of priests assuming that they are only concerned about
income and leisure, other more daring and ambitious scholars might try to determine
from other sources what are reasonable assumptions about the goals of these actors.
The rational choice approach does not require that the rational choice scholar refrain
from using knowledge from other disciplines that might help her specify the goals
of indiviuals.

The second step in constructing a rational actor model is to specify what, if any,
constraints exist within which the actor must operate. Once again there are standard
assumptions regarding the choice of constraints in economic modeling (consumers
have limited budgets), but in applying the approach in new areas the analyst will need
to find out what are reasonable assumptions. Here again, appeal to other branches
of the social sciences may be in order.

Once the rational choice analyst has specified the arguments of the objective
function and the relevant constraints, she can maximize this function. This gives
her one equation – the first-order condition from the maximization problem – with
which to make predictions. In some cases, the second-order condition may give
her some additional, predictive power. Still more analytic power can be brought to
bear on the problem if the analyst can assume that the aggregated behavior of all
individuals in the system leads to an equilibrium outcome. This gives the analyst
two equations instead of one, and increases the possibility of deriving refutable
propositions. The great interest of the rational choice analyst in determining whether
political competition is likely to produce an equilibrium or not arises from the greater
predictive content of models with equilibria.
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Armed with these two equations, the rational choice analyst can, ideally, derive
predictions from her model and test them with the relevant data. Very often, however,
the fairly simple objective function specified for the actors and the other elements
of the model lead to rather general predictions. For example, the usual assumptions
that economists make about consumer utility functions lead to the prediction that
consumer demand schedules have negative slopes. Consumers buy more of a good
at a lower price. This is certainly one of the “banal” predictions from rational
choice models that “do little more than restate existing knowledge.” Moreover, any
estimate of the elasticity of demand for a good between −0.001 and −1000 could
be interpreted as “consistent with the theory’s predictions,” and thus support for
rational choice models in general. Such flexibility in empirical testing is part of
what disturbs G&S. To derive more precise predictions, however, one must build
more into the model. How one chooses to modify the model to obtain more accurate
predictions will depend on the questions one wishes to answer with it.

Consider the following example: suppose that an economist at the University of
Iowa decides to estimate the demand schedule for pork in Iowa, and the fraction
of consumers’ food budgets that goes to the purchase of pork. He gathers data on
consumer incomes, prices and quantities of pork sold, prices of substitute products
like beef, and so forth and estimates the parameters of his model. The fit to the data
is so good that he has great confidence in the accuracy of his estimates. He sets up
a consulting firm and begins to use the model to predict pork sales in other states
and countries. He has great success in some states and countries, but the model
does very poorly in explaining purchases of pork in Israel and Egypt. A sociologist
friend of the economist suggests that this may be because the Jewish and Moslem
religions forbid eating pork.

What to do? One possibility would be to refuse to use the model in countries
with large Jewish or Moslem populations on the grounds that it is “irrational” to
allow one’s religious beliefs to affect one’s food consumption and the economist’s
model of demand assumes rational individual behavior. This would be an example of
the kind of domain restriction of which G&S are highly critical. A more pragmatic
response would be to introduce some variables, like the percentages of the population
that are Jewish or Moslem, to account for the differences in “tastes for pork” by
these consumers. G&S would also be unhappy with this amendment to the rational
actor model to improve its explanatory power, and would dismiss it as just another
example of the kind of post hoc theorizing that rational choice scholars resort to
when their models fail to perform well empirically. Their position seems to be
that once the rational choice theorist has constructed a simplified model to explain
one phenomenon – demand schedules have negative slopes – she cannot modify
this model to improve its performance in specific applications. If the only relevant
variables in the simplified model were income and prices, then income and prices
must explain equally well the demand for all groups for all sorts of goods.2

Many economists would agree with them. Extreme in this regard is the posi-
tion of Stigler and Becker (1977), whom G&S cite, who regard any appeal to

2 See the discussion of Chong (1996) and Diermeier (1996).
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changes in preferences to explain anomalous empirical findings as unscientific.
Many economists also regard any assumption about the motives of managers, other
than that they maximize profits, as ad hoc. But some managerial decisions, like pay-
ing high premia to acquire firms in unrelated industries, seem difficult to explain as
attempts by managers to maximize profits. The investment and merger activity of
large corporations is easier to explain by assuming that managers maximize an ob-
jective function that includes the growth of the firm in it, and thus some economists,
like myself, have chosen to posit this sort of objective function when modeling cor-
porate investment and merger activity. Such models are no less a part of the rational
actor literature than are models that assume profits maximization. There is nothing
in the rational actor methodology that demands that we assume that there is only
one argument in an actor’s objective function, and that the analyst is constrained in
her choice of what this one argument should be by the choices made by previous
analysts.

This point is particularly important to keep in mind when considering the appli-
cation of rational actor modeling to politics. What, for example, should the rational
choice analyst assume goes into the objective function of a rational bureaucrat? To
answer this question she can contemplate what goals she would pursue if she were
a bureaucrat, she can consult sociology and psychology books dealing with bureau-
cracies, read Franz Kafka or other novelists who have written about bureaucracy,
and so on. Niskanen (1971), having worked in the Defense Department, came to
the conclusion that bureaucrats maximize the size of their budgets and developed
a theory of bureaucracy based on this assumption. This behavioral assumption is
obviously similar to that mentioned above used to explain the investment and merger
activity of large firms. But it may not explain the behavior of all bureaucrats in all
settings. Perhaps if Niskanen had worked in a different bureaucracy with different
constraints and opportunities, he would have concluded that bureaucrats maximize
leisure, or the probability of not being fired.

Niskanen was the first person in the public choice field to develop a model
of bureaucracy, and many who have followed him have also assumed that bu-
reaucrats are budget maximizers. A number have also claimed to find empiri-
cal support for this hypothesis. We shall reexamine one set of studies that pro-
vides this support below. It would be wrong to argue, however, because Niskanen
was the first to model bureaucratic behavior and he assumed that bureaucrats
are budget maximizers, and because several other studies have made the same
assumption, that the application of the methodology of rational choice requires
that one assume that all bureaucrats maximize their budgets, and only their bud-
gets. It would be equally wrong to interpret any evidence that is inconsistent with
the predictions of a model of budget-maximizing bureaucrats as rejecting both
the assumptions of this model and the rational choice approach to the study of
bureaucracy.

A good positive theory derives strong and refutable predictions from a relatively
small set of assumptions. Arrow’s essay is not intended to be a contribution to
positive theory, and it is a bit misleading to argue against it on the basis of empirical
studies as I shall explain in the following test. Downs’s and Olson’s contributions
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are positive theories and they meet the criterion for good positive theory – they
make strong predictions from a few assumptions – no one votes, two candidates
adopt identical platforms, no one contributes anything voluntarily to the provision
of a public good.3 G&S appear to want to reject both these theories and the rational
choice approach to politics, because the theories’ strong predictions are not born
out by the data. But such a step is premature. Neoclassical economics also makes
strong predictions. Under the assumptions that firms maximize profits and markets
are competitive, for example, all firms should earn zero profits. Should one reject
all neoclassical economics and the rational choice approach to human behavior if
one observes some firms earning positive or negative profits?

Before doing so one must answer three questions: (1) Are the predictions of the
theory so wide from the mark that it is impossible to believe that the theory accounts
for the data? (2) Are there additional, plausible assumptions that one can make which
are consistent with the rational choice methodology and that will account for the
discrepancies between the model’s predictions and the empirical evidence? (Some
markets are not perfectly competitive, some managers maximize objective functions
that include additional or other arguments than profits.) (3) Is there an alternative
theory that explains the data better? Only if the answers to these three questions
are yes, no, and yes is one justified in abandoning the rational choice approach.
G&S claim that this is the case for the theories of Arrow, Downs, and Olson. Let us
examine their arguments further.

28.3 The prediction of cycling

G&S cite Arrow (1951) as the source of the prediction that democracy is unstable,
and in particular that legislatures will be plagued by cycles. As noted earlier, Arrow’s
book is a contribution to normative theory. It makes no predictions about what one
might observe in practice. The impossibility theorem states that it is not possible
to devise a process for aggregating individual preferences that both defines a social
ordering and satisfies the famous five axioms (see Chapter 24). The only empirical
prediction from this theorem that is possible is that any actual system for aggregating
individual preferences must violate at least one of the axioms, assuming, that is, that
the system defines a social ordering. Since it is unlikely that any political system
truly defines a social ordering, that is, a ranking of all feasible social states, no
“prediction” from the theory is truly testable. If, on the other hand, we assume that
all political systems are capable of defining a social ordering, then the theory still
only predicts that at least one of the axioms is violated. It is just as legitimate to claim
that Arrow’s theorem predicts that all political systems will be dictatorships as it is
to claim that it predicts that all legislatures will get caught in voting cycles. Since
until very recently most of the world’s political systems have been dictatorships of
one form or another, it might be argued that this “prediction of the Arrow theorem”
is well supported.

3 Strictly speaking neither Downs’s model of the rational voter nor Olson’s model predict zero participation. The
voluntary-contribution-to-a-public-good model presented in Chapter 2, for example, predicts positive contribu-
tions when the group’s size is finite. See Lohmann (1996).
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When the underlying preferences of the members of a committee are such as to
produce a cycle over all of the feasible outcomes, it would be possible for the com-
mittee to cycle endlessly over these outcomes. Since rational people will not want to
spend endless amounts of time voting on a given set of issues, one expects a commit-
tee made up of rational people to establish procedures that reduce, if not eliminate,
the probability of a cycle. The questions Arrow’s theorem raises about these proce-
dures are, do they in fact eliminate cycles, and if so how? Do they eliminate cycles,
for example, by producing arbitrary outcomes – the outcome chosen depends on the
chance order in which issues come to a vote in a constrained agenda; dictatorial out-
comes as the result of agenda manipulation; or Pareto-dominated outcomes because
the agenda has been so restricted to avoid a cycle that a Pareto-optimal outcome
cannot come to a vote? G&S are highly critical of the efforts by rational choice
scholars to answer these questions. Some of their criticisms are well taken, but they
do not undermine the importance of determining the answers to these questions.
Had Arrow (and Black) not alerted us to the potential for cycling and its dangers,
we would not even be in a position to pose the right questions about the impact of
legislative procedures, let alone answer them.

It should also be noted that cycling can be observed in situations in which political
institutions have not been designed to prevent them. The formation of a cabinet in
a multiparty system has the characteristics of a zero-sum game. There are a fixed
number of cabinet positions, and a majority coalition must form to determine how
the positions are allocated. When an election results in the possibility of three or
more assignments of cabinet seats, the stage is set for a cycle. The frequent turnover
of governments in countries like Italy and Fourth Republic France looks a lot like
what coalition theory leads us to expect in the absence of a core.

Simulation studies indicate that the probability of a cycle rises with the degree
of heterogeneity of the preferences of the committee members, and with the size
of the issue set (see Chapter 4). Thus, the findings that cabinet stability declines as
the degrees of fractionalization and polarization in multiparty parliaments increase
is consistent with what one expects from rational choice theory.4 Cycling can and
does occur in more unstructured settings, and thus it is important to find out if it
occurs in legislatures like the U.S. Congress, and if not why not.

28.4 The predictions of spatial models

The Downsian model of two-party competition with a single-dimensional issue
space predicts that both parties adopt the position favored by the median voter
(see Chapter 11). Most probabilistic voting models of two-party competition also
predict that both parties adopt the same position, although now it is some sort of
mean of the voters’ ideal points (see Chapter 12). Almost everyone probably agrees
that U.S. presidential candidates and the leading two parties in Britain do not adopt
identical platforms. Once again the rational actor model is hoisted with the petard
it has created by making too precise of a prediction. But before tossing aside these

4 See Grofman and van Roozendaal (1997) and Chapter 13, this book.
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models and the rational actor methodology that they employ, let us try to answer
the three questions just posed: (1) Are the predictions so wide from the mark that it
is impossible to accept the theory? (2) Are there additional, plausible assumptions
that one can make that are consistent with the rational choice methodology and will
account for the discrepancies between the model’s predictions and the empirical
evidence? (3) Is there an alternative theory that explains the data better?

Let us start with the first question. How close must the platforms of two candidates
be for us to say that they are close enough to accept the theory? Now the first
problem in answering this question is, of course, that differences between candidate
platforms cannot be measured as easily as, say, distances between vendors on a
beach. Closeness is to some extent in the eye of the beholder, and G&S emphasize
that rational choice scholars are not of one opinion on this matter (pp. 153–4).

Let us leave this measurement problem aside, however, and assume that we can
measure distances between candidates objectively. One way to try and answer the
question of whether the two candidates’ platforms are close enough to one another
to accept rational choice theory is to compare its prediction to that of a competing
theory that does not assume that voters and candidates are rational actors. What is
a reasonable alternative model of two-candidate competition? What is a reasonable
null hypothesis?

Perhaps a good way to begin to answer these questions is to consider the problem
first addressed by Hotelling (1929) in his classic article on spatial competition.
Although Hotelling’s article is often cited as the first spatial model of voting, he did
not set out to examine this problem, but rather a seemingly simpler and yet more
intriguing question – the choice of location of sellers in a spatial market. Imagine
bathers evenly distributed along a straight stretch of beach of length d. Two ice
cream vendors set up stands along the beach. Where does one expect them to set up
their stands?

The simplest hypothesis would be to assume that they choose locations at random.
This would lead us to expect that we would find each vendor at a different location
on the beach each day. The distance between them, b, would be a random variable,
but over time we would predict that the mean of b would equal one half of d.

An alternative hypothesis would be that the vendors seek to minimize the distance
bathers must walk to purchase an ice cream. This might be called “the public interest
theory” of vending.5 This hypothesis leads to the prediction that the vendors locate
their stands one-fourth of the distance from the two ends of the beach. Now we would
predict that the vendors choose the same locations every day, and that b = d/2
every day.

What other predictions are reasonable? If one described this problem to a random
sample of people passing through Times Square, I doubt that many of them would
predict that the two vendors would locate adjacent to one another at the center of
the beach. Yet this is the prediction of the Hotelling model. Suppose now we went
to a beach that was 100 meters long, and observed two vendors located adjacent

5 Hotelling (1929, pp. 52–3) discusses this possibility as the outcome one would expect under socialism and
characterizes it as “an argument to the socialist side.”
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to the center of the beach five meters apart. Would we reject Hotelling’s model
because they were not located literally next to one another, or would we say that the
observed b is so much smaller than 50 (d/2) that we accept the model over its rivals,
leaving open of course the possibility that some other model may come along that
outperforms Hotelling’s in predicting the locations of the two vendors?

Returning to the problem of two-party competition, I suspect that estimates of b
and d for two-party systems would reveal that b tends to be significantly less than
d/2. Is this sufficient for us to accept the simplified version of the Hotelling/Downs
model of two-party competition? For some it will be, for others not. Some will wish
to predict b more accurately and thus will choose to modify the simple version of
the model.

The Hotelling/Downs model assumes that there is but one election, and that
the candidates are free to choose any position in the issue space. In the United
States a person must win two contests to become president – the one to become
the candidate of her party and then the one to become president. A direct extension
of the Downsian model to take into account the nomination process leads to the
prediction that candidates would adopt the position favored by the median voter in
their party to win its nomination, and then move to the median voter’s position in the
full electorate. If one adds the reasonable auxiliary assumption that it is not possible
for a candidate to move all of the distance between the median for her party and
the median for the country during the short span of time between party conventions
and presidential elections, then one reaches the following predictions: (1) prior to
being nominated candidates adopt positions far removed from one another, (2) after
their nominations they move toward the center, and (3) at the election they are
located nearer to one another than when they were nominated, but they still do
not adopt identical positions.6 These predictions would seem to fit the facts of
American presidential elections fairly well. G&S do not discuss these extensions of
the Downsian model by rational choice scholars, but I expect that G&S would also
dismiss this work as “post hoc theorizing.”

In Chapter 19 we discussed one attempt by rational choice scholars to develop
a model of two-party competition that explicitly took into account the ideological
differences between parties, which led them to adopt different policies – namely,
the work of Alesina (1988b) and Alesina and Rosenthal (1995). The Alesina and
Rosenthal model makes some very precise predictions about the patterns of income
growth over the electoral cycle under Republican and Democratic administrations,
and not all their predictions are supported by the data. Yet the model accounts for a
number of phenomena, like the midterm cycle, that other observers of politics have
had trouble explaining.

G&S concentrate on the attempts by rational choice scholars to explain outcomes
in two-party systems. The Downsian spatial model has been adapted to study compe-
tition in multiparty systems, however, with considerable success (see discussion in
Chapter 13). van Roozendaal’s (1990, 1992, 1993) prediction that “central parties”
will always be part of a coalition government is a fairly straightforward extension of

6 See discussion and references in Chapter 11, Section 11.1.
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the logic of the median voter theorem to cabinet formation, and one that has proven
to be accurate roughly 85 percent of the time (Laver and Schofield, 1990, p. 113). Is
85 percent a sufficiently high success rate to vindicate the use of spatial models and
coalition theories to predict cabinet compositions in multiparty systems? Is there a
nonspatial model that does better?

Laver and Shepsle’s (1996) model of cabinet formation extends the median voter
model to a multidimensional issue space, and Schofield’s (1993a,b, 1995) concept
of the “heart” is yet another development using spatial theory and rational choice
models to predict which parties will form the governments in multiparty systems.
The predictive power of these models seems sufficiently strong to warrant retaining
the rational choice approach and spatial theory in the study of multiparty systems –
pending the appearance of models with greater explanatory power that do not employ
this methodology.7

28.5 Predicting voting and free-riding

In Chapter 14 we reviewed the public choice literature explaining voter turnouts.
As the reader will recall, the simple Downsian rational-voter model, in which the
voter weighs the expected benefits from bringing about the victory of his favored
candidate against the cost of voting, does not offer an adequate explanation of why
people vote. Moreover, some of the attempts to modify the theory by proponents
of the rational choice approach raise more questions than they answer. G&S make
much of these failures of the rational choice approach and many of their points are
well taken (pp. 50–68).

G&S also question the empirical support for the prediction, often associated with
Olson (1965), that people will not voluntarily contribute to the provision of a pure
public good, as their receipt of the benefits from its provision are independent of their
contribution. Among the evidence that they cite against the free-rider hypothesis
are the many public good-provision experiments that find participants making far
greater contributions than the rational choice hypothesis predicts.8

There is no question that these sorts of results constitute a great challenge to the
rational choice approach to politics. Many practitioners of this approach have been
disturbed by these findings and have gone to great (excessive) lengths to explain them
away. But the proper response to such contradictory evidence is neither to dismiss
it as irrelevant nor, as G&S would seem to have us do, to discard the rational choice
approach in its entirety. The proper reaction is to reconsider this approach’s premises
and try to determine which of them is sufficiently far from reality to account for the
predictive failures. Once again, it is also necessary to compare the predictive power
of the rational actor model with that of alternative approaches.

What prediction, for example, would a student of politics who is not a follower of
the rational choice approach make as to the likely contribution of someone in a public
goods experiment? One possibility, of course, would be to assume that people do not

7 See also Schofield (1996b).
8 See G&S (pp. 88–93) and our discussion in Chapter 2.
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free-ride. They pursue the public interest rather than their own, narrowly defined
self-interest. If the contribution that maximizes the payoffs to the group is 100,
and the contribution that maximizes the payoff to an individual contributor is 1,
this public interest model would predict an individual contribution of 100. Since
the typical outcome from a public goods experiment is an average contribution of
around 50, the prediction of the public interest model is as far off the mark as is the
selfish-individual, rational choice model. Both need to be significantly modified to
account for the findings in public goods experiments.

Note that both the public interest and the rational choice models assume that
people are maximizing some sort of objective function and thus yield very precise
predictions. Because of their preciseness they are very easy to reject. But before
discarding either model, we must again ask what the predictions of the alternative
models are. If one claims that the nonrational choice approach would predict some
contribution between 1 and 100, one stacks the cards in favor of this approach. And
even this vacuous interpretation of the alternative to rational choice models would
not help us to predict which people would contribute more than 50, which less.9

In Chapter 14 I proposed modeling individual behavior under the assumption
that people acted as if they were maximizing an objective function of the following
form:

Oi = Ui + θi

∑

j �=i

U j . (28.1)

Many sorts of behavior, like individual choices in market experiments, can be
adequately explained assuming θ equals zero. A contribution of 30 by one person
and 60 by another in a public goods experiment would, on the other hand, imply
both positive and different θs for each person.

Of course, such a model would merely allow us to offer a post hoc rationalization
for deviations from the predictions of the selfish, rational actor model, unless we
are able to explain why one person has a θ of 0.3 and someone else 0.6. Moreover,
to construct a general theory that can predict human actions, we would need to
be able to explain why a given individual might behave in one situation as if θ

were zero, and in another as if it were one. Such explanations are more likely to
be found in the field of psychology than in the rational choice literature. The key
difference between such a behavioral approach and the usual application of rational
actor models is that it forces the investigator to examine the past histories of the
people whose behavior he wishes to explain, and not just focus upon the entries in
the different cells of the game’s payoff matrix. Human behavior is viewed as being
adaptive and only approximates the purely forward-looking behavior depicted in
rational actor models.

This adaptive approach would remove some of the surprise from experiments
such as those of Marwell and Ames (1981), who found that graduate students in

9 Strong proponents of the rational choice approach can take solace from the fact that mixed-strategy equilibria
to this sort of game exist in which some participants make contributions greater than one (Lohmann, 1996).
G&S (pp. 125–8) will only lament that this is just another example of the failure of game-theoretic approaches
to generate refutable hypotheses.
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economics contributed significantly less than other students in public goods experi-
ments, or of Blais and Young (1999), who found that Canadian students were signif-
icantly less likely to vote after having listened to a lecture explaining the Downsian
voter model.

Many proponents of rational choice modeling, like Stigler and Becker (1977),
would reject any attempt to improve the predictive power of a rational choice
model by allowing preferences to be malleable, and Riker (1990), whom G&S cite
(pp. 185–6), explicitly rejects behaviorism as an alternative to rational choice mod-
eling. Thus, anyone who would follow the route that I have suggested would take
a long step away from the pure forms of rational choice analysis, and indeed a
step in the direction of the approach advocated by G&S, which tries to identify
“cognitive or social-psychological factors that affect the degree to which actors fol-
low impulse, habit, or the lead of others . . . .” But this approach would not force
one to abandon the search for a universal theory of human behavior, which G&S
would have us do, nor would one have to sacrifice the potential for analytical rigor
that comes by modeling individuals as maximizing explicitly defined objective
functions.

28.6 Can public choice contribute to the positive study
of political institutions?

G&S’s book is filled with examples of empirical studies by public choice scholars
who, G&S claim, made fundamental methodological errors that robbed their work
of scientific value. In closing their book, they offer these scholars the following
advice:

More fruitful than asking “How might a rational choice theory explain X ?” Would
be the problem-driven question: “What explains X ?” (p. 203)

In this section we describe a few studies that have employed the rational choice
approach to explain X and, I believe, have done a relatively good job of it.

In the state of Oregon local school boards are free to spend any amount of money
up to an amount defined by a specific formula. This formula-set limit is called the
reversion budget, R. If a school board wishes to spend more than its R, it must
seek the approval of the voters in its district. Some school boards propose amounts
above their R, some do not. Some proposals are greatly above R, some are not. How
might one predict when a school board would call a referendum to approve a higher
budget, and by how much it would deviate from the reversion level?

Romer and Rosenthal (1978, 1979b, 1982) addressed these questions using the
public choice approach.10 They first had to posit an objective function for the school
board. Following Niskanen (1971) they assumed that school board members were
bureaucrats who maximized their budgets. Romer and Rosenthal then utilized the
median voter model to predict the maximum possible budget a school board could
get approved in a referendum. With these two elements of the model in place, they

10 Their work is discussed in more detail in Chapter 16.
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were able to generate several quite specific predictions as, for example, that the
amount by which a proposed budget exceeds that favored by the median voter will
be higher, the lower R is relative to the median voter’s preferred expenditure; and
that referenda will not be called when R exceeds the expenditure favored by the
median voter. Their predictions were supported by the data.

Note that Romer and Rosenthal committed all of the sins outlined by G&S. They
assumed that bureaucrats were budget maximizers and voters were utility maxi-
mizers. They assumed that the collective choice problem could be analyzed using a
spatial model with a single-dimensional issue space. They invoked the median voter
theorem.

How should one proceed if one does not want to commit these sins? Does one posit
an objective for a school board, and if so, what is it? Lane (1996, p. 123) criticizes
the rational choice approach for assuming “that managers of public enterprises are
motivated by personal self-interest.” Instead, he claims that they internalize the
goals of their organization, citing Wolf (1988) in support. Applying this assumption
to school boards one might assume that each seeks to provide the students in its
district with a “good education.” If so what model does one use to predict the
amount needed in each district? Does one proceed inductively, and set up a probit
model to predict when a school board calls a referendum and collect data on all
possible relevant variables (number of school-age children in a district, income of
the district, and so on). With considerable diligence and luck one might come up
with enough variables to provide a reasonable fit to the data. But one would not
really understand why the school boards behaved as they did. One would also not be
able to pass judgment over whether the school budgets were larger or smaller than
they should be. Indeed, through one’s choice of motivation for the school board, one
would have essentially already assumed that each school budget was at its optimal
level.

One of the advantages of a rational choice approach over a purely inductive
approach to modeling is that the rational choice approach often can identify whether
policy outcomes are inefficient or suboptimal in some other way. If one adheres to
the view that the government ought to do that which the median voter desires, then
one must conclude from Romer and Rosenthal’s work that school budgets in Oregon
are systematically larger than they should be.

In The Theory of Political Coalitions (1962) Riker followed exactly the procedure
G&S recommend – he chose as the subject to be analyzed a puzzle from the real
world. Why are grand coalitions so short lived? He deviated from their recommen-
dations by applying rational choice analysis to this problem. Using this approach he
developed his “theory of minimum winning coalitions.” I know of no better analysis
of this question. G&S are critical of Riker’s applications of rational choice analysis
to the study of politics at several places in their book, but curiously they omit any
reference to this application, Riker’s most famous contribution to the literature.

Observers of U.S. politics have long believed that congressmen trade votes on
bills. How can one test whether this in fact is true? Does logrolling occur on all
bills, or only on some? If only on some, how does one determine which issues are
the result of vote trades and which are not?
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The public choice analysis of logrolling provides a rigorous means to test whether
it occurs. From the definition of a logrolling situation we predict that issues X and
Y would lose, if individuals would sincerely state their preferences, and pass as a
result of vote trades.11 This precise definition of logrolling leads to the prediction
that trading should only occur on issues where the vote is close and the votes of the
traders are crucial to the victory of the winning issues. Thus to test for the presence
of logrolling one first needs to construct a model to predict how representatives will
vote in the absence of a trade. This, in turn, requires us to model the voting behavior
of representatives, and thus to make some assumption about their motivation. The
work of Stratmann (1992b, 1995) indicates that logrolling occurs on some issues,
but not on others. It allows us to provide precise answers to the above questions. How
one would answer these questions without employing the analytical tools provided
by public choice is difficult to imagine.

One could cite other examples from the literature on voting-with-the-feet (Chapter
9), rent seeking (Chapter 15), campaign contributions (Chapter 20), government size
(Chapter 21), and still more.12 However, I hope that these examples will suffice to
convince the reader that the methodology of public choice is capable of provid-
ing rigorous empirical tests of hypotheses about politics, and that at least some
practitioners in the field have conducted such tests.

28.7 Has public choice contributed anything to the normative
study of political institutions?

Just as challenging for the student of politics as the question of why government sizes
differ so much across countries, is the question of why the choice of voting rules
differs so little. Why does virtually every legislature and other sort of committee
employ the simple majority rule for most, if not all, of its collective decisions? This
question obviously cannot be approached empirically, because there is little or no
variation in the variable that one wishes to explain. The answer must be sought in
a normative analysis of the simple majority rule. The simple majority rule must be
presumed to be the best voting rule because it is the rule preferred by all forms of
committees. But in what sense is it best?

Public choice has offered several answers to this question (see Chapters 4 and
6). The most elegant of these is May’s (1952) proof of the equivalence between
the simple majority rule and four axioms. If one believes that a voting rule should
satisfy these four axioms, then one should advocate the use of the simple majority
rule for making collective decisions.

May’s theorem is valid only for binary choices. Should a committee need to
decide among three or more alternatives, it must consider the possibility of cycles
under the simple majority rule. The normative case for the simple majority rule is
weakened, and we enter the realm of Arrow’s (1951) impossibility theorem. Even
if we assume with G&S that cycling is not often observed in some legislatures, like
the U.S.Congress, this observation in no way detracts from the significance of the

11 For a full statement of the definition and discussion, see Chapter 5.
12 See also the examples cited by Fiorina (1996, p. 90), Ordeshook (1996, p. 176), Shepsle (1996, p. 218), Cox

(1999), and discussion in Mueller (1997b).
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Arrow theorem. This “fact” merely alerts us to another fact – that one or more of
the five axioms of the theorem must generally be violated.

New democracies appear from time to time and must decide which voting rule(s)
to inscribe in their constitutions. Old democracies sometimes amend their consti-
tutions. Should the student of politics recommend the simple majority rule, some
venerable rule like the Borda count, or some newly invented rule like approval vot-
ing, the demand revelation process, or voting by veto? I do not see how one can offer
an adequate answer to this question unless one understands the formal properties
of each voting rule.13

28.8 Conclusions

Suppose that you were asked to explain why the OPEC countries sometimes agree
to cut petroleum output significantly and oil prices rise to great heights, and at other
times they expand their outputs driving petroleum prices into great troughs. These
are decisions by governments and thus by definition political decisions. A good stu-
dent of politics ought to be able to explain them. How should a good student proceed?

The good student might first inquire as to the likely motivation behind the deci-
sions for each government. Oil revenues are higher when oil prices are higher, and
so one might posit that the OPEC countries are trying to increase their revenues
when they cut outputs to raise prices. A reasonable beginning would be to assume
that each OPEC country is a revenue maximizer, and that the periodic meetings
of representatives from each country in Vienna are attempts to set outputs so as to
maximize the joint revenues of the OPEC members.

The astute student might next observe that cartels have the characteristics of a
prisoners’ dilemma, and thus are vulnerable to free-riding if each country is maxi-
mizing its revenues. A first start to the problem would be to develop, or locate within
the literature, a model of cartel behavior that predicts that cartels will sometimes
succeed in restricting output and raising revenues, but then breakdown as individual
members engage in free-riding behavior.

Should one not also allow for the fact that Saudi Arabia is an Arab, Moslem
country and Venezuela is Catholic; that Kuwait is rich and Nigeria poor; that some
country leaders are empire-builders, while other leaders appear content to preserve
their monarchies? Perhaps, but before doing so most rational choice scholars would
first want to see how well the simpler model explains the data, the model that
assumes only that each country seeks to maximize its revenue, and together they
are caught in a recurring prisoners’ dilemma. Only if this model fails to account for
the observed pattern of prices and quantities adequately would it be necessary to
bring in other factors.

Great theorists provide clear answers to important questions that often arise not as
a result of their reading of the latest issue of a technical journal, but from reading the
latest newspaper and observing the world around them. Riker (1962) was puzzled
by the short lives of grand coalitions, and developed a theory to explain why they
so quicky come apart. Olson (1982) was puzzled by the relative economic success

13 See also Schofield (1996b, pp. 190–1).
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of the countries which lost World War II compared to the winners, and developed a
theory to explain the losers’ superior performance. In both cases they found answers
to the questions they tackled through the application of rational choice analysis.

John Maynard Keynes (1936) was puzzled as to how widespread unemployment
could arise and persist. He did not find an answer in the prevailing economic mod-
els with their predictions of market equilibria. He compared the premises of these
models with the facts of the world around him and found some of the premises
wanting. Wages were not as flexible as the competitive model assumed; interest
rates sometimes got stuck in a “liquidity trap.” Investors were not the rational,
cool, calculating individuals who appeared in economic models, but rather mortals
whose “animal spirits” sometimes got the best of them. By abandoning some of
the assumptions contained in the reigning paradigm, Keynes created a model of the
economy which could account for the existence of widespread and persistent unem-
ployment. His modification of the reigning paradigm was attacked by its adherents
from the start, and debate continues to the present day over how best to model the
macroeconomy. Regardless of one’s views on this question, one should recognize
that Keynes’s methodological approach is the one to follow. Stick to the prevailing
model so long as it is able to explain the phenomena which one wishes to explain.
Reexamine its premises when it cannot explain these phenomena, and substitute
other premises that fit reality more closely. Continue to modify the existing model
until it can adequately account for the data. Abandon the old model (paradigm)
in favor of a new one if one comes along which offers a better solution to the
puzzle.

The social scientist who wishes to explain the behavior of individuals as con-
sumers, workers, voters, bureaucrats, priests, politicians, stockbrokers, soldiers, and
drug addicts has a series of options. At one extreme is the universal, rational actor
model – all individuals maximize an objective function (O). The starkest form of
such a model would have a single variable in the objective function: all individuals
maximize their own personal wealth (W ),

O = W. (28.2)

A slightly more general version of this model would be that all individuals max-
imize a utility function that includes wealth and one or two additional variables
depending on the type of decisions being analyzed,

O = U (W, X1, X2, . . .). (28.3)

Moving farther away from the strongest version of a universal theory we would have

O = U (X1, X2, . . .). (28.4)

All arguments of the utility function are at the analyst’s discretion. And moving still
farther we have the approach suggested above to account for altruistic and similar
sorts of behavior in situations where this behavior is anticipated,

Oi = Ui + θi

∑

j �=i

U j . (28.5)
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When one takes into account that the analyst is also free to choose the shape of
the utility function and a set of constraints and auxiliary conditions under which the
maximization process takes place, one sees that an approach to modeling human
behavior that is universal insofar as it posits that individuals maximize an objective
function can be quite flexible.

At the other extreme of the methodological spectrum is a pure inductive approach.
The analyst who wishes to explain the behavior of individuals in the ten contexts
just listed constructs ten different models, each one containing the set of variables
that best explains the behavior of the group in question. The choice of variables in
each case is determined from an examination of the relevant literatures in sociology
and psychology, what has “worked” in previous studies, or simple trial and error. As
one adds more arguments to the objective function, and more auxiliary assumptions,
the power of the maximizing assumption is diluted and the model estimated under
this approach begins to resemble that obtained by proceeding inductively. Where
each scholar chooses to place herself along the spectrum running from (28.2) to the
pure inductive model is largely a matter of scientific taste – one’s willingness to live
with weak explanatory power in some situations for the cleanness and beauty of a
simple, elegant model of human behavior versus one’s desire for high explanatory
power in all situations at the cost of analytic consistency and clarity.

Earlier in this chapter we discussed several examples of behavior like voting and
free-riding, which cannot be well explained with a simple version of the selfish,
rational actor model. My proposal was to replace this model in these situations with
a model in which individuals acted as if they were maximizing an objective function
that included their own utility and a weighted sum of everyone else’s utility. This
could be used to explain human behavior in all situations, even those where the
traditional rational, self-interest model does well, since it allows for the possibility
that the weight on other people’s utility is zero.

My proposal would constitute a step away from the pure rational actor model,
but would retain some of the advantages of this approach in terms of making clear
predictions that are subject to falsification. A more radical step is to abandon the
assumption of maximizing behavior entirely. Simon (1947) won a Nobel prize for
his studies of organizational behavior that built on the assumption that individuals
are “satisficers” instead of maximizers. G&S seem sympathetic to Simon’s approach
(pp. 22, 29, 186), and Lane (1996, p. 126) cites with favor an early application of it
by Cyert and March (1963) who analyzed a single firm under the assumption that
five different goals had to be satisfied. The model did extremely well at explaining
the behavior of this firm, but it appeared that a different model might be needed
for each firm in the economy, and the Cyert and March approach was not pursued
by the economics profession. Applying the satisfying approach to, say, the study
of public bureaucracies would seem likely to suffer a similar fate. Although with
enough interviews and data, a team of economists, psychologists, and other social
scientists might be able to construct a simulation model that would track decisions
at the Defense Department accurately, one would not know whether it would do as
well at other departments. A collection of ten simulation models, each tailored to a
different government bureaucracy, might provide some insights to a general theory



674 Has public choice contributed anything to the study of politics?

of bureaucracy, but the likelihood seems small relative to the costs of putting such
a collection together. The rational social scientist with scarce research time and
resources seems well advised to avoid this research strategy.

Most parents exaggerate their children’s accomplishments and overlook their
failings. The same holds true for scientists with respect to their intellectual offspring.
The same also holds true with respect to the scientific methodologies that they
employ. It is perhaps some small comfort that these deficiencies appear to be as old
as science itself, as the opening quotation of this chapter from Sir Francis Bacon
reveals.

Several proponents of the rational choice approach to the study of both economics
and politics can be accused of overstating the explanatory power of this approach,
and of being blind to its shortcomings. G&S are justified in accusing them of hubris
in the extreme. But in pressing their attack on the rational choice approach, G&S
appear to ignore the weaknesses of the alternative approaches which they, implicitly,
seem to advocate. They criticize rational choice scholars for seeking to develop and
apply a universal model to explain the behavior of political actors. Although G&S
make many valid criticisms of the way in which some researchers have tested such
models, they offer no concrete, alternative research strategy. Thus, I expect that those
working in the public choice field will continue to employ rational actor models to
the study of politics modifying them as need be to explain individual actions in
different situations. And I expect that many fine young scholars entering into the
study of politics will continue to gravitate toward the rational choice approach
precisely because it offers a more unified and compelling explanation of political
behavior than do rival approaches.14

Bibliographical notes

Friedman (1996) has assembled 14 essays both supporting and taking issue with
G&S, plus a concluding reply from them. Hogarth and Reder (1987) contains the
proceedings of a conference in which several distinguished proponents and oppo-
nents of rational actor models made contributions. Mansbridge’s (1990) anthology
also includes a distinguished list of contributors who are mostly drawn from the
critical side.

Both Frank (1988) and Thaler (1991) have sought to weaken or adapt the notion
of rational behavior to make rational or “quasi-rational” actor models more con-
sistent with the evidence on how humans behave arising from the psychology and
experimental literatures.

Sen (1995) discusses both individual and collective rationality, and the importance
of the distinction between social preferences and social judgments in the context of
the Arrow Impossibility Theorem.

14 Both Ferejohn and Satz (1996) and Schofield (1996b) defend the scientific importance of universal theories.



CHAPTER 29

Allocation, redistribution,
and public choice

Some men look at constitutions with sanctimonious reverence, and deem them
like the ark of the covenant, too sacred to be touched. They ascribe to the men of
the preceding age a wisdom more than human, and suppose what they did to be
beyond amendment. I knew that age well; I belonged to it; and labored with it. It
deserved well of its country. It was very like the present, but without the experience
of the present; and forty years of experience in government is worth a century of
book-reading; and this they would say themselves, were they to rise from the
dead. I am certainly not an advocate for frequent and untried changes in laws and
constitutions. I think moderate imperfections had better be borne with; because,
when once known, we accommodate ourselves to them, and find practical means of
correcting their ill effects. But I know also, that laws and institutions must go hand
in hand with the progress of the human mind. As that becomes more developed,
more enlightened, as new discoveries are made, new truths disclosed, and manners
and opinions change with the change of circumstances, institutions must advance
also, and keep pace with the times. We might as well require a man to wear still
the coat which fitted him when a boy, as civilized society to remain ever under the
regimen of their barbarous ancestors.

Thomas Jefferson

Rules for collective decision are needed, quite simply, because people live together.
Their mere grouping into circumscribed geographic areas creates the potential and
necessity for collective action. Some collective decisions can benefit all individuals
involved; other decisions benefit only some. Even when everyone benefits, some
do so more than others, raising an issue of how the “gains from trade” are shared.
Thus, collective choices can be grouped into two categories: those benefiting all
members of the community and those benefiting some and hurting others. These
two categories correspond to the familiar distinction between moves from off the
Pareto frontier to points on it and moves along the frontier – that is, to allocation
and redistribution.

The potential to make collective decisions benefiting all members of a commu-
nity has undoubtedly existed for as long as it has been legitimate to call a group of
humans living in proximity to one another a community. So, too, has the potential
for redistribution. Did the state come into existence to enable its members to better
achieve the allocative efficiency gains that social organization and technology made
possible? Did the state come into existence so that some members of the commu-
nity could exploit their neighbors? Does the modern state grow by providing an
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ever-increasing amount of collective benefits to the community, or does its growth
reflect an escalating series of programs for transferring wealth from one segment
of the community to another? Do the rent-seeking and wealth-transferring efforts
of different groups in society stifle the potential for making moves that benefit all
society? These questions have puzzled anthropologists, economists, and political
scientists. They lie at the heart of the public choice literature.

It was one of Wicksell’s (1896) great insights to recognize the importance of
the distinction between allocation and redistribution decisions, and to recognize the
need to make these decisions by separate voting procedures. More fundamentally, his
contribution to the literature can be seen as the recognition that the characteristics
of the outcomes of government action, the allocation or redistribution decisions,
cannot be discussed without taking into account the inputs from the citizens via the
voting process bringing these outcomes about. This latter contribution was virtually
ignored by the profession for half a century until the public choice literature began
to appear. It may be regarded as one of the cornerstone postulates of this literature.

Although Wicksell made use of the distinction between allocation and redistri-
bution decisions, his analysis focused on the former. The redistribution decisions
were assumed to have been justly decided at some prior point in time. This left only
the allocative efficiency improvements to resolve, decisions of potential benefit to
all. Here Wicksell’s work takes on a distinctly contractarian and individualistic tone.
Each citizen takes part in the collective decision process to advance his own ends,
and via the quid pro quo of collective decision-making outcomes are reached to
the mutual benefit of all. Voting achieves in the market for public goods the same
outcome as exchange achieves in markets for private goods. This contractarian,
quid pro quo approach to government has underlain much of public choice and the
public expenditure theory of public finance, most visibly in the work of Buchanan
and Musgrave.

Often this literature takes on a very optimistic tone concerning the potential
of collective decision making. In The Calculus of Consent Buchanan and Tullock
describe government institutions that bear more than a passing resemblance to those
of the United States and that seem capable of satisfying a society’s collective wants.
Redistribution decisions are separated from allocative efficiency decisions, however,
and unanimously resolved at the constitutional stage. Thus, the day-to-day work of
parliament is limited to deciding those issues in which unanimity is potentially
possible. In the past 30 years several new and “superior” voting procedures have
been put forward. All have attractive properties that seem to circumvent most if not
all of the paradoxes of collective choice. All are capable of achieving this magic
only when limited to deciding allocative efficiency improvements.

The literature that focuses upon redistribution, or ignores the distinction between
redistribution and allocation, thereby implicitly combining the two, has a discernibly
more pessimistic tone. Equilibria do not exist. Their absence enables agenda setters
to dictate outcomes. Outcomes of all voting procedures can be manipulated by
strategic misrepresentation of preferences unless someone is allowed to be dictator.
Outcomes may be Pareto inefficient. The mood of this new “dismal” science is
accurately captured by Riker (1982b). It is interesting to note that while Green and
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Shapiro (1994) cite Arrow’s work in their attack on the rational choice approach to
politics, Riker, one of this approach’s strongest proponents, makes heavy reference to
the Arrow impossibility theorem and subsequent developments in the social choice
literature to question, if not attack, “populist democracy.” Majoritarian democracy
cannot produce outcomes that maximize any sort of SWF that satisfy “the will of
the people”; the most that society can hope for is to develop and maintain political
institutions capable of deposing bad leadership – some of the time.

It is difficult to reject Riker’s pessimistic interpretation of the implications of the
social-public choice literature. Moreover, his examples and countless others that one
could present illustrate too vividly that the instabilities, inefficiencies, manipulated
agendas, and other diseases of democratic decision making, which public choice
predicts, do sometimes occur. But I am reluctant to write off the achievements of
the first 50 years of public choice as a catalogue of the deficiencies of democratic
decision making. There are strands in this literature that suggest a more optimistic
picture, a picture perhaps more of what might be than of what is. We close by
sketching this picture.

To begin with, one must distinguish between decisions to improve allocative ef-
ficiency and to redistribute income and wealth. Certainly one of the major achieve-
ments of the public choice literature has been to underline the importance of this
distinction first recognized by Wicksell. Not to make use of it when designing
political institutions is to handicap the exercise from the start. Second, one must
distinguish clearly between designing institutions for direct democracy and design-
ing institutions for electoral politics.

Nowhere is the importance of the distinction between allocative efficiency and
redistribution made more vivid than in the literature on clubs and voting-with-the-
feet. Allocative efficiency can be improved when individuals with homogeneous
tastes for bundles of public goods form clubs and local polities. When local polities
attempt to provide redistribution programs and other programs unwanted by some
taxpayers, individuals vote with their feet and move to communities where such
programs do not exist. In a mobile society significant amounts of redistribution at
the local level cannot occur if those who must pay for the redistribution are unwilling
to do so. Just as redistribution proposals would be screened out under a unanimity
rule leaving only proposals to improve allocative efficiency, the unanimity achieved
silently through voting-with-the-feet eliminates redistribution programs from local
budgets. If significant redistribution is to occur, it must take place at higher levels
of government.

Much of the pessimism regarding the potential of democratic institutions stems
from Arrow’s theorem and the flood of theorems in its aftermath. The objective
of Arrow’s search was to find an SWF that based its rankings of alternatives on
the aggregation of individual ordinal rankings. That none was found indicates that
interpersonal utility comparisons must be made either directly via the decision rule,
or indirectly through restrictions placed on the preference domain or the types of
issues that can be decided.

The same conclusion emerges from the literature on real-valued welfare func-
tions. Ordinal utility functions plus the Pareto postulate do not allow one to choose
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from among the set of points along the Pareto frontier. To make such a choice, ad-
ditional postulates must be introduced incorporating stronger value judgments than
contained in the Pareto postulate. Most writers have shied away from making these
additional value judgments and have stopped short of defining an SWF that will
select from among the Pareto-preferred set. Those who have introduced additional
value postulates, for example, Harsanyi (1955) and Ng (1975), have invariably come
up with additive SWFs whose arguments are the cardinal, interpersonally compa-
rable utilities of the citizens.

Several of the new voting procedures aggregate cardinal utility information sup-
plied by the voters (the demand revelation process, Smith’s auction process, Hylland
and Zeckhauser’s point voting). If their use is restricted to decisions that could
improve allocative efficiency, then they contain the potential for achieving Pareto-
optimal allocations of resources. Experimental work and some limited applications
indicate that they can work as theory predicts. Although each is potentially vul-
nerable to strategic and coalitional manipulation, such strategic behavior is both
complicated and risky. The extent to which these procedures would be manipulated
needs to be demonstrated experimentally rather than assumed on the basis of hy-
pothetical examples and impossibility proofs. Voting by veto is strategy-proof and
relies only on ordinal utility information. It thus provides another option for achiev-
ing a Pareto-optimal allocation of resources in deciding public good-externality
issues, an option that would allow one to avoid the implicit weighting of cardi-
nal utilities in proportion to initial incomes inherent in the demand revelation and
auction procedures. Even a two-thirds (64 percent) majority rule can avoid cycles
and achieve Pareto-optimal allocations if its use is restricted to certain classes of
allocative efficiency issues like choosing public goods quantities when tax rates are
fixed.

These voting procedures all assume that voting is by those whose welfare is af-
fected by the outcomes of the voting process, as in a direct democracy. Were these
procedures to be employed by a committee of representatives, then these represen-
tatives should be chosen in such a way that each group of citizens is represented
in proportion to their number in the polity. A form of proportional representation
is required. To ensure that the representatives do vote in accordance with the pref-
erences of those they represent, their (re)election should depend on their record of
voting on the public good-externality issues to be decided. The function of choos-
ing a government (executive) should be separated from that of deciding allocative
efficiency issues. Under such a reform the ideal proportional representation system
would differ from those now extant. So be it. The proportional representation sys-
tems functioning today reflect the best ideas of political theorists of a century and
a half ago. We know more today than we did then. We know that deciding levels of
national defense, police protection, and other public goods are positive-sum games
in which all can possibly gain. Forming a cabinet by majority rule is a zero-sum
game in which nearly half of the parties represented must lose. The same institution
and voting rule are not optimal for both tasks.1

1 For further discussion see Mueller (1996a, chs. 8–10).
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If one assumes that political institutions can be designed to reveal preferences
on allocative efficiency changes adequately, the question remains how to resolve
redistributional questions. In answering this question it is again critical to recog-
nize that the procedures required are different from those employed for allocative
efficiency gains. Beyond this important insight, the public choice literature points
in two distinct directions. First, the uncertainty inherent in the long-run nature of
constitutional decisions can induce individuals, out of self-interest, to incorporate
certain redistributional measures and the protection of civil liberties into the consti-
tution. The potential for this kind of redistribution could be enhanced by organizing
a constitutional convention in such a way as to maximize uncertainty over future
positions or impartiality (e.g., have the constitution not go into effect until sev-
eral years after ratification). Parliaments could be freed to concentrate on allocative
efficiency improvements by confining redistributional measures to constitutional
guarantees.

The literature on majority rule suggests a second way of handling redistributional
property rights issues. When these issues are of a binary nature and equal intensities
can be assumed by individuals on both sides, then majority rule can be an attrac-
tive rule for settling distributional questions. The requirement that issues be binary
immediately suggests a court of law, and the Supreme Court in the United States
has used majority rule to resolve distributional questions (e.g., abortion and deseg-
regation of schools). Other institutional arrangements can be envisaged once one
recognizes the need to resolve redistributional questions using a procedure different
from that used for allocative efficiency improvements.

An alternative to institutionally separating allocative efficiency and redistribution
issues and allowing the citizens to decide them directly is to limit the citizen’s role to
that of selecting an agent or set of agents, and to have the agent(s) decide the issues.
The models of Chapters 11 and 12 are relevant here, and this literature contains a
more optimistic view of the results of voting than does the literature on committee
voting in the Arrow tradition. When voting is limited to a pair of candidates or parties
that compete for the privilege of running (forming) the government, an equilibrium
pair of platforms exists (Chapter 12). The properties of this equilibrium (Pareto
optimality, the maximization of a particular SWF) are not obviously inferior to those
achieved by (claimed for) the market, or to those one might reasonably demand of a
collective choice process. These results place the outcomes from collective decision
procedures in a radically different light.

There is much evidence consistent with this model of electoral competition. Al-
though the cycling literature implies that a candidate forced to run on her record
is always doomed to defeat, incumbents generally face much better odds. The evi-
dence reviewed in Chapters 12, 15, 19, and 20 indicates that intense efforts are made
by candidates to win votes, and by interest groups to influence candidates. Political
competition is real and results in predictable and stable outcomes with reasonable
normative properties. Wittman (1995) goes so far as to argue that political compe-
tition produces the same sorts of efficient outcomes as market competition does.
Breton (1996) makes similar claims placing heavy emphasis upon the competition
among governments that exists in federalist systems.
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Competition between candidates increasingly takes the form of spending money
to “buy” votes. This money comes from interest groups that seek to “buy” legisla-
tion. The weights given to individual utilities in the SWF that political competition
maximizes depend on the resources and organizational skills of the interest groups
to which individuals belong. Although the process of competition for votes may
achieve a welfare maximum of sorts, it is not necessarily one in which all will be
happy with the weights their interests receive in the resulting equilibrium.

Moreover, the money candidates spend does not really buy votes. It buys television
commercials, posters, placards and buttons, pollsters, canvassers, and consultants.
It buys all of the instruments that modern marketing can devise to influence how
an individual votes on election day. But in the end it is the decision the voter makes
that determines the outcome of the election. The quality of these outcomes rests on
the quality of this choice.

An important implication of the rational choice approach to politics is that it is
irrational for an individual to vote if the act of voting is predicated on the assump-
tion that the individual’s vote will affect the outcome of the election. Given this
observation, voting must be explained as satisfying some motivation of individuals
other than one directly tied to the outcomes of the election. Several hypotheses
have been put forward that do not rely on the assumption that the voter believes
that her vote will “make a difference.” None of these hypotheses guarantees, how-
ever, that voters gather sufficient information to make a discriminating choice. Nor
is the “information” supplied to them by the candidates likely to aid in this task.
Candidate competition may lead to an equilibrium set of platforms defined over an
“issue” space, but the nature of the issues over which this competition takes place is
undefined; thus, also, is the significance of the welfare maximum achieved through
this competition.

The candidate competition models help to dispel concern over the existence of
an equilibrium in policy space. They raise questions, however, about the nature of
the policy space over which competition takes place, and about the weights given to
individual preferences in the welfare function that this competition implicitly max-
imizes. More generally, they suggest that the emphasis in public choice research
needs to shift from the outputs of the political process to its inputs, to shift from
an emphasis upon the quality of the aggregation process to what it is that is being
aggregated.2 Much of the public choice literature has analyzed outcomes of proce-
dures in which each individual’s vote(s) receives equal weight and all voters are well
informed about the issues. But in representative democracies, rules of representa-
tion and the nature of competition give radically different weights to voter interests,
and these are often poorly defined and expressed.

Thus, a number of important issues in public choice require further research. In
its first 50 years, a rich harvest of results has been brought forth. Most do seem to be
rather disheartening descriptions of how political institutions function and malfunc-
tion. But I have tried to suggest that there is also a brighter side to the public choice lit-
erature. Some parts offer insights into when and why political institutions work well.

2 See Sen (1995) and Schofield (1996b).
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Other parts make proposals to improve the performance of political institutions. To
some, this latter literature will appear utopian. And so it is. But the constitutional gov-
ernments of Switzerland and the United States today would have seemed utopian to a
vassal living in Europe during the Middle Ages, and even today must seem utopian to
some citizens living under autocracy and other nondemocratic forms of government.

Indeed, what is most utopian of all is the idea that knowledge is cumulative, and
that from a knowledge of past mistakes we can design institutions that will avoid
similar mistakes in the future. Public choice does provide us with this knowledge.
Because of this, I remain optimistic not only about the ability of the field to continue
to attract fine scholars, and about the ability of these scholars using the methodology
of public choice to make contributions of high quality to the scientific study of
politics, but I even am optimistic that this research may someday help to improve
the democratic institutions by which we govern ourselves.
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