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Preface

Many people regard climate change as an impending problem. I do not. Given the
need to take immediate and drastic action to reduce greenhouse gas emissions, the
threat posed by climate change has already reached a crisis point. However, a suc-
cessful resolution to the crisis will require more than an effective emissions proto-
col. Unless the world’s high-income nations begin the transition to a qualitatively
improving steady-state economy, and low-income nations follow suit at some
stage over the next 20—40 years, trying to avoid catastrophic climate change will
be akin to putting a square peg in a round hole. To put it another way, if the world
continues its predilection with continuous GDP growth, a well-designed emissions
protocol will be as useless as the paper it is written on.

This book sets out why we must abandon the goal of continuous growth; how
we can do so in a way that improves human well-being; what constitutes a safe
atmospheric concentration of greenhouse gases; and what type of emissions pro-
tocol and emissions-trading framework is likely to achieve a desirable climate
change outcome as well as promote the broader goal of sustainable development.

During the preparation of this book, a number of crucial United Nations climate
change conferences were convened, including the highly publicised Copenhagen
meeting in 2009. The initial aim of the Copenhagen conference was to establish
a legally binding emissions protocol to take effect at the end of the first Kyoto
commitment period in 2012. Sadly, no such accord emerged. At the 2012 meet-
ing in Doha, an agreement was reached to further extend the Kyoto Protocol and
to develop a new emissions protocol in Paris by 2015 to take effect in 2021. As
promising as this sounds, deep emissions cuts must begin in 2016 if the rise in
average global temperatures is to be restricted to 2 °C above pre-industrial levels.
Thus, even if a strict new protocol is established, more must be done to kick-start
the reduction in global greenhouse gas emissions during the 20162020 period.

Unfortunately, as I write this Preface, there is little sign that a new emis-
sions protocol will achieve the emissions cuts necessary to prevent dangerous
if not catastrophic climate change. Nor, given the need to quell GDP growth to
realise greenhouse gas emissions targets, does an international agreement look
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like surfacing to deal adequately with population growth, biodiversity loss, and
the rising rate of natural resource use—a sad reality attested by the abject fail-
ure of the 2012 United Nations Conference on Sustainable Development in Rio de
Janeiro (Rio+20).

With the Paris conference fast approaching and the IPCC’s Fifth Assessment
Report having reconfirmed humankind’s contribution to global warming, the
world’s leaders must take the ‘bull by the horns’ and put long-term concerns
ahead of short-term political interests. Should they fail to do so, humanity not only
faces a climatically tempestuous future, but one where human well-being, free-
dom in the liberal democratic tradition, and international peace will be gravely
jeopardised.

Adelaide Philip Lawn
April 2015
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Part I
Ecological Economics, Climate
Change, and Sustainable Development



Chapter 1
Ecological Economics and Climate Change

1.1 Introduction

The main thesis of this book is that the global warming observed over the past
century is essentially the product of humankind’s addiction to GDP growth and
that catastrophic climate change will only be prevented if there is a global commit-
ment to stabilise the atmospheric concentration of carbon dioxide-equivalent gases
at no more than 450 parts-per-million (i.e., 450 ppm of CO»-e). Because anthropo-
genic global warming is one of many global issues requiring urgent attention, most
of which are inextricably linked, climate change must be resolved in conjunction
with other sustainable development concerns (Beg et al. 2002; Halsnes 2002;
OECD 2004; Munasinghe and Swart 2005; Daly 2007; Lawn 2007; Sachs 2009).
This not only means that greenhouse gas emissions have to be drastically reduced
to achieve the 450 ppm target, it also means there is a need to: (i) decrease the
global rate of natural resource use until it is ecologically sustainable; (ii) ensure
population numbers are below eight billion people by 2100; (iii) reduce income
and wealth disparities between and within countries; and (iv) encourage nations
to make the transition to a qualitatively-improving steady-state economy. The lat-
ter is required in view of emerging evidence suggesting that the growth of many
national economies is increasing social and environmental costs faster than it is
increasing economic benefits. That is, growth is now reducing the per capita eco-
nomic welfare of most high-GDP countries and an increasing number of low-GDP
countries (e.g., China and Thailand) (Lawn and Clarke 2008).!

In order to prevent the concentration of greenhouse gases continuously rising
or stabilising above 450 ppm of CO»-e, a stringent emissions protocol encompass-
ing all the world’s nations is desperately needed (Chaps. 8—10). The centrepiece of
the protocol must be an effective emissions-trading system. The type of emissions-
trading system required and the reasons for its superiority over emissions taxes are
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outlined in Chap. 7. Overall, for a global emissions-trading system to succeed, it
must be built on the principles of ecological sustainability, distributional equity,
and allocative efficiency. At the same time, the system needs to be accompanied
by urgently required policies at the national level. A number of these policies are
outlined in Chap. 3. In Chap. 10, it will be shown how some of these policies can
be neatly dovetailed with a global emissions-trading system in order to maximise
the chances of their success.

To support the book’s central thesis, a sustainable emissions scenario is
revealed in Chap. 4. Not only can the sustainable scenario identify the structural
changes required to achieve a 450 ppm stabilisation target, it is able to highlight
the implausibility of resolving the climate change crisis whilst trying to continu-
ously grow the global economy. In addition, the sustainable scenario can provide
valuable input when attempting to design an effective emissions protocol.

As suggested by the subtitle, this book involves an ecological economics
approach to the current climate change crisis. Ecological economics differs from
mainstream economics in many fundamental ways. In terms of directly address-
ing the climate change issue, mainstream economic approaches—including the
well-known Stern Review—employ conventional benefit-cost analyses to inform
their conclusions (Chap. 5). As will become evident, an ecological economics-
motivated simulation and comparison of sustainable and growth-as-usual scenar-
ios constitutes a major departure from the standard economic approach. This does
not mean that ecological economists rule out the study of climate change-related
benefits and costs as a valuable means of investigation. To the contrary, Chap. 6
reveals how an understanding of benefits and costs can provide useful informa-
tion regarding least-cost ways of undertaking mitigation and adaptation measures.
However, because of the primacy of ecological sustainability, ecological econo-
mists believe that any consideration of a desirable atmospheric concentration of
greenhouse gases must be confined to a range of ‘safe’ or ecologically sustainable
outcomes.

For most of the remainder of this chapter, the rationale behind a safe upper
limit of 450 ppm of CO;-e will be established. To do this, the basic principles
of the Earth’s natural greenhouse effect will be outlined. This will followed by a
close examination of the climate change record over the past 542 million years,
with a particular emphasis placed on the more accurate record of global tem-
peratures over the last 800,000 years. It will then be explained why the global
warming observed over the past century can be largely attributed to human activ-
ities; why anthropogenic global warming will almost certainly continue without
appropriate human action; and how global warming is likely to impact on eco-
systems, water supplies, food production, coastlines, and human health. As will
become clear, it is by considering the potential impacts of future global warming
that an upper limit on the safe concentration of greenhouse gases can best be
determined.
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1.2 Some Background Information on Climate Change
Science

1.2.1 The Natural Greenhouse Effect

The Earth’s climate is a complex, interactive system consisting of the atmos-
phere, the surface of the Earth, all living creatures, snow, ice, oceans, and other
large bodies of water. The principal driver of the Earth’s climate system is the Sun.
The energy from the Sun radiates at very short wavelengths, predominantly in the
visible or near-visible part of the spectrum. Averaged over the entire planet, the
amount of radiant energy reaching the uppermost part of the Earth’s atmosphere
every second is 342 Watts per square metre (Wm™2). Approximately 30 per cent
of this energy is reflected back to space (107 Wm~2). Of this, a further 77 Wm™2
is reflected by clouds and minute atmospheric particles broadly referred to as aero-
sols. The remaining 30 Wm™2 is reflected by light-coloured regions of the Earth’s
surface, such as ice, snow, and deserts (IPCC 2007b).

The energy not reflected back to space (235 Wm™2) is absorbed by the Earth’s
surface and the Earth’s atmosphere (168 and 67 Wm™2 respectively). To balance
the incoming energy (i.e., to prevent the continual heating of the Earth’s surface),
the Earth must, on average, radiate the same amount of energy back to space. The
Earth achieves this by emitting thermal energy in the form of long-wave radiation.
Much of this thermal radiation is absorbed by the various greenhouse gases in
the Earth’s atmosphere—e.g., carbon dioxide (CO,), methane (CHy), and nitrous
oxide (NpO)—and is subsequently re-radiated back to Earth. It is via this process
that greenhouse gases trap heat in the Earth’s atmosphere. The blanketing of heat
by greenhouse gases is known as the natural greenhouse effect. If not for this phe-
nomenon, the Earth’s average surface temperature would be 33 °C lower than its
present value of around 14 °C.

To facilitate the natural greenhouse effect, greenhouse gases possess two cru-
cial characteristics. On the one hand, they are transparent to the incoming short-
wave energy not immediately reflected back to space. On the other hand, they
absorb the long-wave, infra-red radiation through which the Earth returns energy
to space (Flannery 2008). One notable exception is water vapour that exists in the
form of clouds. Although clouds exert a blanketing effect similar to other green-
house gases, they also reflect the Sun’s radiant energy as it enters the atmosphere.
Overall, clouds have a net cooling effect on the Earth’s climate (IPCC 2007b).

There are many feedback mechanisms that either amplify or diminish the
impact of shocks to the Earth’s climate system. As examples of the latter, negative
feedback mechanisms play the hemeostatic role of restoring the climate system to
something approximating a dynamic equilibrium. Conversely, positive feedback
mechanisms play their part in upsetting the dynamic equilibrium of the climate
system. An example of a positive feedback mechanism is the so-called ‘ice-albedo
feedback’, which occurs when a rise in the Earth’s temperature reduces the surface
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coverage of ice and snow. Because this exposes dark land and water surfaces, it
increases the Earth’s absorption of heat. This, in turn, induces more warming and
further melting, thus establishing a self-reinforcing cycle.> Unless countered by an
offsetting negative feedback process, the warming triggered by the initial change
in the climate system is amplified rather than suppressed. Not surprisingly, it is
the difficulty associated with detecting, understanding, and quantifying feedback
processes that makes climate change forecasting so very problematic (Houghton
1994; IPCC 2007b).

1.2.2 Climate Change Over the Course of Time

It is a widely recognised fact that the Earth’s climate is constantly evolving
(Houghton 1994; Fleming 1998; Flannery 2008). Changes in climate over time are
due to the climate system’s own internal dynamics and variations brought about
by exogenous shocks. The latter are referred to as ‘external forcings’ and include
volcanic eruptions, solar variations, and changes in the composition of the Earth’s
atmosphere.

Because the climate system is driven by the Sun’s radiant energy, there are
three main ways in which the radiative balance of the Earth can vary. Each has the
capacity to alter average global temperatures. They are:

1. Changes in the incoming rate of solar radiation, which can be caused by varia-
tions in the Earth’s orbit (Milankovitch cycles) or the solar output of the Sun.?

2. Changes in the proportion of incoming solar radiation reflected back to space,
which can be caused by variations in cloud cover, atmospheric particles, and
the Earth’s coverage of ice, snow, and vegetation.

3. Changes in the proportion of the long-wave radiation absorbed in the atmos-
phere and subsequently re-radiated to Earth, which can be caused by variations
in the concentration of greenhouse gases in the atmosphere.

Variations in all three factors have resulted in significant fluctuations over time
in average global temperatures. Some temperature fluctuations are minor and
short-lived. For example, the global cooling effects of the increase in atmospheric
particles caused by the volcanic eruptions of Mt. Agung (1963), Mt. EI Chichon
(1982), and Mt. Pinatubo (1991) were rapidly corrected by negative feedback
mechanisms present in the climate system. Another short-term influence on global
temperatures is a heat transfer mechanism known as the El Nifio phenomenon—a
temporary change in climate caused by the intermittent warming of the tropical
Pacific Ocean east of the International Dateline.*

Knowledge of much larger and long-term fluctuations in temperatures can
be ascertained by analysing the palacoclimate record of the Earth.> This record,
going back 542 million years, is revealed in Fig. 1.1.° What is clearly evident from
Fig. 1.1 is that pre-Quaternary climates (pre-2.6 million years ago) were generally
much warmer than today—in some cases, up to 8 °C warmer (Cambrian period).”



1.2 Some Background Information ...

(AV 0007) Yuasaad 310J9q SaedaL Jo spuesnoyJ,

Srewrxoxdde are senane[ar axmjerodwo) oy, -ojesuadwiod

03 passa1dwod usaq dary A9y ‘[eqo[3 jou “rejod dxe so[eas ammesadway (D ) LV udeAmby uvddQ Ie[od, Pue (D) LV OISOA JudeAmba, 9yl ‘av 000T
01 s10Ja1 Judsald sazoN “Sud-sdwojosered 1y 911/ 1M/S10 BIpad M Ud//:d1IY JO UOISIOA PAYIPOIA 224108 "UiIer 2y} JO p10dar amjerodwajoseed [T "SI

Juasaxd 310J9q SIBIL JO SUOT[IIAL

0 &0 1L ¢ § 0l 052 005 | 1 2 ¥ G o0 00 0F  O0r 06 09 00K O3 007 02 OO OE OOk O%F 003 245
_ W 0] 8 TM W:_:ﬂ_ ) [QS[ 07w
93y 291 t< . mE_._mm _mam_w . -

¢or
88
_N.mm
._...._u ).M
s M
poLog wnuwndo g ¥ .m___x ‘ w’..\
ULIE A\ Qi) oge s1eak oge sreak oSe seak w ¢ m% 9 mw | & m \
[2AQIPIIN ua00[0H 000'5Z1 000006 owong-pN 28 | 3 o 7
208§ & o W\ ¥4
~A gn g ¥ r—
8 O § & m
AW 3 (!
0 \
OFE SIEOA WG
INLId (,,29 + [sape0s) T3) fpe He 'Og,8 ==
(,.#0 + [B:vD030] 700} Tpe HA ‘g, ==
8U00J0H ausa0jsiald _ aus0olld W o[ a9 [y [r[uldlalalsiolw

ypae 9y Jo danjeradwd) ISerdAy

0

(Do) LV


http://en.wikipedia.org/wiki/File:All_palaeotemps.png

8 1 Ecological Economics and Climate Change

In most instances, these warmer climates were associated with very high CO»
levels (IPCC 2007b). Having said this, considerable uncertainty surrounds the data
on the greenhouse gas concentrations that existed more than one million years ago.
Whereas data on more recent greenhouse concentration levels can be accessed via
ice core samples, proxy indicators are required to obtain data on pre-Quaternary
CO; levels. One of these proxies is based on the recognition that biological agents
in soils and seawater have carbon isotope ratios distinct from the atmosphere
(Cerling 1991; Freeman and Hayes 1992; Pagani et al. 2005). A second proxy
involves the estimation of a boron isotope ratio (Pearson and Palmer 2000), while
a third proxy is based on the empirical relationship between stomatal pores on tree
leaves and the concentration of atmospheric CO, (McElwain and Chaloner 1995;
Royer 2003). Although the use of these proxies has generated a wide range of
reconstructed CO; values, their magnitudes are generally higher than the intergla-
cial, pre-industrial CO; levels found in recently acquired ice core samples (IPCC
2007b). In other words, estimations of the CO, levels that prevailed during more
distant times are invariably higher than the CO; levels present during the one mil-
lion-year period leading up to the Industrial Revolution.

Further evidence of the general warmth of pre-Quaternary climates can also be
gleaned from indicators of erstwhile continental ice. These indicators reveal that
the Earth has been mostly ice-free during its geological history (IPCC 2007b). The
two exceptions are the major expansion of Antarctic glaciation that began at the
end of the Eocene epoch (35—40 million years ago) and the major glaciations that
ushered in the Permian period around 300 million years ago. Both episodes coin-
cided with low CO; concentration levels relative to adjacent periods. Conversely,
the warmth of the Mesozoic era (65-250 million years ago), which included the
Triassic, Jurassic, and Cretaceous periods, was greatly influenced by the presence
of very high levels of atmospheric CO,.3

One of the most abrupt warming events in the palaeoclimate record occurred
at the interface of the Palacocene and Eocene epochs, some 55 million years
ago. Within a very short period of time, mean global temperatures rose by sev-
eral degrees (Kennett and Scott 1991; Zachos et al. 2003; Tripati and Elderfield
2004). This event, often referred to as the Palacocene-Eocene Thermal Maximum
(PETM), endured for approximately 100,000 years (IPCC 2007b). The PETM is
indicated by a sharp but brief temperature spike in Fig. 1.1.

What caused this unusually rapid rise in temperatures? Carbon isotopes in
marine and continental records reveal that a large mass of carbon was released into
the Earth’s atmosphere and oceans. Not so well understood are the exact sources
of this carbon (IPCC 2007b). Three main candidates stand out: (i) methane (CHy)
from the decomposition of clathrates on ocean floors; (i) CO; from volcanic activ-
ity; and (iii) oxidation of sediments rich in organic matter (Dickens et al. 1997,
Kurtz et al. 2003; Svensen et al. 2004). The PETM is the subject of intense study,
not just because of the uncertainty surrounding its exact cause and its destructive
impact on global ecosystems (Thomas 2003; Bowen et al. 2004; Harrington et al.
2004a), but because the quantity of carbon released at the time (around 1,000—
2,000 Gigatonnes) is similar to the quantity of greenhouse gases expected to be
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released by humans during the 21st century (Dickens et al. 1997). Moreover, the
period of recovery—that is, the period of time it took to reverse the PETM through
natural sequestration processes—is in line with the forecast recovery period
should humankind take the action needed to stabilise greenhouse gases at some-
thing near present concentration levels (IPCC 2007b). Overall, and despite great
uncertainty regarding climate sensitivity during the PETM, enough is known for
the event to serve as a conspicuous and salient example of the close relationship
between extreme climate warming and a massive carbon release.”

Moving along the palacoclimate record, the mid-point of the Pliocene epoch
(3.5 million years ago) is the most recent time in the Earth’s history when sustained
global temperatures were substantially higher than at present. Around this time,
temperatures were 2—3 °C above immediate pre-industrial levels (Haywood et al.
2000; Jiang et al. 2005). With respect to the current climate change issue, many
observers believe there are two good reasons why the climate of the Mid-Pliocene
constitutes a useful reference point. Firstly, given the hitherto 0.8 °C rise above
pre-industrial temperatures and the predicted increase in global temperatures over
the 21st century, the Earth’s climate in 2100 is expected to be similar to the cli-
mate of the Mid-Pliocene (IPCC 2007b). Secondly, the geological arrangement of
the continents and ocean basins during the Mid-Pliocene was not dissimilar to its
present configuration. When all factors are considered, the average setting during
one of the warmest periods during the Mid-Pliocene paints a cautionary picture—
one in which the concentration of atmospheric CO, was typically between 360 and
400 ppm (Raymo and Rau 1992; Raymo et al. 1996); where sea levels were at least
15-25 metres above their current levels (Dowsett and Cronin 1990; Shackelton
et al. 1995); and where snow and ice coverage was much less extensive than it is
today (Guo et al. 2004). I say “cautionary picture” given that CO, levels, at around
400 ppm, are already at the upper end of the Mid-Pliocene concentration range.
In addition, if a 15-25 metre sea level rise was to be replicated in the near future,
huge areas of land would be inundated; some of the world’s largest cities would
be threatened; and hundreds of millions of people worldwide would be adversely
affected (Stern 2007). The diminished ice coverage would also reduce the glacial
meltwater that constitutes the principal water supply for millions of people in the
Himalayas (e.g., western China and northern India) and the South American Andes.

Around 3 million years ago, the relative warmth of the Mid-Pliocene gradu-
ally gave way to colder temperatures. The colder climate led to the formation of
the Arctic ice cap and the expansion of ice sheets in Antarctica. Although the cli-
mate record of this time—drawn from sediment cores from ocean floors and deep
lake beds—is difficult to correlate, most agree that the colder temperatures were
primarily driven by Milankovitch cycles that were amplified by changes in green-
house gas concentrations (IPCC 2007b). In this sense, the variation in greenhouse
gases acted as a positive feedback agent rather than a trigger of climate change.
Towards the end of the Pliocene epoch, mean temperatures fell further and aridity
increased. At the same time, the oscillations in temperature and aridity between
the glacial and interglacial phases broadened significantly (see Fig. 1.1). Forests
consequently declined and grasslands and savannas proliferated.
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Fig. 1.2 The 800,000-year record of atmospheric carbon dioxide (red parts per million), meth-
ane (green parts per billion), and temperature (black relative to the average over the past millen-
nium). Source Brook (2008)

Global temperatures continued to decrease with the onset of the Pleistocene epoch
around 2.6 million years ago. Because of the very low average temperatures and the
extent to which temperatures oscillated at this time, the climate of the Pleistocene
epoch (11,500-2.6 million years ago) was characterised by repeated glacial cycles.
At its peak, ice covered an estimated 30 per cent of the Earth’s surface and continen-
tal glaciers often extended as far as the 40th parallel. This resulted in the locking up
of huge volumes of water that lowered sea levels by around 100 metres.

Two intriguing changes occurred during the Pleistocene epoch (see Figs. 1.1
and 1.2). The first was the shift in the greenhouse gas-temperature cycle from
41,000 years to 100,000 years that occurred around 900,000 years ago. The second
was the increase in the amplitude of the greenhouse gas-temperature cycle. Around
450,000 years ago, the interglacial peaks became warmer whereas the glacial troughs
remained as cold as they had been at the end of the Pliocene epoch (Brook 2008).

The causes of both shifts are still under investigation. The most common
explanation for the first shift is the possible reduction in the mean concentration
of greenhouse gases around 900,000 years ago. Of course, if true, this raises the
question as to what caused the decline in atmospheric greenhouse gas concentra-
tions (Berger et al. 1999; Clark et al. 2006). This question is yet to be resolved. As
for the second shift, Liithi et al. (2008) have speculated that the full completion of
the global CO; cycle may have somehow been extended to a period of 400,000
500,000 years.'® As Brook (2008) highlights, this time-frame coincides with the
larger 413,000 year change in the eccentricity of the Earth’s orbit, a major deter-
mining factor of the Milankovitch cycle.!! In both cases, more definitive answers
are unlikely to emerge until a more extensive greenhouse gas-temperature record
becomes available.'> Having said this, it is undeniably clear from Fig. 1.2 that a
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tight coupling has existed over the past 800,000 years between global tempera-
tures and the two key greenhouse gases of CO; and methane (CHy). As previously
mentioned, this does not imply that changes in atmospheric greenhouse gas con-
centrations were the driving force behind climate change (i.e., correlation does not
imply causation). But it does suggest that greenhouse gases have continued to play
a major positive feedback role in the Earth’s climate system despite there being
great uncertainty regarding the quantitative and mechanistic explanations of CO;
variations (IPCC 2007b, 2014b).13

Returning to Fig. 1.1, it can be seen that the last great warming or interglacial
period occurred around 125,000 years ago and that the end of the Pleistocene epoch
marks the conclusion of the last glacial maximum.'* During the last interglacial
period—a short, warm period that was just 14,000 years in length—temperatures were
6 °C higher at the poles and 2 °C higher at the Equator. Global ice volumes were corre-
spondingly low and oceans were up to 46 metres higher than at present (Plimer 2009).

Around 116,000 years ago, the warm conditions of the last interglacial abruptly
ended. Evidence suggests that glaciation took hold within 400 years. Compared
to present circumstances, air temperatures around the last glacial maximum were
on average 5 °C colder and snowlines were 900 metres lower. Tropical sea surface
temperatures were also 3 °C cooler. Once again, orbital factors were the principal
driving forces behind the interglacial warming and the subsequent glacial cooling.
Notwithstanding this, greenhouse gases continued to serve as a positive feedback
influence on the Earth’s climate.

During the final 1300 years of the Pleistocene epoch, just as the Earth was
beginning to re-warm, a brief cold period emerged. Known as the Younger Dryas
stadial (11,500-12,800 years ago), glacial conditions rapidly returned to the higher
latitudes of the Northern Hemisphere (Houghton 1994).!> Temperatures in parts of
Greenland plunged to 15 °C below their present levels, wind strength increased,
and the distribution of heat was significantly altered (Plimer 2009). Following
the Younger Dryas event, which heralded the start of the current Holocene epoch,
temperatures rapidly increased. Ice core records indicate that Arctic warming of
around 7 °C occurred in just 50 years, with half of the increase transpiring in a
15-year period (Alley 2000).

Although questions remain as to whether the Younger Dryas event was uni-
formly global, there is no doubt that nothing of its type, nor the abrupt temperature
increase that followed, has since been experienced. The prevailing theory suggests
that the Younger Dryas was triggered by a shutdown of the North Atlantic ther-
mohaline circulation—a large-scale oceanic circulation that transfers warm, low-
density waters from the tropical North Atlantic to its colder, northern extremes.
It its believed that this dramatic change was due to a freshwater influx into the
North Atlantic Ocean caused by a breach in the glacial dam wall of Lake Agassiz
in North America (Clark et al. 2002; Tarasov and Peltier 2005; IPCC 2007b).
However, there are some observers who believe this theory is incomplete in that
it fails to explain why cooling in the Southern Hemisphere preceded the Younger
Dryas by as much as 1,000 years (Thompson et al. 2000). Clement and Cane
(1999) have proposed that the abrupt temperature change may have been triggered
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by tropical ocean factors. In all, a consensus has yet to emerge as to what caused
the Younger Dryas event or what brought about its sudden conclusion.

Following a gradual increase in global temperatures during the early stages of
the Holocene epoch, temperatures peaked during a period known as the Holocene
Climate Optimum (HCO). Spanning 4,000 years (5,000-9,000 BC), average
global temperatures during the HCO were, despite its name, slightly below current
levels. However, the lower latitudes were warmer than at present, with tempera-
tures considerably higher near the North Pole and in Northwestern Europe.

Despite the relative warmth of the HCO, an abrupt cooling spell again took
place about 8,200 years ago (6,200 BC). It would endure for 200400 years.
Milder than the Younger Dryas, the so-called 8.2 Kiloyear event was global in
its extent, with a pronounced impact on sea levels (Alley and Agistsdéttir 2005;
Sarmaj-Korjonen 2007). It has been estimated that circum-North Atlantic tempera-
tures fell by 1-5 °C (Rohling and Pilike 2005); atmospheric CO, concentrations
declined by 25 ppm (Wagner et al. 2002); and sea levels decreased by as much as
14 metres. Similar to the popular theory behind the onset of the Younger Dryas,
it is generally believed that the 8.2 Kiloyear event was caused by a slowdown of
the North Atlantic thermohaline circulation—this time the consequence of a large
meltwater pulse arising from the collapse of the Laurentide ice sheet in North
America (Barber et al. 1999; Clarke et al. 2004; Ellison et al. 2006).

Not only was the climate colder during the 8.2 kiloyear event, it was mark-
edly drier (Plimer 2009). East Africa, for example, experienced a prolonged and
severe drought, whilst West Asia and Mesopotamia endured a 300-year aridifica-
tion episode. It seems probable that the latter induced the development of irriga-
tion which, for the first time, generated a consistent surplus of agricultural output.
Many anthropologists believe this led to the earliest forms of urban civilisation.

Around 200 years into the 8.2 Kiloyear event, milder climatic factors reasserted
themselves. By 5800 BC, the Earth’s climate had returned to pre-event conditions.
Ocean circulation changes appear to have been the main factor behind the end
of the 8.2 Kiloyear event, although disagreement exists over the exact cause and
nature of these changes (IPCC 2007b). Disagreement aside, the Younger Dryas
and 8.2 Kiloyear events indicate how vulnerable the Earth’s climate is to perturba-
tions within the climate system, irrespective of their source (Steffensen et al. 2008;
Schellnhuber 2008).

To this very day, minor fluctuations between cooler and warmer climes have
continued. However, if one focuses on the past 2,000 years, three distinct climate
regimes can be identified. They are: (i) the Medieval Warm Period (900-1300
AD); (ii) the Little Ice Age (1300-1850 AD); and (iii) the period of anthropogenic
global warming (1850 AD to the present). During the Medieval Warm Period, tem-
peratures in the Northern Hemisphere were, at times, higher than today. On occa-
sions, agriculture thrived in the European Alps. Vineyards also existed in England
and Germany in locations no longer conducive to grape growing (Plimer 2009).
Because the North Atlantic Ocean was largely ice-free, Vikings were able to colo-
nise Greenland, Iceland, and North America (Diamond 2005). The warmer condi-
tions enabled the Vikings to grow barley and raise sheep in Greenland as well as
establish vineyards in Newfoundland (‘Vinland’).
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It was originally believed that the Medieval Warm Period was a global phenom-
enon. There is now increasing evidence to suggest it was not. In fact, global tem-
perature records extracted from various sources reveal that the Earth was slightly
cooler during the Medieval Warm Period than in the early and mid-20th century
(Crowley and Lowery 2000; Bradley et al. 2003). As such, medieval warmth
appears to have been restricted to areas neighbouring the North Atlantic Ocean
(IPCC 2001b).

The Little Ice Age was not an ice age in the strict sense. It was a stadial or cool
event within the current interglacial. During the Little Ice Age, agricultural pro-
duction in Europe declined and human population numbers correspondingly fell
(Lamb 1982; Fagan 2001). Although Mann et al. (1998) and Jones et al. (1998)
have shown that the Little Ice Age was the Northern Hemisphere’s coldest period
during the last millennium, the cooling was modest with temperatures declining
by less than 1 °C relative to late-20th century levels (Bradley and Jones 1993;
Crowley and Lowery 2000). Not unlike the Medieval Warm Period, the Little Ice
Age was predominantly felt in the North Atlantic region. The best explanation for
the low North Atlantic temperatures appears to be an alteration in the patterns of
atmospheric circulation—in particular, an enhanced easterly wind phase of the
North Atlantic Oscillation (O’Brien et al. 1995).16

Another contributing factor to the low temperatures experienced during the
Little Ice Age was the extensive volcanic activity that punctuated the period
(Robock 1979). There are two ways that volcanic activity can reduce tempera-
tures. Firstly, the resultant spread of ash in the upper atmosphere can block some
of the incoming solar radiation. Secondly, when the sulphur oxide (SO,) emitted
by volcanic eruptions reaches the stratosphere, it converts to sulphuric acid parti-
cles. These particles reflect sunlight, thus further reducing the intensity of incom-
ing solar radiation. One example of the cooling effect of volcanic activity during
the Little Ice Age was the 1815 eruption of Mt. Tambora in Indonesia. It led to the
‘year without a summer’ in 1816, the coldest year on record in the USA.

It has also been suggested that the low intensity of solar radiation contributed
to the low temperatures during the Little Ice Age. There were four periods during
the Little Ice Age when the Sun emitted much less than its usual energy. These are
referred to as the Wolf Minimum (1280-1340 AD), the Sporer Minimum (1450-
1540 AD), the Maunder Minimum (1645-1715 AD), and the Dalton Minimum
(1795-1825 AD) (Lamb 1982; Ribes and Nesme-Ribes 1993; Crowley 2000).
Although these minima corresponded with cold spells, they also coincided with
very warm temperatures, such as the extreme heat of 1685-86, which occurred
during the Maunder Minimum (Plimer 2009). An expanding body of evidence
suggests that the relationship between low solar activity and cool temperatures is
not well understood (National Research Council 2005). It is therefore difficult to
conclude that the variation in solar radiation greatly influenced temperatures dur-
ing the Little Ice Age.

From a climate change perspective, the following best sums up the significance
of the Medieval Warm Period and the Little Ice Age:
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[Clurrent evidence does not support globally synchronous periods of anomalous cold or
warmth [....] and the conventional terms of ‘Little Ice Age’ and ‘Medieval Warm Period’
appear to have limited utility in describing trends in hemispheric or global mean tempera-
ture changes in past centuries (IPCC 2001b, p. 135).

1.2.3 Anthropogenic Global Warming—The Enhanced
Greenhouse Effect

Of contemporary importance to humankind is the third identifiable period over
the past 2,000 years—namely, the period since 1850. As Fig. 1.3 shows, average

T ¥ x ' ¥ T i ¥ g T ¥ b3 3 T T
F Panel 1.3a Global average temperature s
05 &1145
[ o
3
_— 4 g
g o0 140 3
] s
o
G
T 05 135 ==
E 1 L L l
S T T T T
g - Panel 1.3b Global average sea level 1
@ S0 "
a L
© 0 =
m - -
=
=50 - -
£ I
o
= =100 - 5
5 1L i
-.‘9:} f—— — ]
o + Panel 1.3c Northern Hemisphere snow cover
4 -
6‘-‘ i _—
E [ 2
X =
5 '8 3
= K =
£ 3
4B o
1 i i i L i i i 1 i i i i 1
1850 1900 1950 2000

Year

Fig. 1.3 Changes in temperatures, sea level, and Northern Hemisphere snow cover. Source IPCC
(2007a, p. 31) (reproduced with kind permission from the IPCC)
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global surface temperatures, particularly since 1950, have increased alarmingly
(Panel 1.3a). Furthermore, sea levels have risen steadily, whilst the coverage of
snow and ice in the Northern Hemisphere has receded (Panels 1.3b and 1.3c).

By recent historical standards, the latter part of the 20th century was unusually
warm. Records indicate that the second half of the 20th century was the Northern
Hemisphere’s warmest 50-year period in the last 1,300 years. What’s more, eleven
of the twelve years from 1995-2006 (inclusive) ranked among the twelve warmest
years in the instrumental record of global surface temperatures (IPCC 2007a).!”
Overall, since 1850, the average global surface temperature has increased by at
least 0.8 °C and is likely to rise by a further 1 °C regardless of what action is taken
to curb climate change (IPCC 2007b).

The dramatic recent rise in average global temperatures is further exemplified
by Fig. 1.4. This figure is the same as Panel 1.3a except that linear trend-lines are
added to reveal the extent of the temperature rise over four periods leading up to and
including 2005. The 25, 50, 100, and 150-year trend-lines respectively correspond to
the periods 1981-2005, 19562005, 1906-2005, and 1856-2005.18 As can be seen
from Fig. 1.4, the trend-lines get steeper as the periods leading up to 2005 shorten.
This indicates that the average per decade increase in temperature has been escalat-
ing (0.045 °C for the 150-year period; 0.074 °C for the 100-year period; 0.128 °C
for the 50-year period; and 0.177 °C for the 25-year period). Putting this into sharper
perspective, the average rate of warming over the 19562005 period was 73 per cent
faster than it was for the 100-year period from 1906 to 2005. In all, Fig. 1.4 indicates
that the rate of temperature increase since 1850 has itself been rising.
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Fig. 1.4 Annual global mean observed temperatures (black dots and smoothed series) and linear
trends for the last 25, 50, 100, and 150 years. Source IPCC (2007b, p. 253) (reproduced with
kind permission from the IPCC)
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Table 1.1 Concentration levels, global warming potentials, lifetimes, and radiative forcing of
greenhouse gases

Gas type 1750 2005 concen-  100-year Atmospheric 2005 radia-
concentration tration (ppm) global warm-  life-time tive forcing
(ppm) ing potential ~ (years) (Wm™2)

Carbon dioxide 278 379 1 ~100 1.66

(CO»)

Methane (CH4) 0.70 1.77 21 12 0.48

Nitrous oxide  0.27 0.32 310 114 0.16

(N20)

CFCs total 0 8.68 x 10710 3,800-8,100  45-1,700 0.268

HCFCstotal 0 2.02 x 10710 90-1,800 90-1,800 0.039

HFCs total 0 0.61 x 1071 140-11,700  1.3-17.9 0.010

PFCs total 0 0.77 x 10710 6,500-9,200 10,000 0.004

50,000

Sulfur hex- 0 0.06 x 10710 23,900 3,200 0.003

afluoride (SFe)

Others 0 1.12 x 1071 Various Various 0.01

Total long- 278.97 381.09 2.63

life green-

house gases
2005 COz-equivalent concentration of long-life greenhouse gases (ppm)

Notes

* CFCs denotes chlorofluorocarbons

* HCFCs denotes hydrochlorofluorocarbons
* HFCs denotes hydrofluorocarbons

* PFCs denotes perfluorocarbons

# own calculation

Source TPCC (2007b), Tables 2.1 and 2.14

As will soon be revealed, most of the increase in global temperatures since
the mid-20th century can, unlike temperature changes in the past, be attributed to
human activities (IPCC 2007a). It is for this reason that the current warming phase
is often referred to as the enhanced greenhouse effect. Of course, in saying this,
it is obvious that humankind cannot alter climate influences such as the intensity
of solar radiation or the particles released into the atmosphere by volcanic activ-
ity. However, human activities can contribute to climate change by augmenting
the concentration of greenhouse gases and aerosols in the atmosphere—the former
having a warming effect; the latter having a cooling influence (IPCC 2007b). More
so indirectly than directly, human activities can also increase the amount of water
vapour in the Earth’s atmosphere. This, too, can impact on the Earth’s climate.

Table 1.1 and Fig. 1.5 reveal that the concentration of greenhouse gases in
the Earth’s atmosphere has grown dramatically since 1750. As at 2005, the con-
centration of carbon dioxide had increased from 278 ppm in 1750 to 379 ppm. It
now (2014) stands at 398 ppm. Although the rise in the concentration of nitrous
oxide over the 1750-2005 period was modest (0.27-0.32 ppm), the concentration
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Fig. 1.5 Atmospheric concentrations of three crucial long-lived greenhouse gases over the last
two millennia. Source IPCC (2007b, p. 135) (reproduced with kind permission from the IPCC)

of methane had more than doubled (0.70-1.77 ppm). Overall, the combined con-
centration of long-life greenhouse gases increased from 279.0 ppm in 1750 to
381.1 ppm by 2005—a rise of 37 per cent over the period.

The increase in the atmospheric concentration of greenhouse gases was almost
entirely due to humankind’s burning of fossil fuels, vegetation clearance, agricultural
expansion, fertiliser use, and the growth in halocarbon production (Cunnold et al. 2002;
Brovkin et al. 2004; Matthews et al. 2004; Marland et al. 2006; IPCC 2007b, 2014b).
A question that often arises at this point is: To what extent is the observed change in
global temperatures a consequence of the anthropogenic increase in greenhouse gas
concentrations? In other words, is it possible that most if not all the recorded increase
in global temperatures can be attributed to natural factors? To answer these questions, it
is necessary to consider the ‘radiative forcing’ of the various climate-influencing factors
and the extent to which these factors have changed since 1750.

Radiative forcing is a measure of how the energy balance of the Earth-
atmosphere system is altered by climate-influencing factors. The term ‘radiative’
is used because climate-influencing factors alter the balance between the incoming
and outgoing radiation within the Earth’s atmosphere (IPCC 2007b). As explained
earlier, it is the radiative balance within the Earth’s atmosphere that determines
global temperatures. The term ‘forcing’ is used in conjunction with ‘radiative’ to
indicate how much and in what direction the Earth’s radiative balance is being
forced from its normal state.'”

Radiative forcing is quantified as the “rate of energy change per unit area of the
globe as measured at the top of the Earth’s atmosphere”. It is expressed in Watts
per square metre (Wm~2). When the radiative forcing from a climate-influencing
factor or group of factors is positive, the energy of the Earth-atmosphere system
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Fig. 1.6 Principal components of the radiative forcing (RF) of climate change. Note Values rep-
resent radiative forcings in 2005 relative to 1750 (start of industrial era). Source Truncated ver-
sion of IPCC (2007a, Fig. 2.4, p. 39)

increases, thus leading to a warming of the system (IPCC 2007b). A negative value
implies a reduction in energy and a cooling of the Earth-atmosphere system.

The importance of radiative forcing is illustrated in Table 1.1. Despite carbon
dioxide being the most prevalent greenhouse gas in the atmosphere, its dominance
is not proportionately reflected in its radiative forcing value of 1.66 Wm™2. This is
because the 100-year global warming potential of carbon dioxide is the least of all
the long-life greenhouse gases.?’ For example, one tonne of sulphur hexafluoride
has 23,900 times the global warming potential of one tonne of carbon dioxide.

Because of the different global warming potentials of each greenhouse gas, the
combined warming potential of all greenhouse gases is often expressed in terms
of its COj-equivalence. To obtain such a measure, the quantity of each green-
house gas is multiplied by its global warming potential. The resultant value is con-
verted to a quantity of carbon dioxide with the equivalent warming effect. Due to
the more potent influence of non-CO, greenhouse gases, the total CO»-equivalent
concentration of all long-life greenhouse gases was 454.85 ppm in 2005 (see
Table 1.1).2! This is much higher than the physical concentration of all long-life
greenhouse gases, which, to recall, was 381.1 ppm in 2005.2 Table 1.1 also reveals
that the radiative forcing of all long-life greenhouse gases in 2005 was 2.63 Wm™2.

The relevant feature of the total radiative forcing between 1750 and 2005 is
that most of it can be attributed to human activities. Figure 1.6 shows that the net
anthropogenic impact on the Earth’s climate since 1750 equated to a radiative
forcing of 1.6 Wm™2. Natural influences amounted to a mere 0.12 Wm~2. This
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means that, since pre-industrial times, the human contribution to global warming
exceeded natural forces by a factor of thirteen. It could easily have been more. The
value of 1.6 Wm™2 is lower than the value of 2.63 Wm™2 in Table 1.1 because,
as Fig. 1.6 indicates, the warming effect of all long-life greenhouse gases was
tempered by land-use changes and the generation of aerosol particles. Indeed,
the cooling effect of these two human-induced processes was such that the net
effect of all anthropogenic forcing agents in 2005 was akin to a concentration of
374.91 ppm of CO,-equivalent greenhouse gases.”>

It is also important to note that the cooling effect of aerosols peaked in the
1950s and 1960s—a time when average global temperatures temporarily levelled
off (IPCC 2007b).2* If, as expected, the rising concentration of greenhouse gases
continues to overwhelm the generation of aerosols, the warming influence of all
anthropogenic forcing agents will continue to escalate.

I should point out that there is much confusion over what constitutes the most
appropriate COs-equivalent concentration of greenhouse gases when referring
to target stabilisation levels. We have already seen that there is a significant dif-
ference between the total COs-equivalent concentration of all long-life green-
house gases (454.85 ppm in 2005) and that of all anthropogenic forcing agents
(374.91 ppm in 2005). Because many forcing agents are short-lived, it is widely
believed that the use of the lower CO-equivalent value leads to a drastic under-
estimation of the emissions cuts necessary to stabilise greenhouse gases at a spe-
cific target level. At the same time, the higher CO»-equivalent value includes CFCs
and HCFCs that are rapidly being phased out in line with obligations under the
Montreal Protocol. For these reasons, Stern (2007) and others believe that the most
relevant CO;-equivalent concentration is that representing the radiative forcing of
the six Kyoto Protocol gases (i.e., carbon dioxide (CO3), methane (CHy), nitrous
oxide (N2O), hydrofluorocarbons (HFCs), perfluorocarbons (PFCs), and sul-
phur hexafluoride (SFg)). The combined radiative forcing of these six gases stood
at 428.68 ppm of CO,-e in 2005, although it was closer to 440 ppm in 2014.%
Unless otherwise specified, all future references in this book to CO,-equivalent
concentrations of greenhouse gases will imply a reference to the radiative forcing
of the six original Kyoto Protocol gases.

Returning to the radiative forcing values in Fig. 1.6, these are computed by
using climate change models to determine the warming and cooling influences of
the individual radiative forcing components. A further question that often arises at
this point is: How reliable are the climate change models? Like all models, climate
change models are simplistic representations of reality. Nevertheless, they have
become increasingly sophisticated and incorporate key features of the critical feed-
back mechanisms found within the climate system. This aside, one of the best ways
to support a model is to conduct simulation exercises to replicate known outcomes.
When these exercises are undertaken with just natural factors taken into account,
climate change models are unable to reproduce the steep temperature rises observed
in recent decades. However, as the pink-shaded series in Fig. 1.7 illustrates, climate
change models are able to consistently simulate the observed 20th-century varia-
tions in temperatures when they include human influences (IPCC 2007b). By doing
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Fig. 1.7 Temperature changes relative to the 1901-1950 average. Source IPCC (2007b), FAQ
9.2, Fig. 1, p. 703 (reproduced with kind permission from the IPCC)

so, these models demonstrate that anthropogenic forcings have dominated all other
potential causes of temperature rise during the past half-century.

There are two additional means of support for the explanatory power of cli-
mate change models. The first comes in the form of a consistent pattern of simu-
lated results which indicate that more pronounced warming can be expected over
land compared to oceans (see bottom of Fig. 1.7). This pattern of variation, which
closely follows observed patterns of change, differs markedly from temperature
changes that would normally be associated with natural forces, such as the El
Nifio phenomenon. The second is the similarity between climate change models
and actual observations in terms of lower-atmospheric warming (troposphere) and
upper-atmospheric cooling (stratosphere). It has been shown that if an increase in
solar radiation had been mostly responsible for the recent rise in global tempera-
tures, both the troposphere and stratosphere would have warmed. These and other
considerations now provide us with the confidence that climate change models are
rigorous and that anthropogenic influences have been the dominant source of the
global warming observed over the past 50 years (IPCC 2007b).
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In summary, climate change is an ongoing phenomenon that, until recently, had
been exclusively caused by dynamic variations within the Earth’s climate system
or exogenous shocks of a natural cause. From time to time, a change in the Earth’s
climate has been initiated by a change in the atmospheric concentration of green-
house gases. More often than not, however, the role of greenhouse gases has been
confined to that of a positive feedback influence on the climate system.

The recent change in the Earth’s climate system is unique insofar as the
increase in the atmospheric concentration of greenhouse gases is almost entirely
due to the proliferation of human industrial and agricultural activities since 1750.
In this sense, humankind has elevated greenhouse gases to that of a primary trig-
ger of climate change. Although the temperature increase over the past century has
not been as abrupt as some of the temperature changes in the recent past (e.g., the
Younger Dryas and 8.2 Kiloyear events), of particular concern is that greenhouse
gas concentrations have risen well beyond the upper end of their range over the
past 800,000 years. This means that a contemporary climate system parameter is
now well outside its normal range of variation, thus pushing the climate system
to a point where extreme changes are possible in the future (IPCC 2007b, 2014b).

Whilst uncertainties surround the explanation for the natural variation in CO»
concentrations, the following seems certain: (i) despite short-term fluctuations,
global temperatures have risen since 1850; (ii) an increase in atmospheric green-
house concentrations can be closely associated with this global warming; (iii)
the current rise in greenhouse gas concentrations has been facilitated by human
activities; and (iv) the radiative forcing of human actions has far exceeded that of
natural factors. There is, therefore, little doubt that the very nature and extent of
humankind’s recent endeavours have played a dominant role in the climate change
that has occurred over the past century.

1.2.4 Climate Change Projections

Given humankind’s impact on the Earth’s climate so far, the next important issue
of consideration is: What is the possible future impact of human activities on the
Earth’s climate? Ignoring the long-term implications of Milankovitch cycles,
humankind’s future impact will depend on anthropogenic greenhouse gas emis-
sions, aerosol production, feedback effects, the influence of natural processes
(which may accentuate or dampen humankind’s influence), and the rate of green-
house gas sequestration—the latter of which may be boosted by land-use changes
(e.g., reafforestation) and technological advances (e.g., carbon capture-and-stor-
age). Since these factors will ultimately determine the net effect of all anthro-
pogenic forcing agents, considerable work has been undertaken to analyse the
climate change impact of various emission pathways. Much of this work has been
based on a set of emissions scenarios developed in 1996 by the Intergovernmental
Panel on Climate Change (IPCC).?” Originally aimed at providing input into the
IPCC Third Assessment Report, the emissions scenarios consist of four scenario
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families designed to explore the climate-changing effect of a wide range of eco-
nomic, demographic, and technological factors. The following are the storylines of
each scenario family (IPCC 2000):

e Al family: a rapid increase in Gross World Product (GWP); substantial reduc-
tions in per capita income disparities; a global population that peaks in the mid-
dle of the 21st century and declines thereafter; increased social and cultural
interaction; and a rapid introduction of resource-efficient and pollution-reducing
technologies.

e A2 family: a slower growth rate of GWP; a continuously increasing global pop-
ulation; less social and cultural interaction than Al; and a slow rate of techno-
logical advancement.

e Bl family: global convergence; the same peaking of the global population as
Al; rapid technological change; an emphasis on equity; and a concerted shift
towards a services-dominated economy.?8

e B2 family: a moderate growth rate of GWP; a global population that continu-
ously increases, but at a slower rate than A2; and a more localised response to
economic, social, and environmental issues.

Of these four scenario families, the Al family is divided into three emissions
groups involving different energy paths. These are: (i) a fossil fuel-intensive path
(A1FI); (ii) a path that leans heavily towards the use of non-fossil fuels (A1T); and
(iii) a balanced energy path (A1B). Given the sub-division of the Al family, there
are, altogether, six scenario groups. Within each scenario group, there is a further
sub-division of scenarios. Many of these scenarios share ‘harmonised’ assump-
tions regarding the rate of population growth, GWP, and final energy consumption.
The remaining scenarios explore uncertainties in relation to the links between out-
put growth, energy use, and greenhouse gas emissions. All up, the complete IPCC
scenario set comprises 40 different emissions scenarios (IPCC 2000).

The extent to which the climate change projections differ amongst the various
emissions scenarios depends on how far the projection extends into the future.
Until around 2025, global warming of approximately 0.2 °C per decade can be
expected irrespective of the emissions scenario (IPCC 2007a). Indeed, even if all
greenhouse gases and aerosols remained at year 2000 concentration levels, warm-
ing of around 0.1 °C per decade could be expected over the next two decades.
Beyond 2025, however, climate change projections depend increasingly upon the
emissions scenario in question. Notwithstanding this, it appears certain that green-
house gas emissions at or above current rates will induce much larger temperature
rises than those observed during the 20th century (IPCC 2007b).

At the time of the release of the IPCC Fourth Assessment Report (IPCC 2007b,
¢, d), advances in climate change modelling had made it possible to provide likely
climate change projections for each of the above emissions scenarios.>” The best
estimates and the /ikely range of temperature increases for all six scenario groups
are revealed in Table 1.2.30 They are also graphically illustrated in Fig. 1.8 along
with 20th-century observations and the temperature projections of a constant year-
2000 concentration of greenhouse gases.
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Table 1.2 Projected global average temperature increase by end of the 21st century (tempera-
ture change at 2090-2099 relative to 1980-1999)

Emissions scenario Year 2100 CO,-e GHG Best estimate (°C) Likely range (°C)
concentration (ppm)
Constant year 2000 430 0.6 0.3-0.9
concentrations
B g g D
AIT 700 24 1.4-3.8
B2 800 2.4 1.4-3.8
AlB 850 2.8 1.74.4
A2 1,250 34 2.0-5.4
AIlFI 1,550 4.0 24-64
Notes

* ppm denotes parts per million
* GHG denotes greenhouse gas
Source Adapted from IPCC (2007a), Table 3.1, p. 45

In view of past projections, two things can be learned from Table 1.2. Firstly,
the projected range of temperature increase of 1.1-6.4 °C (i.e., from the low end
of the B1 range to the high end of the A1FI range) is broadly consistent with the
temperature span disclosed in the IPCC Third Assessment Report (1.4-5.8 °C).
That said, the upper ranges of the temperature projections are larger than the
Third Assessment Report, essentially because more recent climate change models
indicate stronger climate-carbon cycle feedbacks (IPCC 2007a). It is because of
these stronger feedbacks that heatwaves, heavy precipitation events, and tropical
cyclones (hurricanes and typhoons) are very likely to become more frequent and
more intense during the 21st century.’!

Secondly, estimated temperature increases are closely linked to the year-2100
concentration of greenhouse gases. The major exception is the A1T scenario group
which, despite a lower greenhouse gas concentration in 2100 than the B2 group,
is likely to produce a similar temperature increase by the end of the 21st century.
The reason for this is that A1T emissions scenarios involve a higher rate of green-
house gas emissions early in the century followed by a considerably lower rate
much later. This is likely to induce an earlier positive feedback response within the
Earth’s climate system (see [IPCC 2007a, Fig. 3.1). Only as the 22nd century pro-
ceeds will the radiative forcing and the corresponding temperature increase associ-
ated with the B2 scenario group exceed that of the AIT group.

The insights provided by Table 1.2 and Fig. 1.8 are confined to climate
change projections at the global scale. Looking at the regional level, warming
is expected to be greatest over land and most northern latitudes, and to be least
over the Southern Ocean and parts of the North Atlantic Ocean (Stouffer 2004;
Fyfe and Saenko 2005; Hazeleger 2005; Kunkel and Liang 2005; IPCC 2007a).
In addition, a poleward shift of extra-tropical storm tracks is anticipated with sig-
nificant impacts on wind, precipitation, and temperature patterns (Saenko et al.
2005; Stone and Fyfe 2005). For example, while precipitation in the high latitudes
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Fig. 1.9 Continental surface temperature anomalies: observations and projections. Note Anoma-
lies based on temperature variations from the 1901-1950 temperature average. Source IPCC
(2007b), Fig. TS.29, p. 75 (reproduced with kind permission from the IPCC)

is expected to increase, it is likely to decline in most sub-tropical land regions
(Emori and Brown 2005; Wang 2005; Neelin et al. 2006; [PCC 2007a).

As a means of illustrating the likely disparate temperature increases across the
globe, Fig. 1.9 summarises the projected temperature changes of six of the world’s
seven continents. Using A1B as a reference scenario, Fig. 1.9 shows that increases in
temperature can be expected on all six continents. The figure also indicates that, up to
2050, temperature rises are likely to be strongest in North America, Europe, and Asia.
The more moderate warming expected in Australia and South America can be partly
explained by the projected lower rate of temperature increase in the Southern Ocean.

As useful as the IPCC emissions scenarios are, one of their major weaknesses
is their inability to reveal the likely temperature changes for a range of stable con-
centration levels of greenhouse gases. This failure arises because, in the case of
the A1B, A1FI, A2, and B2 scenario groups, concentration levels will still be ris-
ing sharply in the year 2100.

Knowledge of the probable temperature increase of specific stabilisation lev-
els is important for three reasons. Firstly, global warming is expected to impact
greatly on ecosystems, sea levels, agriculture, forestry, water supplies, human
settlements, industry, and human health (IPCC 2007a, 2014c). Secondly, avoid-
ing dangerous climate change will require the atmospheric concentration of
greenhouse gases to be stabilised at or below certain levels. Finally, stabilising
greenhouse gas concentrations at an appropriate level will necessitate adequate
restrictions on future greenhouse gas emissions. Barring political obstacles, the
latter is likely to dictate future greenhouse gas targets, emissions cuts, and associ-
ated policy measures (Stern 2007; Garnaut 2008; IPCC 2014b, c, d).
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Table 1.3 Estimated temperature increase over pre-industrial temperatures for different stabili-
sation levels of CO,-equivalent greenhouse gases

Equilibrium CO;- Best estimate (°C) Very likely above (°C) Likely in the range (°C)
equivalent (ppm)

350 1.0 0.5 0.6-1.4
450 2.1 1.0 1.4-3.1
550 2.9 1.5 1.9-4.4
650 3.6 1.8 2.4-5.5
750 4.3 2.1 2.8-6.4
1,000 5.5 2.8 3.7-83
1,200 6.3 3.1 4.2-94

Note ppm denotes parts per million
Source IPCC (2007a), Table TS.5, p. 66

Best estimates of temperature increases and the likely temperature ranges for
a variety of equilibrium greenhouse gas concentrations are provided in Table 1.3.
What is evident from the table is that concentration levels above 450 ppm of
COz-e are expected to increase global temperatures by more than 2 °C above pre-
industrial (1750) levels. This is of particular concern given that, firstly, a 2 °C
rise is considered by many to be the upper limit of a ‘safe’ temperature increase
(Retallack 2005; Hamilton et al. 2005), and secondly, greenhouse gas concentra-
tions are fast approaching the 450 ppm level.

What is not obvious from Table 1.3, but is of great significance, is that an upper
bound temperature for each concentration level cannot be established. The rea-
son for this is that feedback mechanisms within the Earth’s climate system can
change over time, either through ecosystem destruction or global warming itself,
thus resulting in temperature rises well beyond estimated temperature ranges
(IPCC 2007b). Moreover, as perturbations of the climate system progress, vari-
ations in climate feedbacks can occur unexpectedly. This can lead to abrupt cli-
mate changes of the kind described earlier in the chapter. Three possible triggers of
abrupt climate change—the collapse of the West Antarctic Ice Sheet, the rapid loss
of the Greenland Ice Sheet, and large-scale variations in ocean circulation systems
(e.g., the North Atlantic thermohaline circulation)—are not expected to occur dur-
ing the 21st century. However, should the perturbations continue into the 22nd
century, the probability of their occurrence increases (IPCC 2007b). Moreover, the
probability dramatically escalates in line with the severity of the perturbation—that is,
as the stabilisation level of greenhouse gases and the associated temperature change
rises. Clearly, the increasing risk of abrupt climate change must be considered when
determining future emissions targets (Stern 2007; IPCC 2007b; Weitzman 2009).

1.2.5 The Potential Implications of Climate Change

Understanding the likely warming effect of different concentration levels of green-
house gases is unquestionably important. Of equal importance, however, is a
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knowledge of the ecological, social, and economic implications of the various tem-
perature rises, should they eventuate. From such an understanding, it is possible to
make judgements as to what constitutes a ‘safe’ or ‘ecologically sustainable’ con-
centration level of greenhouse gases. Furthermore, it provides valuable insights into
what might constitute a potentially desirable stabilisation target of greenhouse gases.
I say “might” because it is only within the range of sustainable outcomes that eco-
logical economists believe that comparisons between different stabilisation targets
should be made. This is an entirely different approach to the mainstream economic
position and one that will be explored in much greater detail in Chaps. 5 and 6.

It has already been mentioned that global warming will impact on ecosystems,
sea levels, water supplies, industrial and agricultural production, and human health.
In addition, these impacts will vary from region to region, both with regards to the
nature and magnitude of the direct impacts and in terms of the capacity of different
nations to adapt to whatever changes ensue (Brooks and Adger 2005; Berkhout et al.
2006; O’Brien et al. 2006; Tol and Yohe 2007; IPCC 2007c, Chaps. 9-16).

Table 1.4 summarises some of the estimated future impacts of climate change
at the regional scale. It shows that a rise in water stress will become a major
dilemma in Africa which, when coupled with declining agricultural and fisheries
output, will increase malnutrition rates across the continent. Also of grave concern
is Africa’s high vulnerability to climate change and its limited institutional and
economic capacity to adapt to a warmer world (AfDB et al. 2003).

Water stress will also be a future problem in Asia, particularly in areas reliant
upon glacial meltwater. Although there is the potential for warming to increase
crop productivity in various parts of Asia, a decline in agricultural output is
expected in Central and Southern Asia. Another cause for concern is the forecast
flooding of Asian megadeltas—an eventuation that would lead to the widespread
damage of physical infrastructure and the displacement of many millions of people.

In the wealthier region of Australasia, climate change will have significant
impacts in Australia in terms of water availability, species extinction, coral bleach-
ing, and reduced agricultural output. In both Australia and New Zealand, cases of
coastal flooding are likely to increase as a consequence of rising sea levels and
more intense storms. Also expected is an increased rate of heat-related deaths.

The projected impact of warming in Europe is mixed. Like Australia and New
Zealand, the health risk arising from more frequent and intense heatwaves will
increase. As for agriculture, output is forecast to rise in some Northern regions, but
decline in Southern Europe—the latter being a region that is also likely to suffer
increased water shortages. Due to the high vulnerability of Europe’s ecosystems,
species extinction is expected to rise significantly, thus reducing Europe’s already
diminished biodiversity.

Latin America (Central and South America) is likely to experience a gradual
change in vegetation cover as some tropical forests are naturally replaced by savan-
nah woodlands. In other areas of Latin America, arid-land vegetation is expected to
replace semi-arid flora. Because of changing rainfall patterns and disappearing gla-
ciers, declining water availability will affect drinking water as well as reduce the water
available for irrigation and the generation of hydro-electricity. In general, agricultural
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output is expected to decline in many parts of Latin America, whilst rising sea levels
are likely to inundate some coastal regions and damage Mesoamerican coral reefs.

In North America, the winter snowpack is expected to diminish in western
mountain regions, thereby reducing summer stream flows. At the same time, for-
est fires will increase, particularly in Canada. Once again, rising sea levels will
adversely affect coastal ecosystems—a problem expected to be exacerbated along
the US south-east cost by the increasing intensity of tropical storms. Heat-related
deaths are also projected to increase in many North American cities.

It is of little surprise that many of the world’s small islands will be severely
affected by the forecast rise in sea levels. Large-scale inundation of some islands,
shoreline erosion, and damage to physical infrastructure is anticipated. In some
instances, the viability of atoll nations (e.g., The Maldives) will be at risk. Very
high agricultural losses are projected for low-terrain island nations, as are wide-
spread declines in fish stocks. The tourism sectors of small island economies are
also expected to be damaged by the adverse effects of climate change.

Finally, polar regions are likely to experience some of the most pronounced cli-
mate change impacts in the world. Projected changes include a reduction in the
extent and thickness of glaciers and ice sheets and a widespread thawing of the
permafrost. This will result in severe coastal erosion and, in some cases, recon-
figuration of the coastline itself. The associated impact on polar ecosystems is
expected to reduce polar biodiversity and fish populations. The latter is of par-
ticular concern given that seafood constitutes a major portion of the staple diet of
many indigenous Arctic communities.

In terms of climate change impacts at the global scale, Fig. 1.10 reveals some of the
major impacts expected should temperatures rise in accordance with various stabilisa-
tion levels of greenhouse gases. The top of Fig. 1.10 shows the estimated temperature
increases and likely temperature ranges of four different greenhouse gas concentra-
tions (450, 550, 650, and 750 ppm of CO»-e). The remainder of Fig. 1.10 divides the
major impacts into six categories to reflect the broader implications of climate change
on water, ecosystems, food, coasts, and human health, plus likely singular events.

Given that temperatures have already risen by 0.8 °C above pre-industrial levels,
Fig. 1.10 highlights the many impacts on the brink of emergence. With further tem-
perature increases expected regardless of what mitigation measures are eventually
implemented, it is clear that a number of significant impacts are likely to materialise
in the not-too-distant future. Without trivialising the lesser impacts, Fig. 1.10 shows
that the worst effects of climate change will occur once the rise in global temperatures
exceeds 2 °C above pre-industrial levels (IARU 2009). For example, rises above the
2 °C mark will: (i) subject at least one billion more people to water shortages; (ii)
increase the species at the risk of extinction to a dangerously high 20-30 per cent; (iii)
extend the bleaching of corals from ‘some’ to ‘most’, with widespread coral mortality
expected once the 3 °C mark is exceeded; (iv) render the terrestrial biosphere a net
source of carbon emissions as opposed to a net carbon sink; (v) reduce the output of
some cereals in the low latitudes and, should temperature rises exceed 3.5 °C, eventu-
ally reduce the output of all cereals; (vi) massively increase the number of additional
people at risk of coastal flooding; and (vii) trigger several metres of sea-level rise.
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Fig. 1.10 Projected global impacts of temperature increases as they relate to different stabilisa-
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Although it could be argued that, through adaptation, all but the most extreme
impacts of climate change are surmountable, it needs to be recognised that the
Earth has been greatly modified by human activities and that critical ecosystems
are much fewer in number and highly fragmented. This significantly increases the
difficulty with which fauna and flora can ‘migrate’ in response to climate system
shocks. As a consequence, the capacity of the Earth to respond naturally to climate
change has been greatly reduced, particularly when compared to past changes
in the Earth’s climate. Indeed, it has been shown that ecological and renewable
resource systems are likely to respond to climate change in a non-linear manner
(Aber et al. 2001). Moreover, should critical thresholds be surpassed, abrupt tran-
sitions to simplified and less productive natural systems seem inevitable. In worse-
case scenarios, the complete collapse of natural systems can be expected (Scheffer
et al. 2001; Rietker et al. 2004; Schroder et al. 2005).

There is little doubt that the undermining of ecological and renewable resource
systems would adversely affect the source, sink, and life-support services provided
by the ecosphere, which are fundamental to the long-run sustainability of eco-
nomic systems. It is because of this that the more severe impacts of extreme tem-
perature rises have important implications when determining a safe or ecologically
sustainable concentration of greenhouse gases.

Although a 2 °C temperature rise is widely considered the safe upper limit of
global warming, the issue concerning safe limits is by no means resolved. One way
of objectively settling the issue is to define ‘safe’ in terms of a universally accepted
statement or agreement. A stated objective of Article 2 of the United Nations
Framework Convention on Climate Change (UNFCCC 1992)34 is the need to:

[....] achieve stabilization of greenhouse gas concentrations in the atmosphere at a low
enough level to prevent dangerous anthropogenic interference with the climate system.
Such a level should be achieved within a time-frame sufficient to allow ecosystems to
adapt naturally to climate change, to ensure that food production is not threatened, and to
enable economic development to proceed in a sustainable manner.

Given the severe impacts expected once temperatures rise by more than 2 °C
above pre-industrial levels, plus the potential for increasing temperatures to pre-
cipitate abrupt changes that could threaten the sustainable operation of economic
systems, it would seem that the 2 °C mark constitutes a reasonable threshold point
upon which a safe upper concentration of greenhouse gases can be determined
(IARU 2009). Assuming this to be the case, 450 ppm of CO»-e would, according
to Table 1.3, serve as the upper limit of a safe or ecologically sustainable stabilisa-
tion level of greenhouse gases.

In passing, it is worth highlighting the results of two recent climate change
studies. The first, by Hansen et al. (2008), suggests that humankind may have to
aim for a stabilisation target below 450 ppm of CO»-e if it is to meet the UNFCCC
objective. According to Hansen et al., a safe atmospheric concentration of CO3 is
probably in the order of 350 ppm (approximately 425 ppm of CO;-e). The sec-
ond study suggests that global warming of 2 °C above pre-industrial levels is
best avoided by stabilising greenhouse gases at or below 400 ppm of COr-e
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(Meinshausen 2006). Having said this, Meinshausen points to the fact that warm-
ing above 2 °C only becomes a likely prospect if greenhouse gases are stabilised
at or above the 475 ppm level. In weighing up these two studies and the evidence
revealed in the IPCC Fourth Assessment Report, it would seem that 450 ppm of
COzy-¢e constitutes the very upper end of what might be deemed a safe stabilisa-
tion level. Should future global emissions targets be based on a perceived 450 ppm
safety level, they may have to be altered as new scientific evidence and informa-
tion comes to hand. In all likelihood, any revision will be downwards.

1.2.6 The Scientific and Institutional Response to Climate
Change

In Chap. 10, a proposal for a global emissions-trading system will be outlined. The
system will in many ways need to reflect the institutional arrangements that exist
at both the national and international levels. It is also likely that any new emis-
sions-trading system will need to account for any future emissions targets, such
as the obligations pertaining to a new protocol earmarked to replace the Kyoto
Protocol in 2021. Given that a number of key climate change institutions are inex-
tricably linked to the scientific community (e.g. the IPCC), then, as a basis for
upcoming chapters in the book, it would seem pertinent to document the historical
growth in the scientific understanding of climate change and the accompanying
institutional response.

The idea that the earth’s climate system involves energy balances was first pos-
tulated by Edme Mariotte in 1681 after he noted that the Sun’s radiant heat could
pass through glass and other transparent materials, but the heat radiated by other
sources could not (Fleming 1998). This prompted Horace Benedict de Saussure,
in the 1760s, to construct a heliothermometer—a glass-covered thermometer
enclosed in a black, cork-lined box—to serve as an early practical demonstra-
tion of the greenhouse effect (IPCC 2007b). The conceptual advance that emerged
from Saussure’s experiments was the recognition that air itself is capable of
absorbing thermal radiation. In 1824, and following on from Saussure’s insights,
Joseph Fourier outlined the importance of the atmosphere in trapping heat to warm
the Earth, albeit Fourier had already used the term ‘serre’ (greenhouse) to describe
the warming phenomenon in 1822 (Fleming 1998). C.S.M. Pouillit later supported
Fourier’s ideas in 1836 by declaring that the Earth’s atmosphere exerts “unequal
heat-absorbing actions” in the sense that the heat emitted from the Earth’s surface
differs to the heat received from the Sun (Fleming 1998). What was not under-
stood at the time was the substance in the atmosphere responsible for the unequal
absorption of heat.

An answer to this conundrum eventually emerged in 1859 when John Tyndall
identified water vapour and CO; as heat-trapping gases in the atmosphere. Tyndall
subsequently argued that variations in CO; had the potential to alter the Earth’s
climate (IPCC 2007b; Tyndall 1861). However, it was not until 1895 that Swedish
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electrochemist, Svante Arrhenius, made the first climate change predictions—
namely, a doubling of the atmospheric concentration of CO; had the potential to
increase global temperatures by as much as 5 °C, whilst a halving of CO; could
induce an Ice Age (Arrhenius 1896).

As part of his overall theory, Arrhenius argued that past variations in atmos-
pheric CO; could be largely attributed to volcanism (Fleming 1998). This aspect
of Arrhenius’ thesis was seriously challenged by T.C. Chamberlin. As a geologist,
Chamberlin regarded the hypothesis of Arrhenius as overly simplistic and incon-
sistent with known geological events. Chamberlin had already developed theories
on the global carbon cycle and its possible connection with CO; as an agent of
climate change. In 1897, Chamberlin proposed that variations in the atmospheric
concentration of CO,—caused by environmental factors with the capacity to store
and release carbon into the atmosphere—could, when combined with water vapour
feedbacks, account for the advance and retreat of ice sheets and a range of other
geological puzzles (Fleming 1998; Chamberlin 1897). Besides embodying a more
sophisticated explanation for the global exchange of carbon, the model developed
by Chamberlin was the first to include feedback mechanisms as a means of negat-
ing or amplifying climate change influences.

In 1899, and on the basis of emerging theoretical developments, Nils Eckholm
predicted that the burning of pit coal would eventually double the atmospheric
concentration of CO,. This, Eckholm stressed, would increase the mean surface
temperature of the Earth.3

Shortly later, the theory surrounding the warming potential of increased
CO; was hotly disputed (Fleming 1998). At the turn of the 20th century, Knut
Angstrom (1900) claimed that more than sufficient CO; existed in the atmosphere
to ensure maximum infra-red absorption. Consequently, any additional CO, would
have no absorptive effect. William Humphries (1913), a long-time critic of cli-
mate change theories, used Angstrom’s results to argue that a doubling or halv-
ing of atmospheric CO, would leave unaltered the infra-red radiation absorbed
by the Earth’s atmosphere. As a result, variations in atmospheric CO; would have
no marked impact on the average temperature of the Earth. Such expressions of
doubts over the role of CO, were echoed by Charles Greely Abbot and F.E. Fowle,
Jr., with their insistence that water vapour was the principal absorber of infra-red
radiation (Fleming 1998).

Despite Chamberlin’s dismissive reaction to Humphries, scepticism over the
role of CO; continued to such an extent that, by 1929, G.C. Simpson (1929-30)
claimed it was “now generally accepted that variations in carbon-dioxide in the
atmosphere, even if they do occur, have no appreciable effect on the climate”.

Nevertheless, by the 1930s, a prominent global warming trend had come to
the attention of many climate scientists. Along with new measurements down-
playing the cooling effect of water vapour, the rising temperatures prompted G.S.
Callendar to re-evaluate the contribution of human activities to climate change
(Fleming 1998). Two factors convinced Callendar, and others, that the increasing
combustion of fossil fuels was responsible for the observed warming in the early
part of the 20th century. The first was the human discharge of 150 billion tons of
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COs in the fifty years prior to the late-1930s that had underpinned a 6 per cent
increase in the atmospheric concentration of CO; between 1900 and 1936. The
second factor was the generation of a set of equations by Callendar (1938) link-
ing greenhouse gases and global warming. Using the equations, Callendar calcu-
lated that a doubling of the atmospheric concentration of CO, would increase the
mean global temperature by at least 2 °C, with considerably more warming likely
to occur at the poles (IPCC 2007b).

It was also during the 1930s that Milutin Milankovitch outlined the theory that
orbital changes—the Milankovitch cycles referred to earlier in the chapter—was
the principal factor behind the oscillation between glacial and interglacial periods.
As valuable as this theory became for explaining climate change over very long
periods of time, it also revealed why the temperature changes experienced in the
early part of the 20th century could not be strongly attributed to changes in the
eccentricity of the Earth’s orbit or to changes in the obliquity of the Earth’s axis.

Until the 1940s, debates and concerns about climate change were largely con-
fined to the scientific community. Upon revitalisation of the link between CO;
and global warming and studies revealing that the thickness and extent of Arctic
ice had greatly diminished between 1890 and 1940, the topic of climate change
began to make its way into the public arena in the 1950s (Fleming 1998). During
the same decade, Gilbert Plass (1956) integrated the understandings from various
scientific disciplines to develop a more realistic model of radiative transfer. Plass
used his more sophisticated theory to reinforce the findings of Callendar and to
warn that humankind was, by increasing the atmospheric concentration of CO»,
conducting a large-scale experiment on the Earth’s atmosphere with potentially
dangerous repercussions (Fleming 1998).

Because the carbon cycle had emerged as a central component of many cli-
mate change theories, it became obvious that greater knowledge was required of
the CO, exchange between the oceans and the atmosphere (IPCC 2007b). Roger
Revelle and Hans Suess (1957) responded to the challenge by discovering that the
world’s oceans are unable to absorb all anthropogenically-generated CO, because
of the extended time it takes for CO; to mix with deep ocean layers. Thus, given
the rising rate of CO, emissions, Revelle and Suess concluded that CO, was
likely to continue accumulating in the atmosphere. Revelle and Suess were soon
supported by the first accurate measurements of atmospheric CO, in 1958 which
showed that the atmospheric concentration of CO», at 315 ppm, was around 13 per
cent higher than pre-industrial levels (Keeling 1960).3°

Just as the link between increasing CO; and rising temperatures was gaining
momentum, it emerged in the 1960s that global temperatures had been declin-
ing since the 1940s—in part, a consequence of rising aerosol production in North
America, Europe, and Japan. This sparked new concerns about the prospect of
global cooling, with the US Government and the United Nations contemplating
the potential impact of a cooler world on agricultural output (Fleming 1998). As
it turned out, air pollution regulations enacted throughout most of the industri-
alised world in the early-1970s quickly arrested the increase in aerosol produc-
tion. Nonetheless, CO; emissions continued to rise. Recognising that the warming
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effect of the latter would eventually overwhelm the cooling effect of the former
(see, again, Fig. 1.6), scientific opinion converged on global warming, not cool-
ing, as the primary climate change risk of the 21st century. Support for this posi-
tion was reinforced in the mid-1970s by, firstly, the most sophisticated model yet
developed showing that a several degree increase in global temperatures would
result from a doubling of atmospheric CO, (Manabe and Wetherald 1975), and
secondly, by studies indicating that chlorofluorocarbons (CFCs) and methane also
contribute positively to radiative forcing (Ramanathan 1975; Wang et al. 1976).
Further support emerged in 1979 in the form a US National Academy of Sciences
Report demonstrating that a doubling of CO, would lead to an increase in aver-
age global temperatures of 1.5-4.5 °C (NAS 1979). In the same year, the first
World Climate Conference was held in Geneva. Concerns were voiced that “con-
tinued expansion of man’s activities on Earth may cause significant extended [....]
changes of climate” (WMO 1979, pp. 1-2).

As the 1980s begin, evidence revealed a return to a global warming trend
with 1981 becoming the warmest year on the instrumental record. Reinforced by
alarming reports published by the US National Academy of Sciences and the US
Environmental Protection Agency, global warming entered the mainstream politi-
cal arena in both North America and Europe. With climate change now prominent
in mainstream political circles, Ramanathan et al. (1985) announced that global
warming would occur at twice the previously expected rate because of rapid rises
in methane levels and other trace greenhouse gases. This provoked a group of cli-
matologists attending a 1985 climate change conference in Villach, Austria, to call
upon governments around the world to establish international protocols to limit the
rise in greenhouse gas emissions (Maunder 1992).

Despite the failure of governments to respond to the specific appeals of the sci-
entific community, an important first step was taken in 1987 with the establishment
of the Montreal Protocol—an environmental treaty that included binding restrictions
on the generation of ozone-depleting gases, some of which also constituted green-
house gases (Benedick 1991). A year later (1988), the United Nations established
the Intergovernmental Panel on Climate Change (IPCC). The IPCC’s task was to
periodically generate reports detailing: (i) the causes and impacts of climate change;
(ii) projections of future temperature changes; and (iii) the adaptation and mitigation
options available to policy-makers. In the same year, James Hansen announced to
the US Senate that “global warming had begun” and that the Earth was in for a rapid
warming phase that could eventually degenerate into a runaway greenhouse effect.’’

In 1990, the first IPCC report appeared. Highlighted in the report was evidence
that average global temperatures had been rising and that global warming was
likely to continue in the future (IPCC 1990).

The international response to climate change intensified in 1992 when, at
the Earth Summit conference in Rio de Janeiro, the United Nations Framework
Convention on Climate Change (UNFCCC) was signed by over 150 countries.
Considered the most important climate change treaty yet created, the UNFCCC
contained non-binding limits on greenhouse gas emissions as well as provisions to
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establish subsequent protocols as a means of institutionalising mandatory emission
targets. The UNFCCC would eventually come into force on 21 March 1994.

In 1996, a second series of IPCC reports emerged outlining the strong detec-
tion of a human-enhanced greenhouse effect and the likelihood of serious global
warming during the 21st century (IPCC 1996a, b, c). On the back of the IPCC
reports, the 1997 Kyoto Protocol—the first mandatory emissions treaty to emerge
from the UNFCCC—was successfully negotiated at the third ‘Conference of the
Parties’ in Kyoto, Japan (COP-3). Under the Protocol, Annex I countries agreed
to reduce their collective greenhouse gas emissions by 5 per cent relative to 1990
levels.3® The applicable commitment period—that is, the period over which Annex
I nations were required to meet their greenhouse gas targets—was set for 2008—
2012. Although developing or non-Annex I countries were not required to cut
emissions, they were encouraged to share in the common responsibility to reduce
greenhouse gas emissions in the spirit of the Kyoto Protocol.

On 16 March 1998, the Kyoto Protocol opened for ratification and signature.
As for year 1998 itself, it emerged as the warmest year ever recorded, enhanced by
the most extreme El Nifio event in recent memory.

At the dawn of the new millennium, studies revealed the importance of bio-
logical feedbacks in the carbon cycle that were likely to accelerate the pace of
global warming (e.g., Cox et al. 2000). In 2001, a third published series of IPCC
reports provided the strongest endorsement yet of humankind’s contribution to
climate change (IPCC 2001a, b, c, d). The reports bluntly stated that: (i) it was
‘very likely’ that most of the warming observed during the 20th century had been
caused by the human generation of greenhouse gases; (ii) in the absence of cor-
rective policies, temperatures were likely to rise by 1.4-5.8 °C over the course of
the 21st century; and (iii) climate change surprises could eventually emerge with
potentially devastating consequences.

In 2003, two events took place that many believe were a taste of things to
come. The first was the weakening of West Antarctic and Greenland ice sheets that
raised the prospect that sea levels could rise at a much faster rate than previously
expected. The second was the most extreme heatwave in Europe in 500 years
that resulted in 30,000 additional heat-related deaths (Larson 2003). With pub-
lic concern about global warming on the rise, particularly in Europe, the Kyoto
Protocol finally came into force on 16 February 2005 following its ratification by
the Russian Federation in late-2004.3° However, two major per capita emitters of
greenhouse gases—the USA and Australia—would remain defiant by refusing
to ratify the Kyoto Protocol. Globally, 2005 would become the second warmest
year on record, a year punctuated by a number of severe tropical storms, including
Hurricane Katrina.

In late-2006, the most publicised government-commissioned report on the eco-
nomics of climate change was released. Soon to be widely known as the Stern
Review, the report concluded that it would be necessary to invest at least one per
cent of Gross World Product (GWP) every year to avoid climate change dam-
age costs equivalent to the annual loss of 5-20 per cent of GWP (Stern 2007).
The Stern conclusions were soon supported in 2007 with the publication of the
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fourth series of IPCC reports declaring that the cost of reducing emissions would
be significantly less than the cost of climate change damages (IPCC 2007a). Also
stressed by the IPCC was that “warming of the climate system is unequivocal” and
that it was “very likely that global warming is the result of human activities”.

2007 ended with a United Nations climate change conference in Bali,
Indonesia, where the main objective was to put in place a roadmap with a view
to establishing a legally-binding emissions agreement to take effect at the end of
the Kyoto commitment period in 2012. It was hoped at the time that the successor
treaty would be negotiated at a UNFCCC conference to be held in Copenhagen in
December 2009. During the Bali conference, the European Community called for
a peak in global emissions in 2020 with deep emission cuts thereafter. A number
of countries, led by the USA, strongly opposed the strategy. The resulting compro-
mise led to some criticism that the conference failed to achieve anything of signifi-
cance (Carbon-info.org 2007). The Kyoto Protocol was finally ratified at the Bali
conference by Australia, but not by the USA.

Despite a change in the US Government in 2008, the newly-elected President,
Barack Obama, declined to ratify the Kyoto Protocol. Instead, President Obama
stated that the USA would lead the world toward a new era of global co-operation
on climate change. Included in a list of climate change promises were initiatives to
reduce US emissions to 1990 levels by 2020 and to cut emissions by an additional
80 per cent by 2050 (Knowlton 2008).

In March 2009, the International Alliance of Research Universities convened
an international scientific congress with the theme, Climate Change: Global Risks,
Challenges and Decisions. The aims of the congress were twofold: (i) to coalesce
the climate change knowledge released since the publication of the /PCC Fourth
Assessment Report in 2007; and (ii) to produce a Synthesis Report (IARU 2009) to
serve as scientific input into the UNFCCC conference to be held later in the year
in Copenhagen.

Leading up to the Copenhagen conference, debate grew about the potential
impact of future emissions cuts on the Gross Domestic Product (GDP) of nations.
Some observers believed that the stimulatory measures being implemented across
the world to deal with the global ‘GDP’ recession were taking precedence over
the urgent need to reduce greenhouse gas emissions. A widespread fear emerged
that the emissions reductions embodied in a Copenhagen protocol would be
insufficient to combat the impact of human activities on the Earth’s climate.
Notwithstanding this, the Copenhagen conference took place with high expecta-
tions that an agreement would finally be struck that was both legally binding and
genuinely effective at drastically reducing greenhouse gas emissions.

Despite the high hopes, the Copenhagen conference failed to deliver what had
been anticipated. Many observers thus considered the conference to be a complete
failure (Monbiot 2009; Harrabin 2009). With climate change negotiations “in dis-
array”, a Copenhagen Accord was eventually drafted on the second-last day of
the conference by the USA, China, India, Brazil, and South Africa. Although the
US Government considered the Accord to be a “meaningful agreement”, it was
not immediately adopted by attendees. Consequently, the Accord failed to be
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unanimously passed. Whilst the Accord recognised the need to restrict tempera-
ture rises to no more than 2 °C above pre-industrial levels, the document itself
contained no legally-binding commitments to reduce greenhouse gas emissions.
Indeed, because the Accord did not include promised measures to cut global CO»
emissions by 80 per cent by 2050, many countries—including Bolivia, Venezuela,
Sudan, and Tuvalu—vehemently opposed the document. Despite the dissent, most
countries eventually signed the Copenhagen Accord during 2010.

With the global ‘GDP’ recession continuing to deepen, public attention to cli-
mate change began to wane as did the sense of urgency amongst the world’s politi-
cians. The lack of genuine commitment to reducing emissions was reflected by the
inability of the world’s governments to broker a legally-binding emissions proto-
col at the United Nations climate change conference in 2010 (Canctin, Mexico).
In what some people believe was an act of desperation, it was decided at the 2011
conference in Durban to further extend the Kyoto Protocol and to develop a new
emissions protocol by 2015 to take effect in 2021. One consolation of the agree-
ment, referred to as the Durban Platform, was that it included low-GDP countries
for the first time (e.g., China and India) as well as the USA which had previously
declined to ratify the Kyoto Protocol. In addition, the new protocol was to be
legally binding. Although some commentators optimistically viewed the Durban
Platform as a means of providing governments with more time to negotiate a
lasting and effective emissions protocol, climatologists feared it would delay the
urgent mitigation action required to avoid dangerous, if not catastrophic, climate
change. The Durban Platform was reified at the 2012 conference in Doha in the
form of amendments to the Kyoto Protocol—the most important being a pledge
made by a number of Annex I countries to reduce their greenhouse gas emissions
by at least 18 per cent below their 1990 levels during a second Kyoto commitment
period that would span the years 2013-2020 (UNFCCC 2012).

In 2013, a new but alarming milestone was reached. Measurements taken
at Mauna Loa, Hawaii revealed that the atmospheric concentration of CO; had
reached 400 ppm.*? Not only was this 41 % above immediate pre-industrial lev-
els, it constituted the highest concentration of CO, at any time over the previous
three million years (NOAA 2013). With the release of the IPCC’s Fifth Assessment
Report reconfirming humankind’s contribution to global warming, the radiative
forcing of the six original Kyoto Protocol gases stood at approximately 440 ppm
of COsz-e.

Finally, in late-2013, a United Nations conference was held in Warsaw to con-
tinue the negotiations towards the establishment of a new global agreement in
Paris in 2015 (UNFCCC 2013a). During the conference, a number of key issues
were raised. The first related to the financing of mitigation and adaptation meas-
ures and the transfer of technology from the world’s richest to poorest nations.
Concern was raised regarding the lack of capitalisation of the Green Climate
Fund—an important element of the Copenhagen Accord—with only US$7.5
billion having been committed to the Fund by Annex I nations as of June 2013.%!
The second issue pertained to a new mechanism proposed during the conference
to help the world’s poorest nations cope with climate change-related losses and
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damages. Referred to as the Warsaw Mechanism, rich and poor nations hotly
debated its terms and conditions with Annex I nations resisting any compulsion
to explicitly compensate developing nations for weather-related natural disasters.
The third issue related to emissions obligations post-2020. Whilst recognising the
obligation to undertake most of the action to reduce global greenhouse gas emis-
sions, Annex I nations stressed the need for developing countries to take on new
responsibilities. This led to a widespread understanding that the Paris agreement
would need to incorporate greenhouse gas targets for non-Annex I as well as
Annex I nations.

Despite some positive developments, a number of observers believed that little
progress was made at the Warsaw conference (e.g., Stern 2013). Worse still, many
were left doubting whether an emissions protocol of the type needed to avoid cat-
astrophic climate change would emerge from the Paris conference in 2015 (see
Postscript on the outcome of the COP-20 conference in Lima in December 2014).
Meanwhile, records at the end of 2013 indicated that average global temperatures
had risen by 0.75 °C over the past century and that thirteen of the previous sixteen
years were the warmest since 1850.

1.3 What Is Ecological Economics?

Because this book deals with climate change from an ecological economics per-
spective, it is important to say something about ecological economics itself.
Ecological economics is a transdisciplinary paradigm that extends and integrates
the study and management of ‘nature’s household’ (ecosphere) and ‘human-
kind’s household’ (economy).*> A relatively new paradigm, ecological econom-
ics has emerged in response to the failure of mainstream economic paradigms to
deal adequately with the coevolutionary interdependence of social, economic, and
ecological systems. As such, ecological economics can be described as a means
of bringing the false pre-analytical visions underpinning conventional economic
assumptions into line with biophysical and existential realities (Lawn 2007).

Many attempts have been made to integrate the economy and the ecosphere.
Two of note stand out. The first has involved the expansion of the economic
domain until its boundaries coincide with those of the greater ecosphere. Daly
(1991) refers to this as ‘economic imperialism’—a chauvinistic exercise designed
to bring all matter and energy under the regulating influence of market prices.
Examples of economic imperialism include the imputation of shadow prices to
value ecosystem services (contingent valuation), conventional benefit-cost analy-
ses, and the assignment of unconditional property rights to permit the market
exchange of open access resources. Mainstream economics is heavily based on the
principle of economic imperialism.

The second popular attempt has involved the erasure of economic boundaries
and the subsequent abandonment of any sort of economic valuation on the basis
that the matter and energy flowing through the economy is governed by the same
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(=T | ® Producer goods (plant and machinery) and human labour
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Technology <<

~~ =L~ Ultimate Means (low-entropy matter-energy)

Fig. 1.11 Ends-means spectrum (adapted from Daly 1991, p. 19)

physical principles that reign throughout the containing ecosphere. Daly (1991)
refers to this approach as ‘ecological reductionism’—an exercise designed to
explain all economic phenomena in terms of a biophysical metric. Examples of
ecological reductionism include the ‘maximum power principle’ and the ‘energy
theory of value’. Although the principle of ecological reductionism is absent from
mainstream economics, it plays a dominant role in the physical sciences.

There are a number of problems with these two integrating principles. In the
first instance, economic imperialism reduces all physical and moral absolutes to
relative and subjective values. In such a world, it is falsely contended that bio-
physical limits can be overcome by exchange relationships and the supposed
anti-entropic nature of accumulated knowledge. Furthermore, whilst options still
abound, no objective criteria exists for choosing between them. As a consequence,
all efficient market outcomes are deemed equally desirable, which implies that
notions of ecological sustainability and distributional equity are subjective con-
cepts best resolved via the efficient allocation of scarce resources. After all, in a
world devoid of objective value, public policy is feckless (Daly 2007).

Conversely, the problem with ecological reductionism is that by elevat-
ing chance, necessity, and physical determinism above everything else, it elimi-
nates all scope for human will and purpose. In an ecological reductionist world,
real alternatives do not exist. If they do, choices are made on our behalf by natu-
ral selection. Since human choice is essentially an illusion, then, like economic
imperialism, there are no objective values. Once again, public policy is ineffec-
tual except that it can be instituted to maximise the technical efficiency of resource
use. Indeed, policies designed to maximise allocative efficiency are considered
futile because allocative efficiency, which raises the spectre of choice, is a non
sequitur. To ecological economists, the weakness of ecological reductionism as
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a means of policy setting is obvious—as much as it encourages policies to help
reduce the resources consumed per unit of economic activity, it offers nothing in
terms of what actions can be taken to ensure all newly produced goods possess the
highest possible use value.*3

Ecological economics overcomes the weaknesses of economic imperialism
and ecological reductionism by adopting a ‘dualistic’ approach when integrating
the economy and ecosphere (Daly 1991). It does this by recognising the signifi-
cance of objective values; the existence of choice; the importance of adhering to
biophysical constraints; and the need for relativism when choosing between alter-
natives of equal moral worth. In sum, ecological economics seeks to determine
the appropriate boundaries of the economy and the limits to the effective use of
markets. The importance of this second task is best illustrated by way of an ends-
means spectrum (Fig. 1.11).

At the base of the ends-means spectrum is the ultimate means, which consists
of low-entropy matter-energy in all its constituent forms (i.e., natural resources).**
Low-entropy matter-energy constitutes the ultimate means because, as the fun-
damental, non-substitutable stuff of the universe, it is required to produce and
maintain the stock of intermediate means (human-made capital).*> Human-made
capital is accumulated in order to satisfy intermediate ends (human needs and
wants). At the apex of the ends-means spectrum is the ultimate end which Daly
(1980, p. 9) describes as “intrinsically good” and something that “does not derive
its goodness from any instrumental relation to some higher good”. Although it
may be impossible to agree on the ultimate end, we are compelled to recognise its
existence if only because the prioritisation of goals requires an ordering or ethical
guiding principle. It is with respect to the ultimate end that intermediate ends are
ranked. More particularly, the attainment of the ultimate end requires the adequate
satisfaction of intermediate ends in keeping with their hierarchical ranking.

Figure 1.11 reveals two vastly different relationships linking the intermediate
and ultimate categories of the ends-means spectrum. The first involves the rela-
tionship between the ultimate end and intermediate ends. Since intermediate ends
are ranked in accordance with a dogmatic belief in objective value, this relation-
ship is an ethical one. The second involves the relationship between the ultimate
means and intermediate means. Because the production and maintenance of
human-made capital requires the initial extraction and subsequent transformation
of low-entropy matter-energy, this relationship is a purely technological one. As
for the central or intermediate segment of the ends-means spectrum, it does not
involve a relationship but the political economic problem of valuing, allocating,
and redistributing the intermediate means in ways that best serve the hierarchy of
intermediate ends.

It is here, again, where the shortcomings of economic imperialism and ecologi-
cal reductionism are exposed. In the case of economic imperialism, the economy
and its associated markets are extended to embrace the entire ends-means spec-
trum. The ultimate end and ultimate means are consequently ignored or their
existence denied. In terms of ecological reductionism, it is the segment linking
the ultimate means and intermediate means that is extended to embrace the entire
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ends-means spectrum. Ignored on this occasion are the ultimate end and the seg-
ment linking the intermediate means and intermediate ends.

Ecological economics differs entirely. By recognising the significance of objec-
tive values, it understands the critical role that the ultimate end plays in ranking
intermediate ends. It therefore leaves ethical considerations (e.g., what constitutes
an equitable distribution of income and wealth) to non-economic institutions.
Similarly, by recognising the need to adhere to biophysical constraints, ecological
economics also leaves biophysical considerations (e.g., what constitutes an eco-
logically sustainable rate of resource use) to non-economic institutions. In the end,
ecological economics confines market mechanisms to the intermediate segment of
the ends-means spectrum, since it is here where relativism and exchange mecha-
nisms become invaluable when choosing between ecologically sustainable alterna-
tives of equal moral worth. It is the recognition of absolutes and the confinement
of the market to the intermediate segment of the ends-means spectrum that makes
the ecological economics approach uniquely dualistic.

Because of its dualistic approach, ecological economics differs from main-
stream economics in two further ways. Firstly, instead of dealing with a particular
issue or problem in isolation, ecological economists endeavour to tackle prob-
lems within an appropriate broader context. Secondly, ecological economists ask
whether the problem under review is primarily the consequence of a much deeper
problem, and whether it is possible to resolve the former (the symptoms) by suc-
cessfully tackling the latter (the underlying cause). As it turns out, and despite
the unique challenges that human-induced climate change presents, ecological
economists believe the climate change crisis is the symptom of a more fundamen-
tal problem that is generally overlooked or emphatically denied. It is with this in
mind that we turn to the final section of the chapter.

1.4 Putting the Climate Change Crisis into an Appropriate
Context

For the purposes of this book, the climate change problem will be set within the
broader context of sustainable development. I will have more to say about sustaina-
ble development in Chap. 2. For now, sustainable development can be described as a
process that: (i) where possible, improves the total quality of life of each person; (ii)
is characterised by an equitable distribution of income and wealth; and (iii) preserves
the ecological carrying capacity of natural resource systems (Lawn 2000, 2007).
Why has sustainable development been chosen as the appropriate framing con-
text for this book? To begin with, climate change has the potential to undermine the
ecological integrity of resource systems that, as shown, is likely to have dramatic
impacts on the quality of human life. Moreover, the resultant burdens are expected
to fall disproportionately on the world’s most disadvantaged people (Stern 2007;
IPCC 2007c; Table 1.4). Unquestionably, unless action is taken to address the cli-
mate change issue, humankind’s future sustainable development prospects will be
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adversely affected. But the sustainable development implications do not end here.
It is equally important to ensure that any climate change response is also consist-
ent with the goal of sustainable development. One must never lose sight of the fact
that human-induced climate change is one of many sustainable development issues
requiring urgent attention. The on-going problems of over-population, poverty, land
degradation, water shortages, biodiversity loss, ecosystem destruction, and rising
resource scarcity are already putting the sustainable development process at risk.
These problems would remain unresolved even if an unlikely technological solu-
tion to global warming was unearthed tomorrow (Orr 2008). The climate change
crisis must, as a consequence, be resolved in conjunction with other sustainable
development concerns (Beg et al. 2002; Halsnas 2002; OECD 2004; Munasinghe
and Swart 2005; Daly 2007). This will require the implementation of a congruent
set of policy initiatives as well as complementary forms of social and economic
adjustments (Swart et al. 2003; Wilbanks 2003; Victor 2008; Jackson 2009).

I might add that, in view of the large emissions cuts required to deal with cli-
mate change, accounting for other sustainable development considerations will
greatly reduce the difficulty associated with stabilising greenhouse gases at a
specific concentration level. This will become clearer when the sustainable and
growth-as-usual scenarios are revealed in Chap. 4.

Given the broader contextualisation of the climate change issue posed here, it
is hardly surprising that the driving forces behind the emergence of other sustain-
able development concerns are similar to the forces behind the escalation in green-
house gas emissions. This connection provides a clue as to what constitutes the
underlying problem that must be addressed to resolve the climate change crisis.
Contrary to mainstream opinion, the problem is humankind’s predilection with the
continuous growth of the economic subsystem. Apart from being a major cause for
the rise in greenhouse gas emissions (IPCC 2007a), excessive growth has resulted
in the global economy overshooting the ecosphere’s long-run carrying capac-
ity (Global Footprint Network 2008). At the same time, it is becoming clear that
the economies of many nations have reached a point where the additional costs
of further growth are exceeding the additional benefits that growth delivers (i.e.,
growth has become economically undesirable). Consequently, any congruent set
of policies must facilitate the transition from a growth economy to a qualitatively-
improving steady-state economy (Daly 1996, 2007; Lawn 2007).

What is a steady-state economy? I’ll be outlining what a steady-state economy
is in some detail in Chap. 2. Suffice to say now, a steady-state economy is an eco-
nomic system made up of a constant magnitude or non-growing stock of physical
goods (human-made capital).*® It is also an economy comprised of a non-grow-
ing population of human beings. Hence, a qualitatively-improving steady-state
economy is an economic system that doesn’t physically grow but qualitatively
progresses over time.

Despite the need for all nations to make the eventual transition to a steady-state
economy, there is little doubt that low-GDP nations require more growth (some
more than others). Critically, it must be a form of growth that is as efficient and
equitable as possible. In direct contrast, the world’s richest nations need to begin
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the transition immediately, not just to provide the ‘ecological space’ that would
allow low-GDP countries to enjoy the benefits of further growth, but to signifi-
cantly advance their own welfare interests. As we shall see later in the book, it is
the variation in the rates at which different nations should make the transition to a
steady-state economy that ought to dictate the extent and timing of the emissions
cuts needed to stabilise greenhouse gases at a safe concentration level.

Annex 1A

Is the Earth Still Warming ?—Yes It Is ¥’

A lot of attention has recently been given to the notion that the Earth has stopped
warming. One prominent IPCC member—Professor Mojib Latif—has gone so
far as to suggest that average surface-air temperatures might fall over the next
1020 years.*® Given that average temperatures have not exceeded the peak year
of 1998, a number of climate change sceptics believe this admission proves that
anthropogenic global warming is not occurring. Such a claim by the climate
change sceptics is totally misguided.

The basis for Latif’s position is that a crucial heat transfer mechanism—the
Pacific Decadal Oscillation (PDO)—has entered a negative phase. Heat transfer
mechanisms regulate the storage of the heat trapped by greenhouse gases in the
world’s oceans, atmosphere, and various land surfaces.* It is generally believed
that the PDO affects surface-air temperatures over much of the globe as well as
other ocean oscillations that influence air temperatures elsewhere on the planet
(Hansen et al. 2013; Kosaka and Xie 2013; Meehl et al. 2013). Although not con-
clusively proven, there is growing evidence to suggest that, during a positive PDO
phase, a smaller than normal proportion of the heat trapped by greenhouse gases is
stored in the world’s oceans. This implies that a larger than normal proportion of
the trapped heat ends up in the Earth’s atmosphere (IPCC 2007b). Consequently,
there is a tendency for average surface-air temperatures to be higher during a posi-
tive PDO phase than under prevailing circumstances. The opposite occurs during a
negative PDO phase. Each phase lasts for thirty to forty years.

There have been three PDO phases over the past century. During the 1905—
1945 positive phase, average surface-air temperatures rose by 0.4 °C; during the
1946-1976 negative phase, temperatures fell by 0.2 °C; and over the 1977-2007
positive phase, temperatures rose by 0.55 °C (equivalent to a 0.75 °C rise over the
past century). It therefore seems reasonable to assume that the latest negative PDO
phase will suppress any increase in average surface-air temperatures. However,
many climatologists believe that the warming effect of rising greenhouse gases
will overwhelm the cooling impact of the current negative PDO phase. They con-
sequently believe that average surface-air temperatures will continue to rise over
the next two to three decades.
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There is considerable empirical evidence to support this warming position.
Despite a clear upward trend in average surface-air temperatures during the pre-
vious two positive PDO phases, the entire 0.2 °C decline over the 1946-1976
negative phase can be attributed to temperature falls in the first two years of the
period. That is, if 1946 and 1947 are omitted, the Earth’s average surface-air tem-
perature effectively plateaued, albeit annual temperatures continued to fluctuate.
Moreover, the 1946-1976 negative PDO phase roughly coincided with the most
prolific period of anthropogenic aerosol generation.”® As explained in this chapter,
aerosols have a cooling effect. For this reason, average surface-air temperatures
should have fallen more dramatically during this period than they spectacularly
rose during the previous two positive PDO phases. That they did not indicates that
the warming effect of rising greenhouse gas concentrations was already sufficient
to offset the cooling influence of the negative PDO phase.

Of greater significance is evidence produced by Murphy et al. (2009) showing
that the Earth is rapidly warming. Although it is common to use trend changes
in average surface-air temperatures as an indicator of climate change, it is more
appropriate to examine variations in the Earth’s energy imbalance. By energy
imbalance, climatologists mean the difference between the heat emitted by the
Earth back to space (heat lost) and the combined heat accumulated in the Earth’s
oceans, atmosphere, land, and iceS! Climatologists often use average surface-air
temperatures as an indicator of climate change because, over a prolonged period,
surface-air temperatures ultimately trend upwards in line with the accumulation
of heat on Earth. The accumulated heat content of the Earth for the period 1950—
2003 is revealed in Fig. 1.12.52

Figure 1.12 indicates that the Earth’s accumulated heat content continued
to increase beyond the peak year of 1998. The reason for the recent disparity
in the trend changes in average surface-air temperatures and the Earth’s accu-
mulated heat content is that the heat storing capacities of land and the atmos-
phere are small compared to the heat storing capacity of the world’s oceans.>?
Consequently, relatively small exchanges of heat between the atmosphere and the
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oceans can significantly alter average surface-air temperatures. This is no better
exemplified than by the peak in average temperatures in 1998 that was caused by
a massive El Nifio-related transfer of heat from the Pacific Ocean to the atmos-
phere. Conversely, the failure in recent years for average surface-air temperatures
to increase above the 1998 level has been the result of La Nifia conditions com-
bined with an alteration in the PDO cycle. Not only does Fig. 1.12 reveal the rise
in the Earth’s accumulated heat content, it exposes the extraordinary amount of
warming that the Earth has recently experienced. Between 1970 and 2003, the
Earth’s accumulated heat content increased at an average rate of 6 x 10%! Joules
or 190,000 Gigawatts per year.

As for the period since 2003, there is no equivalent time series of the Earth’s
accumulated heat content. Having said this, the next best thing exists in the form
of a recent analysis of the ocean heat content down to a depth of 2,000 metres (von
Schuckmann et al. 2009). Figure 1.13 reveals that the Earth’s oceans continued
to accumulate heat between 2003 and 2008. What’s more, at 0.77 £+ 0.11 Watts
per square metre (Wm~2), the heat absorbed during this period was by no means
trivial.

There are, it would seem, three clear messages that emerge from the empirical
evidence presented above and in this chapter. Firstly, given that average surface-air
temperatures are an inherently noisy signal, we must avoid making climate change
conclusions on the basis of short-term fluctuations of heat transfer mechanisms,
such as the PDO and the El Nifio/La Nifia cycle. Secondly, even if Mojib Latif is
correct and average temperatures fall slightly over the next decade or so, surface-
air temperatures are likely to rise significantly in the future—particularly once the
PDO cycle enters the next positive phase. An understanding of this second point
is vital given that any short-term decline in average surface-air temperatures will
almost certainly be used by climate change sceptics and opportunistic politicians
to delay cuts in greenhouse gas emissions. Thirdly, global warming is undeniably
with us and the rate of warming is likely to accelerate if no action is taken to limit

the rise in the atmospheric concentration of greenhouse gases.
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Fig. 1.13 Time series of global mean ocean heat storage (to a depth of 2,000 metres) measured
in 108 Joules per square metre (Jm~2). Source von Schuckmann et al. (2009)
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Notes

1. For the purposes of this book, a high-GDP nation will imply a nation with
a per capita GDP that is large by international standards. Conversely, a low-
GDP nation will imply a nation with a low per capita GDP. The reason for
using these terms instead of high-income and low-income nations is that GDP
is a poor indicator of national income. I'll have more to say about this in
Chap. 3.

2. Other positive feedback mechanisms include water vapour feedbacks (Soden
and Held 2005); arctic methane releases (e.g., releases of methane from thaw-
ing permafrost) (Zimov et al. 2006); and reduced CO, absorption by the
oceans (Buesseler et al. 2007).

3. Milankovitch cycles involve the regular and periodic changes in the param-
eters of the Earth’s orbit around the sun. These cycles, which have little effect
on global annual mean radiation, modify the seasonal and latitudinal distri-
bution of the incoming solar radiation at the uppermost part of the Earth’s
atmosphere (IPCC 2007b; Berger 1977, 1978). There are three elements of
the Milankovitch cycles: (i) changes in the eccentricity of the Earth’s orbit
due to variations in the minor axis of the ellipse; (ii) changes in the tilt or
obliquity of the Earth’s axis; and (iii) changes in the direction of the axis tilt at
a given point of the Earth’s orbit—referred to as climate precession (see IPCC
2007b, FAQ 6.1., Fig. 1, p. 449).

Milankovitch cycles aside, the raw solar output of the Sun has gradually
increased during the industrial era. This has resulted in a small positive radia-
tive forcing since 1750 of around 0.25 Watts per square metre (IPCC 2007b,
p- 136). On top of this, there is also a cyclical change in solar radiation of
40.1 % that follows an 11-year cycle.

4. The El Nifio oceanic event involves the fluctuation of a global-scale tropical
and subtropical surface pressure pattern called the Southern Oscillation. The
combined atmosphere-ocean phenomenon is known as the El Nifio-Southern
Oscillation (ENSO). It is measured by way of a surface pressure anomaly
between Darwin (Australia) and Tahiti plus prevailing sea temperatures in the
central and eastern equatorial Pacific. The ESNO has a significant impact on
the wind, sea surface temperature, and precipitation patterns in the tropical
Pacific. It not only influences the climate of the Pacific region, but other parts
of the world through ‘global interconnections’ (IPCC 2007b).

The Pacific Decadal Oscillation (PDO) is another important heat transfer
mechanism with the potential to cause short to medium-term fluctuations in
average global temperatures (see Annex 1A).

5. Palaeoclimatology involves the study of ice sheets, tree rings, sediments, and
rocks to determine the past state and fluctuations in the Earth’s climate and its
probable causes.

6. Figure 1.1 includes the time since the Precambrian super-eon.
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7.

*®

10.

11.

12.

13.

14.
15.

16.

17.

Sources for the individual sections of Fig. 1.1 are:

e 542-65 million years ago: Royer et al. (2004)

e 65-5.5 million years ago: Zachos et al. (2001)

e 5.5 million-420,000 years ago: Lisiecki and Raymo (2005)

e 420,000-12,000 years ago: Petit et al. (1999)

12,000-2,000 years ago: Image: Holocene Temperature Variations.png
(various)

2,000-150 years ago: Image: 2000 Year Temperature Comparison.png
(various)

150 years ago to present: Image: 2000 Year Temperature Comparison.png
(various)

CO3 levels peaked during the Cretaceous period around 100 million years ago.
Climate sensitivity refers to the equilibrium change in the mean global sur-
face temperature following a doubling of the concentration of CO»-equivalent
gases in the atmosphere.

This possibility is based on the unusually low levels of CO, at the time of
the glacial-interglacial cycles between 600,000 and 800,000 years ago (see
Fig. 1.2).

The eccentricity of the Earth’s orbit has two quasi-periodicities—one of
413,000 years and another of around 100,000 years (IPCC 2007b). The sec-
ond is often regarded as the major factor behind the current 100,000 year
greenhouse gas-temperature cycle.

Under the auspices of the International Partners in Ice Core Sciences (IPICS),
efforts are currently underway to establish an unbroken 1.5 million year cli-
mate record to answer these and many other climate-related questions.

The change in levels, particularly over the past 800,000 years, can be attrib-
uted to a combination of processes in the atmosphere, oceans, in marine sedi-
ments, on land, as well as the dynamics of sea ice and ice sheets (Webb et al.
1997; Broeker and Henderson 1998; Archer et al. 2000; Sigman and Boyle
2000; Kohfeld et al. 2005). However, the quantitative and mechanistic expla-
nation of CO, variations remains one of the major unsolved questions of cli-
mate change research.

The last glacial maximum peaked around 21,000 years ago (IPCC 2007b).

A stadial is a sub-division of a glacial stage. The Younger Dryas derives its
name from the Arctic plant, the dryas, which is an early coloniser of Northern
Hemisphere land following ice sheet recession.

The North Atlantic Oscillation consists of opposing variations in barometric
pressure near Iceland and the Azores. It therefore corresponds to fluctuations
in the strength of the main westerly winds across the Atlantic into Europe,
and thus to fluctuations in the embedded cyclones with their associated frontal
systems (IPCC 2007b).

More recent records indicate that average global temperatures had risen by
0.75 °C over the past century and that thirteen of the past sixteen years (1998—
2013 inclusive) were the warmest since 1850.
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The R-squared values for the trend-lines are 0.55 for 1856-2005; 0.73 for
1906-2005; 0.75 for 1956-2005; and 0.66 for 1981-2005.

By normal state, one is referring to the state of the Earth’s radiative balance at
a particular reference point—in this case, 1750 AD.

The global warming potential of each greenhouse gas depends on the intrinsic
capability of a molecule in each gas type to absorb heat and the lifetime of
each gas in the atmosphere.

Using the IPCC formula for radiative forcing, 454.85 = 278 x exp(2.634/5.35),
where 278 represents the pre-industrial concentration of CO, in parts-per-mil-
lion; 2.634 was the total radiative forcing of all long-life greenhouse gases in
2005; and 5.35 is a constant.

In effect, this means that if carbon dioxide was the only greenhouse gas in
the atmosphere, it would have required a carbon dioxide concentration of
454.85 ppm in 2005 to have had the same warming potential as all greenhouse
gases combined.

The value of 374.91 = 278 x exp(1.6/5.35), where 1.6 was the total radiative
forcing of all anthropogenic agents in 2005.

In recent decades, the atmospheric concentration of aerosols has fallen in
Europe, but has increased in Asia.

428.68 = 278 x exp(2.317/5.35), where 2.317 was the total radiative forcing
of the six Kyoto gases in 2005.

The 2012 Doha amendment to the Kyoto Protocol (COP-18) required a
seventh greenhouse gas—Nitrogen trifluoride (NF3)—to be included in
greenhouse gas accounts for the purposes of setting greenhouse targets and
assessing the performance of nations.

The Intergovernmental Panel on Climate Change or IPCC is a scientific, inter-
governmental body that was established in 1988 by the World Meteorological
Organization (WMO) and the United Nations Environment Programme
(UNEP). One of the main tasks of the [PCC is to publish special reports on
topic areas relevant to the implementation of the United Nations Framework
Convention on Climate Change (UNFCCC). The IPCC itself does not conduct
climate change research. It relies upon a broad spectrum of peer-reviewed
and published scientific literature to make its assessments and to compile its
special reports. Material published by the IPCC is widely considered to be
authoritative.

Economic systems are usually divided into three sectors: (i) the primary sec-
tor, which includes agriculture and the resource-extractive industries; (ii) the
secondary sector, which includes the manufacturing industries; and (iii) the
tertiary sector, which includes service industries such as the health, education,
recreation, hospitality, and life-style industries.

In the IPCC Fourth Assessment Report (IPCC 2007b), ‘likely’ is defined as
something that has at least a 66 per cent chance of occurring.

The estimates for each family group are based on one chosen emissions sce-
nario from each group. These emissions scenarios are referred to by the IPCC
as ‘illustrative’ scenarios (IPCC 2000).
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31.
32.

33.

34.

35.

36.

37.

38.

39.

The term ‘very likely’ refers to a probability of more than 90 per cent.

The meridional overturning circulation (MOC) in the ocean is quantified
by zonal sums of mass transports in depth or density layers. In the North
Atlantic, away from sub-polar regions, the MOC is often identified with the
thermohaline circulation. However, the MOC can also include shallower,
wind-driven cells, such as those that occur in the upper ocean in the trop-
ics and sub-tropics where warm waters moving poleward are transformed
to slightly denser waters and subducted equatorward at deeper levels (IPCC
2007c).

The source figure is based on temperature variations from the 1980-1999
average. The temperature values in Fig. 1.10 have been adjusted so they are
expressed in terms of variations from their pre-industrial (1750) values. As a
means of illustration, a 2 °C increase above pre-industrial levels corresponds
to a 1.4 °C increase above 1990-2000 levels or a 1.5 °C increase above the
1980-1999 average (IPCC 2007c, Box 19.2).

The UNFCCC is an international environmental treaty that was adopted on
9 May 1992 and later signed at the 1992 Earth Summit in Rio de Janeiro by
more than 150 countries and the European Community. First entering into
force on 21 March 1994, the UNFCCC contained non-binding, initial limits
on greenhouse gases and provisions for subsequent updates, or protocols, to
serve as mandatory emission targets. The first of these mandatory targets was
the 1997 Kyoto Protocol.

Whilst the paper referring to this prediction was published in English in 1901
(Eckholm 1901), it first appeared in Swedish in 1899.

Although Keeling’s observations were the first accurate measures of atmos-
pheric CO,, measurements had been conducted, albeit with varying degrees of
accuracy, since the beginning of the nineteenth century (Fleming 1998).
Hansen’s statement appeared in ‘Global warming has begun, expert tells
Senate’, New York Times, June 24, 1988, p. 1.

Annex I countries are high-GDP, industrialised nations as defined under
the UNFCCC. Most Annex I nations were required to reduce emissions by
between five and eight per cent; the Russian Federation, Ukraine, and New
Zealand were required to maintain emissions at 1990 levels; and Norway,
Australia, and Iceland were permitted to increase emissions above 1990 levels
by one, eight, and ten per cent respectively.

Russia’s ratification operationalised the Kyoto Protocol because of Article 25
which stipulates that the Protocol enters into force “on the ninetieth day after
the date on which not less than 55 Parties to the Convention, incorporating
Parties included in Annex I which accounted in total for at least 55 per cent of
the total carbon dioxide emissions for 1990 of the Parties included in Annex I,
have deposited their instruments of ratification, acceptance, approval or acces-
sion.” Although the ‘55 Parties’ clause was satisfied on 23 May 2002 upon rat-
ification of the Kyoto Protocol by Iceland, it took ratification by the Russian
Federation to satisfy the ‘55 %’ clause.
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1 Ecological Economics and Climate Change

In actual fact, the 400 ppm level was first recorded in May 2012 at the
National Oceanic and Atmospheric Administration’s (NOAA) observatory
in Barrow, Alaska. However, measurements taken at Mauna Loa, Hawaii are
considered the ‘benchmark’ given that the station has, going back to 1958, the
world’s longest continuous record of atmospheric CO,.

Annex I nations have promised to provide US$100 billion per year to the
Green Climate Fund through to 2020.

Formally, ecological economics began as a distinct sub-discipline of eco-
nomics following the creation of the International Society for Ecological
Economics and the publication of the Society’s journal, Ecological
Economics, in 1989. For more on ecological economics, see Martinez-Alier
(1987), Costanza et al. (1991), Daly and Farley (2004), Common and Stagl
(2005), Lawn (2007), and Martinez-Alier and Rgpke (2008).

By use value, I mean the service-yielding qualities of physical goods. This
differs to the exchange value of a good, which is what a person must forego to
obtain the good (its price). The aim of allocative efficiency is to maximise the
use value generated from a given quantity of available resources.

Technical efficiency (E) is a measure of the ratio of matter-energy embod-
ied in the physical goods produced (Q) to the matter-energy embodied in the
resources used to produced them (R). Hence, E = Q/R. Because of the first
and second laws of thermodynamics, E must be less than a value of one. As
will become clear in Chaps. 2 and 4, increases in technical efficiency enable a
larger quantity of goods to be produced from a given resource flow. Technical
efficiency can be regarded as one of a subset of factors that contribute to
allocative efficiency. Ceteris paribus, an increase in the technical efficiency
of production augments the use value generated from the allocation of a given
resource flow. It therefore leads to greater allocative efficiency. However, a
preoccupation with technical efficiency can impact negatively on other alloca-
tive factors (e.g., the choice of goods produced) and can thus lead to a reduc-
tion in allocative efficiency.

To understand what is meant by low-entropy and high-entropy matter-energy,
one must know a little bit about the first and second laws of thermodynamics.
The first law of thermodynamics is the law of conservation of energy and mat-
ter. It declares that energy and matter can never be created or destroyed. The
second law is the Entropy Law. It declares that whenever energy is used in
physical transformation processes, the amount of usable or ‘available’ energy
always declines. Although the first law ensures the maintenance of a given
quantity of energy and matter, the Entropy Law determines what proportion
of it is usable. The Entropy Law is critical since, from a physical viewpoint,
it is not the total quantity of matter-energy that is of primary concern, but the
amount that exists in a readily available form.

The best way to illustrate the relevance of these two laws is to provide a simple
example. Consider a piece of coal. When it is burned, the matter-energy embod-
ied within the coal is transformed into heat and ash. Whilst the first law ensures
the total amount of matter-energy in the heat and ashes equals that previously
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embodied in the piece of coal, the second law ensures that the usable quantity
of matter-energy does not. In other words, the dispersed heat and ashes can no
longer be used in a way similar to the original piece of coal. To make matters
worse, any attempt to reconcentrate the dispersed matter-energy, which requires
the input of additional energy, results in more usable energy being expended than
that reconcentrated. Hence, all physical transformation processes involve an irrev-
ocable loss of available energy or what is sometimes referred to as a ‘net entropy
deficit’. This enables one to understand the term low entropy and to distinguish
it from high entropy. Low entropy refers to a highly ordered physical structure
embodying energy and matter in a readily available form. Conversely, high
entropy refers to a highly disordered and degraded physical structure embody-
ing energy and matter that is, by itself, in an unusable or unavailable form. In all,
the matter-energy used in economic processes can be considered a low-entropy
resource whereas unusable by-products can be considered high-entropy wastes.

I am referring here to human-made capital in the Irving Fisher (1906) sense of
all producer and consumer goods. Also included in this definition of human-
made capital is the stock of public infrastructural assets.

There will naturally be some minor fluctuations either side of the steady physical
quantity of goods, but the average quantity will effectively remained unchanged.
The central thesis of this annex is drawn from www.skpeticalscience.com/
global-cooling.htm.

I should point out that Professor Latif, one of the world’s leading climate
modellers, is a strong believer in humankind’s warming influence on the
Earth’s climate. Latif also believes that any decline in average surface-air tem-
peratures will be temporary and that temperatures will again rise abruptly.

The North Atlantic Oscillation (NAO) is also an important heat transfer mech-
anism. However, its influence on global air temperatures appears to be much
less significant than the PDO. Another heat transfer mechanism that receives a
lot of publicity is the El Nifio Southern Oscillation (ENSO). Whilst the ENSO
is very influential, its impact is felt in terms of annual temperature variations.
The El Nifio phase of the ENSO tends to increase air temperatures, whilst a
La Nifia event has a cooling effect.

The anthropogenic generation of aerosols was at its greatest between 1950
and 1985.

The accumulated heat content of the Earth does not include the heat contained
within the Earth itself.

In order to make their calculations of the Earth’s total heat content, Murphy
et al. firstly used data of the heat content of the upper 700 metres of ocean
depth (Domingues et al. 2008; Ishii and Kimoto 2009; Levitus et al. 2009).
They then added the heat content data of deeper ocean waters down to a depth
of 3,000 metres (Levitus et al. 2000; Kohl et al. 2007; Kohl and Stammer
2008). To compute the heat content of the atmosphere, Murphy et al. used the
surface temperature record plus the heat capacity of the troposphere. Finally,
the authors added the heat content of land and ice (IPCC 2007b).

‘Land + atmosphere’ in Fig. 1.12 also includes the heat absorbed by ice.
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Chapter 2
Sustainable Development
and Climate Change

2.1 Defining Sustainable Development

Given my desire to situate the climate change problem within a sustainable devel-
opment context, this chapter begins by establishing a broad definition of sustain-
able development. The chapter continues with an elucidation of the ecological and
economic limits to growth and the rationale behind the steady-state economy as
a means of achieving the sustainable development goal. What will emerge is not
only the backdrop for the remainder of the book, but the basis for the policies and
reform measures to be outlined in Chap. 3, including those closely associated with
climate change mitigation.

The concept of sustainable development first gained notoriety following the
release of the Brundtland Report by the World Commission on Environment and
Development in the 1980s (WCED 1987)." However, it was not until the 1992
Earth Summit in Rio de Janeiro and the widespread promotion of the United
Nations’ Agenda 21 that sustainable development became firmly established as a
desirable policy objective. Despite its general acceptance, sustainable development
continues to mean different things to different people. There are multiple reasons
for this. Firstly, the concept of sustainable development is used in many contexts,
for different purposes, and by people from varying cultural backgrounds and dis-
ciplinary schools of thought. Secondly, the sustainable development concept has
rapidly evolved over a relatively short period of time. Finally, debates about sus-
tainable development have been influenced by a wide range of underlying views
on the relationship between human beings, economic systems, and the natural
environment of which they are a part. Consequently, there are various opinions as
to how sustainable development should be measured and what is required to move
toward the sustainable development goal.

Ecological economists believe that any definition of sustainable develop-
ment must be premised on a concrete representation of the economic process.
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Unfortunately, most interpretations of sustainable development reflect the pre-
occupation that many observers have with an atomistic-mechanistic world-view
and their subsequent failure to recognise the coevolutionary nature of economic,
social, and ecological change (Norgaard 1988; Mulder and van den Bergh 2001).

2.1.1 The Coevolutionary World-View

Coevolution is a term used to describe the evolving relationships and feed-
back responses typically associated with two or more interdependent systems.
Coevolution takes place when at least one feedback loop is altered by within-
system activity that, in turn, initiates an ongoing and reciprocal process of change
(Norgaard 1985, 1988, 1994). A coevolutionary world-view offers a more realistic
interpretation of the many critical relationships that bind together the various sys-
tems that make up the global system, including the Earth’s climate system.

There are a number of basic features of the coevolutionary world-view worthy
of elaboration. Firstly, the coevolutionary paradigm begins from the premise that
the Earth is a system comprised of closely interacting and interdependent subsys-
tems. Secondly, it recognises that the Earth and its constituent systems are dis-
sipative structures in the sense that the Earth exists as an open system with respect
to energy (a solar gradient), whereas the Earth’s constituent subsystems exist as
open systems with respect to energy, matter, and information.? Thirdly, because
each system is connected to and dependent in some way on all other systems, eve-
rything evolves together over time. Fourthly, and given its complexity, the global
system is far richer than the sum of its parts. Fifthly, coevolution is characterised
by path-dependency—a proclivity of systems to be inextricably related to their
past characteristics and to thus display a strong sense of structural inertia (David
1985; Arthur 1989). Sixthly, and despite the previous point, the coevolutionary
world-view regards disequilibria and change as the rule rather than the exception.
Finally, the coevolutionary world-view is based on a principle of system embed-
dedness that is sometimes referred to as the logos of nature. Metaphorically, logos
is a term used to embrace the natural order of the universe. By acknowledging the
logos of the global system, the coevolutionary world-view recognises, firstly, that
the world is characterised by self-organisation (Capra 1982). Secondly, it recog-
nises that systems exist at varying levels of complexity and are characteristically
stratified and multi-levelled (Laszlo 1972). The logos of the global system and the
embedded relationship between the three major spheres of influence—the econ-
omy, society, and ecosphere—are illustrated by way of Fig. 2.1.

In Fig. 2.1, the three major spheres of influence represent different systems at
varying degrees of complexity. Each system can be considered a holon insofar as
all systems exhibit the independent and autonomous properties of wholes and the
dependent properties of parts.®> In consequence, each sphere consists of smaller
parts whilst simultaneously acting as the part of a larger whole (i.e., the economy
constitutes a component of society whilst society constitutes a component of the
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ECOSPHERE
(Natural capital)

SOCIETY
(Institutions)

Heat
loss (-)

ECONOMY
(Human-made capital)

Solar
energy (+)

Fig. 2.1 A coevolutionary depiction of the interdependent relationship between the economy,
society, and the ecosphere

ecosphere). In this sense, Fig. 2.1 represents society as the interface between the
economy and the larger ecosphere, thus highlighting the crucial role played by
institutions and social capital in promoting stable human behaviour in the face of
indeterminacy, novelty, and surprise (Hodgson 1988; Faber et al. 1992).

2.1.2 The Linear Throughput Representation
of the Economic Process

In order to convey the coevolutionary world-view in greater detail, consider the
linear throughput representation of the economic process in Fig. 2.2. In keeping
with the coevolutionary paradigm, the linear throughput model: (i) depicts the
economy as a subsystem of society that, in turn, is depicted as a subsystem of the
ecosphere; (ii) recognises the ongoing exchange of matter, energy, and informa-
tion between the three major spheres of influence and all constituent subsystems;
and (iii) acknowledges the evolving relationships and feedback responses typically
associated with coevolutionary change.

Although the linear model comprises a multitude of individual elements, each
element can be classified into five elemental categories. The first elemental cat-
egory, natural capital, consists of mineral ores, fossil fuels, soil, forests, fisheries,
rivers, oceans, lakes, wetlands, ecosystems, and the Earth’s climate system. It is
because natural capital is the only source of low-entropy resources, the ultimate
waste-assimilating sink, and the sole provider of life-support services that natural
capital constitutes the original source of all economic activity.

Human-made capital is the second elemental category and, in the Fisherian
tradition (Fisher 1906), includes all human-made goods (i.e., producer goods
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Fig. 2.2 A linear throughput depiction of the economic process

and consumer goods) plus human labour. Human-made capital is accumulated to
increase human well-being beyond the level provided by natural capital alone.*

The third elemental category is the entropic throughput of matter-energy—the
input into the economy of low-entropy resources and the subsequent output of
high-entropy wastes. The throughput is the physical intermediary connecting natu-
ral capital and human-made capital.?

The fourth important elemental category is a psychic rather than physical cat-
egory. Contrary to some opinions, human well-being depends not on the rate of
production and consumption, but on what Fisher (1906) described as ‘psychic
income’.% Psychic income is more commonly referred to by economists as ‘util-
ity’. As the true benefit of all economic activity, psychic income has four main
sources. The first source is the utility that emanates from the consumption and
use of human-made capital. The second source of psychic income is derived
from being engaged in production activities (e.g., the enjoyment and self-worth
obtained from paid employment). A third source of psychic income comes from
non-economic pursuits, such as time spent with family and friends, volunteer
work, and leisure activities. The final source of psychic income is received from
the natural environment in terms of its direct benefits, aesthetic qualities, and
existence values. Of course, this final source of psychic income is not directly gen-
erated by economic activities. If anything, economic activities destroy rather than
enhance these values. It is therefore better that these values be taken as a given and
their subsequent destruction be counted as an opportunity cost of the economic
process.
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This last point reminds us that not all economic activity enhances the psy-
chic enjoyment of life. Consumption of some portion of human-made capital can
reduce psychic income if consumers make bad spending choices or if needs and
wants have been inappropriately ranked. In addition, while benefits can be enjoyed
by individuals at work, production activities are often unpleasant. Unpleasant
things that lower one’s psychic enjoyment of life represent the ‘psychic outgo’ of
economic activity. It is by subtracting psychic outgo from psychic income that one
arrives at the fourth elemental category—net psychic income.

In many ways, net psychic income constitutes the ‘uncancelled benefit’ of eco-
nomic activity (Daly 1979). Why is this so? Imagine tracing the economic process
from natural capital to its final psychic conclusion. Every intermediate transaction
involves the cancelling out of a receipt and expenditure of the same magnitude
(i.e., the seller receives what the buyer pays). Once a physical good is in the pos-
session of the final consumer, there is no further exchange and no further cancel-
ling out of transactions. Apart from the good itself, what remains at the end of the
process is the uncancelled exchange value of the psychic income that the ultimate
consumer expects to gain from consuming the good plus any psychic disbenefits
and other costs associated with the good’s production. Note, therefore, that if the
costs are subtracted from the good’s final selling price, the difference constitutes
the ‘use value’ added to low-entropy matter-energy during the production process.
Presumably the difference is positive otherwise the economic process has been a
pointless exercise.

The fifth and final elemental category is the cost of lost natural capital services
and arises because, in obtaining the throughput to produce and maintain human-
made capital, natural capital must be manipulated and exploited both as a source
of low-entropy and as a high-entropy waste-absorbing sink. Perrings (1986) has
shown that no matter how benignly human beings conduct their exploitative activi-
ties, the resultant disarrangement of matter-energy and the inevitable coevolu-
tionary feedback responses have deleterious impacts on the natural environment.
Consequently, human beings must accept some loss of the ecosphere’s source,
sink, and life-support services as the low-entropy resources provided by natural
capital are transformed into physical goods and then returned to the ecosphere,
once the goods have been consumed, as high-entropy wastes.

In a similar way to net psychic income, lost natural capital services constitute
the ‘uncancelled cost’ of economic activity (Daly 1979; Lawn and Sanders 1999).
Why? Imagine, this time, tracing the economic process from its psychic conclu-
sion back to natural capital. Once again, all transactions cancel out. What remains
on this occasion is the opportunity cost of resource use or, more definitively, the
uncancelled exchange value of any natural capital services sacrificed in obtaining
the throughput of matter-energy required to fuel the economic process.’

In sum, the linear throughput model illustrates the following. Natural capital
provides the throughput of matter-energy that is needed to produce and maintain
the stock of human-made capital. Human-made capital is needed to enjoy a level
of net psychic income greater than what would be experienced if the economic
process did not take place. Finally, in manipulating and exploiting natural capital
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to obtain the throughput of matter-energy, the three critical services provided by
natural capital are, to some degree, unavoidably sacrificed.

2.1.3 Ecological Constraints, Human Needs,
and Intragenerational Equity

The above discussion places us in an ideal position to reflect on three aspects
central to defining and achieving sustainable development. The first aspect is the
importance of ecological factors and the need to adhere to ecological constraints
to achieve ecological sustainability. The second and third aspects concern the hier-
archy of human needs and the principle of intragenerational equity. As we shall
see, both have a powerful influence on the ‘development’ side of the sustainable
development coin.

2.1.3.1 Ecological Factors and Constraints

It was mentioned above that the throughput of matter-energy is the physical inter-
mediary connecting natural capital and human-made capital. It was also pointed
out that natural capital constitutes the original source of all economic activity.
Given the obvious role that natural capital plays in achieving ecological sustain-
ability, one must ask the following questions:

e How much natural capital is required to ensure the ecological sustainability
objective is not recklessly put at risk?

e Should natural capital maintenance be a necessary sustainability tenet, what
rules-of-thumb must humankind adhere to in order to prevent the decline in the
quantity and quality of natural capital stocks?

I will endeavour to answer the first question by beginning with a consideration
of production possibilities. Ever since Hicks (1946) defined income as the maxi-
mum amount that can be consumed in the present without compromising the abil-
ity to consume the same amount in the future, it has been widely recognised that
sustaining the production and consumption of a particular quantity of physical out-
put requires the maintenance of income-generating capital. However, a hot debate
has longed raged over what form the capital should take. Whilst some observers
believe that natural capital and human-made capital must be individually main-
tained (strong sustainability), others believe it is sufficient to maintain an appro-
priately combined stock of both forms of capital (weak sustainability). In the end,
the most appropriate action depends on whether human-made capital and the tech-
nology embodied in it can adequately substitute for the low-entropy matter-energy
and other crucial services provided by natural capital. If it cannot, it is necessary
to follow the approach advocated by the proponents of strong sustainability—
namely, ‘keep natural capital intact’.
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It is undeniably true that advances in the technology embodied in human-made
capital can for some time reduce the incoming resource flow required to produce
a given physical quantity of goods. However, for three related reasons, this does
not amount to substitution. Firstly, technological progress only reduces the high-
entropy waste generated in the transformation of natural capital to human-made
capital. It does not allow human-made capital to “take the place of”” natural capital.
Secondly, because of the first and second laws of thermodynamics, there is a limit
to how much production waste can be reduced by technological progress. This is
because 100 per cent technical efficiency is physically impossible; there can never
be 100 per cent recycling of matter; and energy cannot be recycled at all.® Thirdly,
a value of one or more for the elasticity of substitution between human-made and
natural capital is necessary to demonstrate the long-run substitutability of the for-
mer for the latter. Disconcertingly, recent studies have shown that the value of the
elasticity of substitution derived from a production function obeying the first and
second laws of thermodynamics is always less than one (Lawn 2007).

Thus, all things considered, human-made capital and natural capital are com-
plements not substitutes. Consequently, the production of a given quantity of phys-
ical goods requires a minimum, irreducible rate of resource use and, therefore, a
minimum quantity of resource-providing natural capital (Meadows et al. 1972;
Pearce et al. 1989; Folke et al. 1994; Daly 1996; Lawn 2007). It is for this rea-
son that ecological economists believe the strong sustainability approach to capital
maintenance is necessary to sustain the economic process.

However, before a satisfactory answer can be given to the first of the above
questions, it is necessary to consider the minimum amount of natural capi-
tal required to ensure ecological sustainability. It is at this point that we must go
beyond production possibilities and turn our attention to the life-support function
of natural capital.

The ability of natural capital to provide life-support services exists because
the ecosphere, as a far-from-thermodynamic-equilibrium system characterised by
a range of biogeochemical clocks and essential feedback mechanisms, has devel-
oped the self-organisational capacity to regulate the conditions necessary for life.
There has, unfortunately, been a growing tendency for human beings to take the
conditions for life for granted—a consequence of technological optimism and a
growing detachment most people have from the vagaries of the natural world. In
particular, two falsely held beliefs have emerged. The first is a widely held convic-
tion that the Earth’s current uniqueness for life was preordained. This is patently
untrue, since, as Blum (1962) has explained, had any one of an infinite number of
past events occurred only marginally differently, the evolution of living organisms
on Earth might never have eventuated.

Secondly, it is widely believed that organic evolution is confined to living
organisms responding to exogenously determined environmental factors. However,
it is now transparently clear that ‘fitness’ is a byproduct of the coevolutionary rela-
tionship that exists between the ecosphere and its constituent species. Indeed, the
ecosphere is as uniquely suited to existing species as are the latter to the ambi-
ent characteristics of the ecosphere. Hence, according to Blum (1962, p. 61),
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it is “impossible to treat the environment as a separable aspect of the problem
of organic evolution; it becomes an integral part thereof.” Clearly, just as current
environmental conditions were not preordained, the environmental conditions of
the future will always be strongly influenced by the evolution of constituent spe-
cies and, in particular, the actions of recalcitrant specimens.

An awareness of the above brings to bear a critical point. Although human
intervention can never ensure the Earth remains eternally fit for human habit-
ability, humankind does have the capacity to bring about a premature change in
its prevailing comfortable state. Many people believe that anthropogenic global
warming is just one of many signs of a radical change in the planet’s comfortable
conditions. Nonetheless, there are some observers who argue that these events, if
occurring, are of no great concern since they are little more than symptoms of a
benign coevolutionary adjustment brought on by the eccentricities of humankind.
That is, any malady caused by human activity will be short-lived because whatever
may threaten the human habitability of the planet will induce the evolution of a
new and more comfortable environmental state. For such observers, humankind is
potentially immune from the consequences of its own actions.

Nothing, however, could be further from the truth. The quasi-immortality of
the ecosphere prevails because of the informal association that exists between the
global system and its constituent species. But quasi-immortality in no way extends
to any particular species. Indeed, historical evidence indicates a tendency for the
global system to correct ecological imbalances in ways that are invariably unpleas-
ant for incumbent species. Hence, while the Earth has revealed itself to be immune
to the emergence of wayward species (e.g., oxygen-bearers in the past), individual
species—including human beings—are in no way immune from the consequences
of their own collective folly. We can therefore conclude that the quantity of natural
capital needed to ensure ecological sustainability is likely to greatly exceed the
quantity needed for production purposes alone. Of course, this still leaves the first
of the above questions unanswered.

Deeper insight into the minimum required natural capital can be gained by con-
sidering what bestows natural capital with the unique capacity to support life. Is it
the quantity of natural capital or is it some particular aspect of it? Lovelock leaves
us in no doubt by emphasising that a minimum number and complexity of species
are required to establish, develop, and maintain the Earth’s biogeochemical clocks
and essential feedback mechanisms. To wit:

The presence of a sufficient array of living organisms on a planet is needed for the regula-
tion of the environment. Where there is incomplete occupation, the ineluctable forces of
physical or chemical evolution would soon render it uninhabitable (Lovelock 1988, p. 63).

It is, therefore, a combination of the interactions and interdependencies
between the various species, the diversity of species, and the complexity of eco-
logical systems—in all, the biodiversity present in natural capital—that underpins
its life-supporting function. This doesn’t mean that the quantity of natural capi-
tal is unimportant. The quantity is vital if only because the biodiversity needed
to maintain the Earth’s habitable status requires a full, not partial, occupation
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by living organisms. But the quantity of natural capital, itself, should never be
equated with biodiversity.

If the sheer magnitude of natural capital is an inadequate indication of the
effectiveness with which it can support life, what is the minimum level of bio-
diversity needed to maintain the ecosphere’s life-support function? Unfortunately,
this is not known, although there is general agreement that some semblance of a
biodiversity threshold does exist. What we do know is that in the same way biodi-
versity begets greater biodiversity, so do diminutions in biodiversity beget further
diminutions (Norton 1986). It is also known that the present rate of species extinc-
tion is far exceeding the rate of speciation—indeed, so much that biodiversity has,
on any relevant time scale, become a non-renewable resource (Daily and Ehrlich
1992).

Given that a rise in the global rate of extinction increases the vulnerability of
human beings to its own extinction, a sensible risk-averse strategy for humankind
to adopt is a rigid adherence to a biodiversity ‘line in the sand’.” Ehrlich (1993)
provides a hint as to where this line should be drawn by pointing out that human-
kind knows enough about the value of biodiversity to operate on the principle that
“all reductions in biodiversity should be avoided because of the potential threats
to ecosystem functioning and its life-support role”. As a corollary of Ehrlich’s
dictum, a line should be drawn at the currently existing level of biodiversity,
especially given the magnitude of the loss of biodiversity over the past century.
Conscious efforts should also be made to preserve remnant vegetation and impor-
tant ecosystems.

We are now in a position to answer the second of the above questions—that
is, what sustainability precepts should humankind follow to prevent the decline in
the quantity and quality of natural capital stocks? There are essentially four funda-
mental rules-of-thumb or precepts requiring adherence:

1. The rate of renewable resource extraction should not exceed the regeneration
rate of renewable resource stocks.

2. The depletion of non-renewable resources should be offset by the cultivation of
renewable resource substitutes.

3. The rate of high-entropy waste generation should not exceed the ecosphere’s
waste-assimilative capacity. This third precept is of great relevance to the phe-
nomenon of anthropocentric global warming.

4. Native vegetation and critical ecosystems should be preserved, rehabilitated,
and/or restored. In addition, future exploitation of natural capital should be
confined to areas already strongly modified by previous human activities.

2.1.3.2 Human Needs and the Principle of Intragenerational Equity
It has already been explained that human well-being depends critically on the

psychic enjoyment of life. Despite having a good sense of what contributes
directly to net psychic income, it is worth contemplating the extent to which each
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contributing factor is likely to advance the human condition. Although this will
differ from culture to culture, a greater understanding can be gained by consider-
ing Maslow’s (1954) hierarchy of human needs (Fig. 2.3).

Maslow’s hierarchical framework is underpinned by a rigorous psychological
theory of human motivation in which human needs are classified into five distinct
categories. Beginning with lower-order needs and ascending through to higher-
order needs, the five categories of human needs are:

e Basic physiological needs—i.e., one’s basic need for food, clothing, and shelter.
o Safety needs—i.e., the need for physical and mental security; freedom from
fear, anxiety, and chaos; and the need for stability, dependency, and protection.

e The need for belongingness and love—i.e., the need for affectionate relation-
ships with people in general; the hunger for contact and intimacy; the desire for
a sense of place in one’s family or peer group; and the need to avoid the pangs

of loneliness, ostracism, rejection, and rootlessness.

e The need for esteem—i.e., the desire for strength, achievement, adequacy, mas-
tery, and competence; the need for independence and freedom; and the desire
for recognition, attention, importance, dignity, and appreciation.

o Self-actualisation needs—i.e., the desire for self-fulfilment or, equivalently, the
desire to become fully actualised in what one is capable of becoming.

By organising human needs into a hierarchy of relative prepotency, Maslow’s
needs hierarchy represents the human personality as an integrated whole in which
every part, level, and dimension is interdependent. The framework itself indicates
that human endeavour is initially devoted to the satisfaction of basic physiological
needs. Once satisfied, the greater part of one’s endeavours shifts to the next tier of

Fig. 2.3 Maslow’s needs Higher-order
hierarchy (Maslow 1954) needs

Self-actualisation needs
A

Esteem needs

A

Need for belongingness and love
A

Safety needs
A

Physiological needs

Lower-order
needs
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human needs. The process ultimately culminates with the need for self-actualisa-
tion, which, according to Maslow, is the most creative and rewarding phase of the
human development process. Overall, Maslow’s needs hierarchy highlights that a
healthy human existence requires the satisfaction of emerging higher-order needs
as well as basic physiological needs. Achievement of this desirable human state
has previously been described as a healthy ‘existential balance’ (Weisskopf 1973).

It is important to realise that the economic process need not always operate in a
manner consistent with the adequate satisfaction of emerging higher-order needs.
There are two reasons why. Firstly, physiological need satisfaction (such as being
well fed) has no enduring qualities. Hence, the satisfaction of lower-order needs
requires frequent engagement in physiological need-satisfying activities (such as
eating regularly). Secondly, if higher-order needs are being inadequately satisfied,
it is still possible to obtain a sense of equilibrium—albeit an unhealthy, unbal-
anced one—by engaging in more physiological need-satisfying pursuits (such as
increased consumption). Because physiological need satisfaction quickly evapo-
rates, the desire for more consumption requires greater production, which in turn
reduces the time available to satisfy their higher-order needs. The increased lack
of psychological need satisfaction further intensifies the desire for higher rates of
production and consumption. Eventually, an illusionary need for continued growth
becomes self-perpetuating. In a coevolutionary world characterised by path-
dependency, a growth addiction can arise even though it may be contrary to the
betterment of the human condition. This growth addiction is commonly referred to
as ‘consumerism’ or the ‘treadmill of production’ (Schnaiberg 1980).

What does this all mean in terms of the human developmental process? To
begin with, it is patently obvious that increasing the supply of intermediate means
along one level of need at the expense of needs on a different level disturbs the
balance of human existence (Kenny 1999). Thus, once lower-order needs have
been satisfied, it follows that attempts to expand the stock of human-made capi-
tal should largely cease once it begins to impede the satisfaction of higher-order
needs. Moreover, it suggests that human development demands, at the very least,
a widespread concern for posterity and an ongoing need to address intragenera-
tional inequities and injustices. Clearly, this means upholding various universal
rights and privileges, one of which must be the eradication of absolute poverty.
Not only does poverty alleviation ensure the satisfaction of basic physiological
needs, it provides the foundation upon which higher-order needs can be subse-
quently satisfied.

One of the best ways to uphold the principle of intragenerational equity is to
ensure access to paid employment for anyone who seeks it. Although unemployed
people in high-GDP countries are rarely deprived of basic lower-order needs,
they are often deprived of their safety and esteem needs. In almost all instances,
they are starved of the means required to satisfy their self-actualisation needs.
This invariably leads to alienation, disillusionment, depression, and the increased
likelihood of committing a serious crime (Fryer 1995; Feather 1997; Sen 1997,
Theodossiou 1998; Harvey 2000; Watts and Mitchell 2000; Biddle 2001; Layard
2005). Unemployment also results in the loss of human capital skills and the
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depreciation of a nation’s productive capacity (Mitchell and Muysken 2008).
There is little doubt, therefore, that the negative side-effects of unemployment
constitute a welfare-reducing cost that impacts on society generally, not just on
the unemployed. For this reason, the cost of unemployment should be included
in aggregate measures of economic welfare. Moreover, unemployment should be
given more consideration by policy-makers than it is at present. Indeed, since it
can be argued that access to paid employment is a basic human right (Burgess and
Mitchell 1998; Lawn 2009), full employment should be viewed as an obligatory
objective of any nation aiming to achieve sustainable development.

Having said this, there is the potential for the full employment objective to
conflict with the goal of ecological sustainability (Lawn 2009). Under the current
institutional arrangements in virtually every country, there is a well-established
link between real GDP and employment levels. This link compels governments to
expand the economy to prevent the rise in unemployment.'? Because, as we shall
see, the continued expansion of the economy is both undesirable and ecologically
unsustainable, it will become increasingly important to discover ways to sever the
GDP-employment nexus so that full employment can be achieved without the per-
ceived need for continued growth.!!

2.1.4 A Broad Definition of Sustainable Development

Taking account of the aforementioned, the following will serve as our broad defi-
nition of sustainable development: “A nation is achieving sustainable development
if it undergoes a coevolutionary process that improves the total quality of life of
every citizen, both now and into the future, while ensuring its rate of resource use
does not exceed the regenerative and waste-assimilative capacities of the natural
environment. It is also a nation that ensures the survival of the biosphere and all
its evolving processes while recognising, to some extent, the intrinsic value of sen-
tient non-human beings.”

Despite this definition being open to individual interpretation, its strength lies
in its emphasis on: (i) the quality of human life, not simply the material standard
of living; (ii) the welfare of all people, present and future; and (iii) the need to
preserve the ecosphere upon which all welfare-related activities depend—a critical
factor given the complementary relationship between human-made capital and nat-
ural capital. The emphasis on these three aspects suggests that sustainable devel-
opment can be defined more narrowly as non-declining economic welfare, which,
at the very least, requires natural capital to be kept intact (Lawn 2007). Provided
we do not stray from the central tenets of the broad definition above, this narrow
view of sustainable development can be of great practical use in that it is possible
to measure natural capital and a nation’s aggregate economic welfare. As we shall
see, this makes it feasible to determine whether a nation is operating sustainably
and whether the economic welfare being generated by its economic activities is
rising over time.
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2.2 Sustainable Development and the Ecological
and Economic Limits to Growth

2.2.1 Economic and Uneconomic Growth

In view of the above definition of sustainable development, two further questions
naturally emerge:

e Firstly, how big can the economy get before the throughput of matter-energy
required to maintain it can no longer be ecologically sustained?

e Secondly, how big can the economy get before the additional costs of growth
begin to exceed the additional benefits, at which point the economic welfare
generated by a physically expanding economy begins to decline?

Unbeknown to many, the answers to these questions are not the same. This is
because the first question relates to a physical scale of the economy that ought to
be avoided at all costs whereas the second question relates to a physical scale we
would be better off avoiding even if the long-term consequences of reaching it are
not ecologically catastrophic. As we shall see, the desirable or optimal scale of
the economy (the answer to the second question) is considerably smaller than the
economy’s maximum sustainable scale (the answer to the first question). This has
important consequences for how humankind should deal with climate change.

To answer the above questions, the two elemental categories of net psy-
chic income (uncancelled benefits) and lost natural capital services (uncancelled
costs) can be diagrammatically presented to demonstrate the economic and eco-
logical impacts of a growing economy. Consider Fig. 2.4 where we shall ignore
efficiency-increasing technological progress for the moment and assume that
all technological advances are of the throughput-increasing kind. Throughput-
increasing technological progress enables a nation to augment the rate of resource
throughput that, in turn, allows it to physically expand its economy. In Fig. 2.4, the

Uncancelled benefits (UB) UC(Sust)

Uncancelled costs (UC)

Sustainable economic
welfare (SEW)

uc

UB

Physical scale
of the economy

Fig. 2.4 The sustainable economic welfare generated by a growing economy
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physical expansion of the economy is represented by a rightward movement along
the horizontal axis. The uncancelled benefits and uncancelled costs are respec-
tively represented by the UB and UC curves.

In keeping with the principle of diminishing marginal benefits, we can expect the
uncancelled benefits associated with a growing economy to increase at a declining
rate. Conversely, due to the principle of increasing marginal costs, we can expect
the uncancelled costs to rise at an increasing rate.'> The shapes of the UB and UC
curves in Fig. 2.4 reflect these two standard economic principles. From a sustain-
ability perspective, the UC curve is vertical at the point where the economy reaches
its maximum sustainable scale of Sg (i.e., the largest physical scale of the economy
consistent with a sustainable rate of resource throughput). As Fig. 2.4 shows, growth
of the economy up to a physical scale of Sg is ecologically sustainable. Although
growth beyond Sg is technically feasible for a short period of time (i.e., by drawing
down stocks of natural capital), it is ecologically unsustainable in the long-run.

From an economic perspective, matters differ considerably. The economic welfare
generated by a growing economy is measured by the vertical distance between the UB
and UC curves. Figure 2.4 indicates that growth up to a physical scale of S+ increases
benefits faster than costs. As such, it increases a nation’s economic welfare and thus
constitutes a form of ‘economic’ growth. However, growth beyond S+ reduces eco-
nomic welfare. That is, physical expansion beyond the optimal macroeconomic
scale (i.e., where sustainable economic welfare is maximised) increases costs faster
than benefits. It therefore constitutes a form of ‘uneconomic’ growth and ought to be
avoided. The critical message here is that growth beyond the optimal scale becomes
economically undesirable even though the physical expansion of the economy
between S= and Sg is ecologically sustainable. In all, Fig. 2.4 demonstrates that an
economic limit to growth (S=) is likely to precede an ecological limit to growth (Sg).

2.2.2 Efficiency-Increasing Technological Progress

The previous analysis was somewhat over-simplified in that it ignored the possi-

bility of efficiency-increasing technological progress. Technological advances of

the efficiency-increasing kind bring about an upward shift of the UB curve or a

downward/rightward shift of the UC curve. To explain how, we can arrange the

uncancelled benefits and uncancelled costs to arrive at a macro measure of effi-

ciency—sometimes referred to as ‘ecological economic efficiency’ (EEE):
Uncancelled benefits Net psychic income

EEE = = ; ; (2.1)
Uncancelled costs Lost natural capital services

For a given physical scale of the economy, an increase in the EEE ratio indi-
cates an improvement in the efficiency with which natural capital and the low-
entropy resources it provides are transformed into service-yielding human-made
capital. A multitude of factors can contribute to an increase in the EEE ratio.



2.2 Sustainable Development and the Ecological and Economic Limits to Growth 71

To demonstrate how, the EEE ratio can be decomposed to reveal the following
four eco-efficiency ratios (Daly 1996):

Ratio 1 Ratio 2 Ratio 3 Ratio 4
NPY NPY HMK RT NK (2.2)

EEE = [NCS = HMK X RT X NK X INCS

where:

EEE = ecological economic efficiency
NPY = net psychic income

LNCS = lost natural capital services
HMK = human-made capital

RT = resource throughput

NK = natural capital.

The order in which the four eco-efficiency ratios are presented in Eq. (2.2) is in
keeping with the nature of the economic process—that is, net psychic income is
enjoyed as a consequence of the creation and maintenance of human-made capital
(Ratio 1); the maintenance of human-made capital requires the continued through-
put of matter-energy (Ratio 2); the throughput of matter-energy is made possible
thanks to the three instrumental services provided by natural capital (Ratio 3); and,
in exploiting natural capital, the three instrumental services provided by natural
capital are to some degree sacrificed (Ratio 4). Each eco-efficiency ratio represents
a different form of efficiency pertaining to a particular sub-problem contained
within the larger problem of achieving sustainable development. The four eco-effi-
ciency ratios will now be individually explained along with the implications they
have for the UB and UC curves.

2.2.2.1 Beneficial Shifts of the Uncancelled Benefits (UB) Curve

Ratio 1 is a measure of the service efficiency of human-made capital. It increases
whenever a given amount of human-made capital yields a higher level of net psy-
chic income. An increase in Ratio 1 causes the UB curve to shift upwards (see
Fig. 2.5). This can be achieved by improving the technical design of all newly
produced goods, altering the composition of final output (i.e., producing a greater
proportion of goods with higher service-yielding qualities), or by advancing the
means by which human beings organise themselves in the course of producing and
maintaining the stock of human-made capital. The latter is important because it
can reduce such things as the disutility of labour, the cost of commuting, and the
cost of unemployment. A beneficial shift in the UB curve can also be achieved by
redistributing income from the low marginal service or psychic income uses of the
rich to the higher marginal service uses of the poor (Robinson 1962).13

Figure 2.5 illustrates what happens to sustainable economic welfare when the
UB curve shifts upwards. Because an increase in Ratio 1 augments the net psychic
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Fig. 2.5 An increase in sustainable economic welfare brought about by an upward shift of the
UB curve

income yielded by a given amount of human-made capital, the UB curve shifts up
to UB’. As a consequence, sustainable economic welfare is no longer maximised
at the prevailing scale of S=. In the circumstances depicted in Fig. 2.5, it is eco-
nomically desirable to expand the economy to the new optimal scale of S«(1).'* In
the process, sustainable economic welfare increases to SEW=(1).

2.2.2.2 Beneficial Shifts of the Uncancelled Costs (UC) Curve

Shifts of the UC curve arise as a consequence of changes in Ratios 2, 3, and 4.
Ratio 2 is a measure of the maintenance efficiency of human-made capital. It
increases whenever a given physical magnitude of human-made capital can be
maintained by a lower rate of resource throughput. This can be achieved via any
one of the following advances: (i) an increase in the technical efficiency of pro-
duction; (ii) increased rates of material recycling; (iii) greater product durabil-
ity; and (iv) improved operational efficiency (Lawn 2000). An increase in Ratio 2
causes the UC curve to shift downwards and to the right by enabling a given phys-
ical scale of the economy to be sustained by a reduced rate of resource throughput.
This lessens the natural capital that needs to be exploited, including the Earth’s
greenhouse gas-absorbing sinks, which correspondingly results in the loss of fewer
natural capital services.

Ratio 3 is a measure of the growth efficiency or productivity of natural capital.
This form of efficiency is increased whenever a given amount of natural capital
can sustainably yield more low-entropy resources and/or assimilate a greater quan-
tity of high-entropy waste. Better management of natural resource systems and the
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preservation of critical ecosystems can lead to a more productive stock of natural
capital. From a climate change perspective, an increase in the productivity of natu-
ral capital would be reflected by an increased capacity of the ecosphere to seques-
ter greenhouse gases. An increase in Ratio 3 leads to a downward and rightward
shift of the UC curve because a more productive stock of natural capital reduces
the quantity of natural capital that must be exploited to obtain the throughput of
matter-energy needed to sustain the economy at a given physical scale. This allows
an economy of a particular scale to be sustained at the expense of fewer natural
capital services.

Ratio 4 is a measure of the exploitative efficiency of natural capital. An increase
in Ratio 4 occurs whenever there is a reduction in the natural capital services lost
from directly exploiting a given quantity of natural capital. Once again, advances
of this nature allow an economy of a particular physical scale to be sustained at
the expense of fewer natural capital services. Increases in Ratio 4 can be obtained
through the development and execution of more sensitive resource-extraction tech-
niques, such as the use of underground rather than open-cut mining practices.

Figure 2.6 illustrates what happens following a beneficial shift of the UC curve.
Because increases in Ratios 2, 3, and 4 reduce the uncancelled cost of maintaining
an economy at a given physical scale, the UC curve shifts down and out to UC".
In doing so, the maximum sustainable scale of the economy increases from Sg to
Ss(1). At the same time, it becomes economically desirable to grow the economy
to S«(2). Expansion to the new optimum increases sustainable economic welfare to
SEW«(2).

uc
Uncancancelled ucr
benefits (UB)
Uncancancelled
costs (UC) g
Sustainable economic —
welfare (SEW) A 1 \
\UB
SEW. SEW:(2)
Y\ % /
——
0 S. S.(2) Ss  Ss(I)  Ss(max)
e —

Physical scale
of the economy

Fig. 2.6 A change in sustainable economic welfare brought about by a rightward/downward
shift of the UC curve



74 2 Sustainable Development and Climate Change

2.2.2.3 Limits to the Beneficial Shifts of the UB and UC Curves
and the Necessity of the Steady-State Economy

There is considerable debate surrounding how much and for how long human-
kind can beneficially shift the UB and UC curves. Because of biophysical con-
straints, there are many observers who correctly point out that humankind’s ability
to shift the UC curve is ultimately limited. As previously stressed, the first and
second laws of thermodynamics preclude the 100 per cent technical efficiency of
production and the 100 per cent recycling rate of waste materials. Both laws also
forbid any recycling of waste energy. Consequently, both laws limit increases in
Ratio 2. On top of this, it is impossible to continuously increase the productivity
of natural capital (Ratio 3) and prevent the loss of at least some of the ecosphere’s
three instrumental services (Ratio 4). In view of these constraints, it follows that
an upper limit must exist on the maximum sustainable scale of economic systems.
This ultimate ecological limit is represented in Fig. 2.6 by the dotted line at the
physical scale of Sg(max).

What about the UB curve? Is there a limit on its upward adjustment? This is a
more complex issue because net psychic income is not subject to the same phys-
ical laws as physical goods. Having said this, the following should be borne in
mind. Firstly, because human-made capital is required to experience the welfare
generated by human activities, net psychic income always has a physical founda-
tion. Hence, growth in the physical basis of human well-being always remains bio-
physically limited. Secondly, there is a probable limit on the human capacity to
experience a sense of psychic well-being. A human being can only be so happy,
contented, and fulfilled. Finally, efforts to increase human well-being by altering
the composition of what humans consume are severely restricted. Thus, even if
the information provided by cyberspace can offer wonderful welfare-increasing
opportunities, a hungry person requires a meal to be fed, not a recipe. The same
person also requires physical shelter, clothes, and heating/cooling to remain dry
and comfortable. No amount of downloaded images or information can directly
supply these physiological requirements.

Although there is, as a consequence, a clear limit on the human capacity to
experience a sense of psychic well-being, there are good reasons to believe that
the potential to shift the UB curve is far from exhausted. Moreover, because of
impending ecological limits to growth (i.e., severe limits to the beneficial shift of
the UC curve), achieving sustainable development will require all nations to even-
tually make the transition to a steady-state economy—preferably settling some-
where near the optimal scale. Given this steady-state imperative, it is clear that the
goal of physically expanding the economy (growth) must give way to an emphasis
on qualitative improvement (development). This means that all nations will need
to shift their focus towards qualitatively advancing the stock of physical goods;
ensuring the stock is more equitably distributed; minimising the rate of resource
throughput; and reorganising the production process to increase job satisfaction
and reduce any associated social costs. Provided these advances can be made, the
necessity of the steady-state economy should not be a cause for concern. In fact,
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unlike growing the economy beyond its ecological and economic limits, there is
no reason why a qualitatively-improving steady-state economy should not deliver
increasing levels of sustainable economic welfare for many years to come.

2.3 Empirical Evidence of the Ecological and Economic
Limits to Growth

2.3.1 Ecological Limits to Growth: Ecological Footprint
Versus Biocapacity

As important as it is to recognise the inevitability of a steady-state economy, it
is equally important to know where a nation’s economy is in relation to its maxi-
mum sustainable scale (Sg) and optimal scale (S«). Without this information, it is
impossible to ascertain when to initiate the transition to a steady-state economy.
Furthermore, it is impossible to know whether the transition will require a nation
to gradually slow the growth of its economy (i.e., decelerate towards a larger econ-
omy) or reduce its physical scale (i.e., settle at a smaller economy).

A number of indicators have been developed to determine whether economic
systems are nearing or have surpassed their ecological limit (Vitousek et al. 1986;
Yale Center for Environmental Law and Policy et al. 2005; Pearce and Atkinson
1993; Wackernagel et al. 1999). Despite its conservative nature, many people
believe that the ecological footprint is the best indicator of ecological limits so far
established.!> A country’s ecological footprint represents the area of land required
to generate the resources, absorb the wastes, and provide the critical ecosystem
services needed to sustain economic activity at its current level (Wackernagel and
Rees 1996). To determine if a nation’s economy has exceeded its maximum sus-
tainable scale, the ecological footprint is compared to its biocapacity. A nation’s
biocapacity is indicated by the quantity of land available to generate an ongo-
ing supply of resources, absorb wastes, and maintain critical ecosystem services.
Ecological unsustainability (ecological deficit) occurs if a nation’s ecological foot-
print exceeds its biocapacity.

Table 2.1 reveals that, in 2005, 78 of 143 surveyed nations had ecological foot-
prints in excess of their biocapacities (Global Footprint Network 2008). Some
observers have suggested that ecological deficits are not a problem given that
countries with ecological surpluses can aid deficit nations by exporting their sur-
plus resources and/or by importing deficit countries’ surplus wastes. However,
Table 2.1 shows that the global ecological footprint exceeded the Earth’s bioca-
pacity by an amount equal to 0.6 global hectares per person. It also shows that
1.3 Earths are required to sustain the rate of global consumption at 2005 levels
(Global Footprint Network 2008).1¢ Since this situation cannot continue indefi-
nitely, it follows that the ecological surpluses enjoyed by some nations are insuf-
ficient to ‘finance’ the combined ecological deficits of the remainder. Overall, it is



2 Sustainable Development and Climate Change

76

(panunuoo)

S0— 80 €1 WewmaIA 70— 70 80 [edoN ev— 90 6'Y ueder

cl— 01 I'c pueey 70 Sl 'l TeurueAN ¥'0 ! 60 elsauopuf

90— 70 01 BqUeT LIS [a! 9l e BI[OSUOI S0— 70 60 eIpu]

€0— S0 6'0  souddiyg €0 LT v'e erskeeN Ti= 60 1'C BuIy)

8¢ (4% L1 ON endeq el €T 'l SO 00 60 60 eIpoquen

¥0— 70 80 uelsijed 0¢— L0 L€ orqnday ealoy £0— €0 90 ysopejsueg

9 'yl L'L PUB[BIZ MON 60— 90 91 dddd ea103] 9L 4! 8L elensny

21100 -DISY

00— L0 I'1 amqequurz §C e 6'0  onbrquezon £0— 01 ! erdorpy

I'c 6¢C 80 BIquIez 70— L0 'l 030010 60 I'c 'l eanuy

00— 60 vl epues( Sy 79 6’1 BIUBJLINEIA €1— 70 L1 145y

90— 'l 81 eIsmny, 60 9¢C 91 TN el e 60 SIOALP 210D

1’0 Tl I'r BIURZUE], 00 0] ¢o IMBIBIN 9¢ (9% 90 doy we( o3uo)y

60 L1 L0 PUB[IZBMS Le Le 't TedseSepey el 6°¢l S0 o3uo)

0 8C e uepng £e— 01 9% ehqry el 0¢ L1 peyd

1’0 [ ['C BOLY yInog 91 ¢ 60 BLIOQI] 8L ¥'6 91 doy v 1ua)

00 ¥l ¥l BI[BWOS 00 'l 'l oylosa] 81 e €1 uooswen

0 01 80 QUOYT BLIAIG 1’0 <l 'l eAuoy 10— L0 80 fpunimg

0 Sl ! [e5oudg ST e 6'0 nessig-eourns ¥'0— 91 07c Ose eubyIng

£0— g0 80 epuemy 81 0¢ el eaunp 8 8 9'¢ euemsjog

Y'0— 01 €1 BLIOTIN €0~ <l ¢l eueyn 0 Sl 01 uruog

T0 81 91 BIN 00 Tl 4! eiquien €T 4 60 ejosuy

1Y 06 L'e elqrureN Lee 0°¢¢ el uoqen L0— 60 L'l BLISTY

oLy

90— I L'e PHOM

(uosaad (uosaad (uosaad

42d vy3) (uosiad (uos.iad 42d pys)  (uosiad (uosiad 42d vy3)  (uosiaad (uosiad
(+) snydins  42d vys3)  uad pys) (+) snidans 1ad pys)  aad pys) (+) snidans  sad pys)  aad pys)
(=) ogep Ayoedeo  jurdjooy (=) mogep AKyoedeo  juudjooy (—)oyep Aedeo  juudijooy
[eo130[097 -org [ed130[00g [eo130[007 -org [eo130[097 [eo130100 -o1g [eo130[097

(S007) Lidedesorq pue (45) yutidioog [eo150[00H  1°T AqEL



71

2.3 Empirical Evidence of the Ecological and Economic Limits to Growth

(panunuoo)

£0— 90 60 LR 4 el 9C  Elqely Ipneg = €0 €1 bei
80— 01 81  UeISDeqgz() LT— 70 e Uoueqa] [ vl L'e uelf
78— 't S'6 qavn 8- S0 6'8 emnd| L0 8’1 'l 151000
c0— Le 6'¢ uejstuaunIn], 60 % e Ue)SyNezes] = 01 [ uefteqrozy
I'i—= L1 Lc Aoy, V- €0 L1 uepIof 90— 80 V'l BlusuLY
cl— 80 I'c eLkS v 0 oY [9BIS] €0 L0 S0 ue)stueysyy
DISY Jua) ¥ 4-W
88— 0°¢ 6 vSn 0¢l 00¢ 'L epeuen)
DILIUY YLION
€0 (43 8¢ B[ONZIUA S0— 90 'l eolewef L0— 't 81 Bqn)
0s ot $ Aen3nin 1'0 61 81 SEInpuoky ro— 81 €T eI BISOD
4 oy 91 g £0— €0 0] nrey I'c 6'¢ 8’1 BIqQUIO[OD
$9 L6 ve  Kendereq To- €1 Sl elewaen 'l I'v 0€ Qe
€0 ge e ewreued 60— L0 91 10peA[eS 1H 6'Y €L ¥ [rzeidg
<l 13 0¢ eNSeIedIN ro— 1c [ Jopendy 9¢l LSl 1'c elaljog
L= L1 ve OJIXoN L0~ 80 ¢’ doy ueoturwo(q LS '8 (4 BUNUISIY
DOLIULY UIDT
(uosaad (uosaad (uosaad
42d vy3) (uosiad (uosiad 42d vys)  (uosiad (uosiad 42d py3)  (uosiaad (uosiad
(+) snidins  42d vys3)  uad ys) (+) snidans 1ad pys)  uad ys) (+) sndans  sa2d pys)  1ad pys)
(=) oygep Ayoedeo  jurdjooy (—)mogep AKyoedeo  juudjooy (—)oyep Aoedeo  juudijooy
[eo130[007 -org [ed130[00g [eo130[007 -org [eo130[097 [eo130100g -o1g [eo130[097

(Ponunuod) g AIqEL



(9002) 1omIaN LId100 [8qO[D) 224105

S918109Y [BqO[3 $2JOUIP BYST

Surpunor 0} anp dn ppe jou Aew S[e)O], «

2 Sustainable Development and Climate Change

§a10N
urenyn

£0— ¥ L'C PUBHRZIMG 90— €T 6C erewoy 1’0 8T L't eLesng

Le— €'l 0¢ JUOIN 80— 1’9 69 KemIoN 60— 0¢ 6T  8o7Id elusog

01— 91 9C  PpueElqleg ce— ! 9v BIUOPJBIN 70— ve 6'¢ snieeg

vy '8 Le BISSTIY 01— (4 (43 BNROID 01— (4! [ BlURqQlY

adoanry fo 152y

Le— 91 1Y 2N 01 (2% e eruenyy 61— 0¢ 6y ouel]

6V 001 I's uopamg e 0L 3 BIAJR] 9 L1 [ pueuL]

vv— el LS uredg ge— [ 81 Aeig LT 1’6 ¥'9 eruoisy

S0— 8¢ £e BIBAO[S 0c— % €9 pue[aI] £€C— LS 08 Jrewueg

Te- Tl vy [e3miod L0- 8T g€ AreSung 97— LT p's  onqndey yoaz)

61— 1 0y pue[od v L1 6'¢ 999310 0v— 'l ['g Smoq/T pue ‘Sjog

£e— 't 'y SPUBLIOYION £C— 6’1 <y Auewon re— 6C 0¢ eLnsny

gcnd

(uosaad (uosaad (uosaad

42d py3) (uosiad (uosiad 42d vys)  (uosiad (uosiad 42d vy3) (uosiaad (uosiad
(+) snidins  42d vys3)  uad pys) (+) sngdans 1ad pys)  aad ys) (+) snidns  sa2d pys)  aad pys)
(=) ogep Ayoedeo  jurdjooy (—)mogep AKyoedeo  juudjooy (—)oyep Aoedeo  juudijooy
[eo130[007 -org [ed130[00g [eo130[007 -org [eo130[097 [eo130100H -o1g [eo130[09g

78

(Ponunuod) g AIqEL



2.3 Empirical Evidence of the Ecological and Economic Limits to Growth 79

apparent that the economies of most nations, as well as the global economy as a
whole, have surpassed their maximum sustainable scale.

2.3.2 Economic Limits to Growth: The Genuine
Progress Indicator

Unlike biophysical indicators, less work has been undertaken to determine
whether economic systems have exceeded their optimal scale. However, an indi-
cator has recently emerged that incorporates around twenty-five benefit and cost
items of the economic, social, and environmental variety. Known as the Genuine
Progress Indicator (GPI), this indicator involves subtracting the costs of economic
activity from the benefits it generates to obtain a macroeconomic estimate of eco-
nomic welfare.!” From a diagrammatical perspective, the GPI is equivalent to the
vertical distance between the UB and UC curves in Fig. 2.4.

GPI studies have been predominantly conducted on high-GDP nations. A
recent project involving seven countries in the Asia-Pacific region has boosted the
number of GPI studies of poor nations (Lawn and Clarke 2008). The results of
the Asia-Pacific study are very illuminating and I shall refer to the significance
of them soon. For now, consider Fig. 2.7 which reveals the results of GPI studies
conducted on six wealthy nations in the 1990s. In all six cases, the GPI initially
rises in unison with real GDP. A point is then reached where the GPI decreases or
plateaus, although the timing of this turning point differs between nations. What
doesn’t alter significantly is that the rise in the GPI ceases once a nation’s per cap-
ita GDP reaches Int$15,000 to Int$20,000 (2004 prices).'8

Although real GDP is not strictly an indicator of the physical scale of a nation’s
economy, the initial decline in the GPI within this per capita GDP range sug-
gests that all six countries have surpassed their optimal scale (S= in Fig. 2.4). This
implies they have all exceeded their economic limit to growth. Disturbingly, the
GPI results of other wealthy nations reveal a similar pattern (see Diefenbacher
1994; Moffatt and Wilson 1994; Rosenberg and Oegema 1995; Jackson et al.
1997; Stockammer et al. 1997; Guenno and Tiezzi 1998; Makino 2008).°

The uniform trend displayed in Fig. 2.7 was first recognised in the mid-1990s.
It led Max-Neef (1995) to put forward a ‘threshold hypothesis’—namely, when a
nation’s per capita GDP exceeds a critical threshold, one can expect its per capita
economic welfare to plateau or decline. As disconcerting as this was for countries
at or beyond the threshold, the hypothesis offered comfort to the world’s poorest
nations. That is, with the per capita GDP of poor countries well below Int$15,000,
the theory suggested that a positive relationship should exist for some time
between the growth of their economies and the economic welfare they generate.
Unfortunately, this does not appear to be occurring. Recent GPI studies on China
and Thailand indicate that the per capita GPI of both countries has already begun to
fall—China’s per capita GPI peaking in 2002 (Wen et al. 2008); Thailand’s peaking
in 2001 (Clarke and Shaw 2008). Crucially, these declines took place when the per
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Fig. 2.7 The GPI and GDP for the USA and a range of European countries. Source Jackson and
Stymne (1996)

capita GDP for China and Thailand was just $Int4926 and $Int7373 respectively
(Lawn and Clarke 2008). In addition, the per capita GPI of China and Thailand
peaked well short of the value currently being enjoyed by high-GDP nations.

In an endeavour to examine the relationship between growth and economic wel-
fare in the Asia-Pacific region, Lawn and Clarke (2008) plotted the annual per cap-
ita GPI values of the seven countries included in the Asia-Pacific GPI study against
their corresponding per capita GDP values. Figure 2.8 is the result of this com-
parison. It reveals that the three wealthy countries—Australia, New Zealand, and
Japan—have all reached a threshold level of per capita GDP (Lawn 2008a; Forgie
et al. 2008; Makino 2008). The figure also shows that China and Thailand have
reached an apparent GDP threshold. Alarmingly, Fig. 2.8 suggests that the later a
nation begins to rapidly expand its economy, the lower is its per capita GDP when its
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per capita GPI begins to decline. This is no better exemplified than by the tunnelling
of each country’s per capita GPI-GDP curve below that of its growth predecessor.

Lawn and Clarke (2008) believe the phenomenon revealed in Fig. 2.8 can be
largely attributed to three factors. The first is the low level of consumption in poor
nations relative to domestic production—very much the consequence of export-led
growth strategies. This policy, which the Chinese Government is presently recon-
sidering, reduces the consumption benefits that poor nations enjoy from their
productive endeavours.?’ The second factor is the migration of manufacturing oper-
ations to countries with low wages and feeble environmental regulations. Although
this has helped poor countries to increase their real GDP, it has left many of them
bearing a disproportionately large share of the world’s social and environmental
costs. Finally, as growth ‘late-comers’, low-GDP nations are attempting to expand
their economies in a world replete with human beings and human-made capital, yet
one with much less natural capital and fewer pristine ecosystems. Consequently, the
marginal cost of an increment of GDP growth is far higher than it was when the
world’s high-GDP countries underwent their initial expansion phase.

It is because of the above factors that Lawn and Clarke (2008) have extended
Max-Neef’s theory to propose a contracting threshold hypothesis. The hypothe-
sis is essentially this: As the economies of the world collectively expand in a glo-
balised economic environment, there is a contraction over time in the threshold
level of per capita GDP. As such, growth late-comers face the prospect of never
attaining the economic welfare enjoyed by the early growth-movers.

Despite this new hypothesis, Lawn and Clarke still believe it is possible for
poor nations to experience higher levels of economic welfare. However, they argue
that progress will only occur if an extension can be made to the threshold at which
the per capita GPI of the world’s poor countries begins to decline. This, according
to Lawn and Clarke (2008), will necessitate dramatic policy changes on the part of
the world’s low-GDP countries. Just as importantly, it will require rich nations to
cease growing their economies in order to provide the ‘ecological space’ that poor
nations need to enjoy a phase of welfare-increasing growth before they, too, must
make the transition to a steady-state economy.

Should this self-imposed check on growth be a cause for concern for rich
nations? Not at all, since many rich countries already need to reduce the physical
scale of their economies to advance the economic welfare enjoyed by their own
citizens. As will be revealed in Chap. 4, this is likely to be very important in terms
of resolving the climate change crisis. Economic downsizing or de-growth (see
Martinez-Alier 2009) will not only render it easier for rich nations to reduce their
own greenhouse gas emissions, it will allow some poor countries to increase emis-
sions as they complete their economic development process.

Notes

1. The WCED (1987, p. 43) defined sustainable development as “.... develop-
ment that meets the needs of the present without compromising the ability of
future generations to meet their own needs.”
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10.

11.

12.

13.

. In the natural world, information exists as genetic information coded in the

DNA molecule. In the anthropocentric world, information exists as knowl-
edge encoded in various institutions and organisations, and on physical
objects, such as books and computer disks.

A holon is a term made popular by Arthur Koestler. See Capra (1982), p. 303.
Human-made capital constitutes the intermediate means depicted in Fig. 1.11.
The throughput is equivalent to the ultimate means depicted in Fig. 1.11.
Fisher (1906) described psychic income as the subjective satisfaction that
emerges in the stream of human consciousness from consumption and other
benefit-yielding endeavours.

There are two things worthy of note here. Firstly, uncancelled costs are often
undervalued because many natural capital values escape market valuation.
Secondly, uncancelled costs should reflect the higher of two distinct classes
of opportunity costs. The first is the cost of transforming a unit of low-entropy
resources into a physical good in terms of the next best alternative good for-
gone. For example, if a unit of resource X is used to produce good A, it can-
not be used to produce good B. The second class of opportunity cost involves
the reduced capacity of natural capital to provide a flow of resources required
to produce future goods. For example, if the extraction of a unit of resource X
reduces the capacity of natural capital to provide a unit of X over time, which
it will if X is a non-renewable resource or if a renewable resource is unsus-
tainably harvested, a unit of X will be unavailable to produce goods of any
type in the future. It is the larger of the two classes of opportunity costs that
constitutes the true uncancelled costs of economic activity.

. The technical efficiency of production (E) can be written as the ratio of

energy-matter embodied in physical goods (Q) to the energy-matter embod-
ied in the low-entropy resources used to produce them (R). That is, E = OQ/R.
While the value of E can be increased via technological progress, the first and
second laws of thermodynamics dictate that £ must be less than a value of
one.

The concept of a ‘line in the sand’ is very similar to Ciriacy-Wantrup’s (1952)
notion of a ‘safe minimum standard’. See, also, Crowards (1998).

It is invariably argued that a growth rate of 2-3 per cent of real GDP is
required just to prevent the unemployment rate from rising.

Some of the ways to sever the GDP-employment nexus are outlined in Lawn
(2009).

Why does the principle of increasing marginal costs apply to the entire econ-
omy? Firstly, it is customary for nations to extract the more readily available
resources first and be left with the more complicated task of extracting lower
quality resources later. Secondly, the cost of the undesirable ecological feed-
backs associated with each incremental disruption of natural capital increases
as the economy expands relative to a finite natural environment.

Having said this, there is a limit on the capacity for income redistribution to
increase Ratio 1 because, at some point, excessive redistribution is likely to
adversely dilute the incentive structure built into a market-based economy.
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Importantly, the new optimal scale need not necessarily be physically larger
as a consequence of the UB curve shifting upwards. The size of the optimal
scale will depend upon the nature of the UB and UC curves—in particular, the
extent to which the shape of the UB curve alters following its upwards shift.
There are a number of critics of the ecological footprint (e.g., see Ecological
Economics (2000), volume 32(3); and Fiala (2008)). A major weakness of the
ecological footprint is the use of land area as a numeraire for sustainability.
There is no doubt that if a nation was compelled to generate its entire resource
flow in the form of renewable resources, land area and fertility would consti-
tute critical limiting factors. However, there are other factors that also impinge
on a nation’s renewable resources, such as water availability (Patterson 2006).
Because factors other than land area can restrict the generation of renewable
resources, ecological footprint studies almost certainly overestimate a nation’s
biocapacity (and underestimate ecological deficits). As such, the ecological
footprint can be regarded as a conservative indicator, which is all the more
concerning given the ecological footprint estimates revealed in Table 2.1. It is
worth pointing out that, following the work of Lenzen and Murray (2001), a
number of improvements have been made to ecological footprint estimates to
better account for additional limiting factors.

1.3 Earths = 2.7 hectares <+ 2.1 hectares. A value of 1.3 is only possible
because: (i) non-renewable resources constitute a major portion of all resource
use at present, and (ii) resource limits can be exceeded in the short-run by
liquidating natural capital stocks.

The GPI was originally labelled an Index of Sustainable Economic Welfare
(Daly and Cobb 1989). To view the items typically used to calculate the GPI,
see Lawn (2007).

These figures are based on international dollars (Int$). An international dol-
lar is a fictitious monetary unit which equilibrates the purchasing power that
a nation’s currency has over its own GDP with that of the US dollar over
America’s GDP. Two people living in different countries earning the same
international dollar-valued income would be able to purchase an equivalent
basket of goods and services.

Although the per capita GPI of some wealthy countries has recovered slightly
since the early-1990s, in virtually every case it has failed to reach its earlier
peak value.

It is also unnecessary because, if the central government is the monopoly
owner and issuer of the nation’s currency, it can always purchase the differ-
ence between exports and imports and provide the same goods to its citizens
rather than have them enjoyed by foreigners. Better still, the government can
redirect the resources involved to provide more schools, hospitals, and other
critical infrastructure with public goods characteristics. In doing this, the
nation’s real output would not change, but the goods consumed or used would
increase, thereby raising the per capita economic welfare of the nation (Lawn
2011).



Chapter 3
Policies to Achieve Sustainable Development

3.1 Achieving Sustainable Development:
Policy Goals and Instruments

In this chapter, a number of policies are outlined to achieve sustainable development.
Readers may ask why it is necessary to detail a range of sustainable development
policies when so few of them deal directly with the climate change crisis. There is a
simple explanation. As already intimated, anthropogenic global warming cannot be
resolved independently of the sustainable development goal. Thus, any policy that
assists in achieving sustainable development will be indirectly helping to resolve the
climate change crisis.

In the previous chapter, the structural changes and forms of technological pro-
gress required to achieve sustainable development were elucidated. The aim of the
policy solutions outlined in this chapter is to facilitate and induce these changes.
Many of the recommended policies are unconventional, largely because the even-
tual transition to a qualitatively-improving steady-state economy, which is nec-
essary to achieve sustainable development, is itself an unconventional proposal.
Consequently, standard policy prescriptions will not suffice. This is not to say that
all standard policies should be abandoned. However, almost all that remain will
require cosmetic changes.

Before I detail any policies at length, I would first like to say something about
policy goals and instruments. Despite the multi-dimensional nature of sustainable
development, ecological economists believe that achieving the condition requires
the resolution of three major policy goals. They are':

1. Ecological sustainability—ensuring the natural resource throughput required to
maintain the economy remains within the regenerative and waste assimilative
capacities of the natural environment (ecosphere).

© Springer Science+Business Media Dordrecht 2016 85
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2. Distributional equity—ensuring the distribution of income and wealth is equi-
table both within and across nations.

3. Allocative efficiency—ensuring the natural resources entering the economy are
allocated to their best possible use, which, if achieved, would maximise a juris-
diction’s economic welfare.

An understanding of these three policy goals is best appreciated via an alterna-
tive representation of the linear throughput model revealed in Chap. 2. Consider
Fig. 3.1, where the economy is portrayed as a subsystem of the ecosphere and
therefore a system dependent upon the source, sink, and life-support services
provided by natural capital. The source and sink functions are respectively rep-
resented by the arrows labelled ‘Resources IN’ and ‘Wastes OUT’. The unidi-
rectional flow of matter-energy represented by these two arrows constitutes the
throughput that nourishes the economic subsystem. As we have seen, for the econ-
omy to remain sustainable in the long-run, the throughput of matter-energy must
not exceed the ecosphere’s regenerative and waste assimilative capacities. It is
worth mentioning that because anthropogenic global warming is a consequence of
the excessive generation of greenhouse gases, the phenomenon is largely the prod-
uct of humankind’s failure to resolve the first of the above policy goals.

The arrows branching off from ‘Resources IN’ to the various physical goods/
structures represent the allocation or relative division of the incoming resource
flow to alternative product uses. The allocation of the incoming resource flow is
efficient if the highest level of economic welfare (use value) is experienced from
the consumption/use of the various goods produced.?

Heat loss (-)

ECOSPHERE
(Natural capital)

ECONOMY

houses schools

Resources IN Wastes OUT

machines shirts hospitals

energy (+)

Fig. 3.1 The difference between resource throughput and resource allocation
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Exactly who enjoys the benefits of existing and newly-produced goods depends
on the distribution of income and wealth. Although it is infeasible for each person
to possess an equal share of all physical goods, as we saw from Maslow’s needs
hierarchy, it is desirable and indeed ethically ‘proper’ to ensure that no person pos-
sesses fewer goods than what is deemed necessary to live a decent life. Ecological
economists also believe that a society should limit the income differential between
its richest and poorest citizens. Apart from the ethical dimension, severe inequi-
ties can lead to social upheaval that can greatly impede the sustainable develop-
ment process. As we shall see in Part III, the pressure to cut global greenhouse
gas emissions at a time when per capita emissions vary enormously across nations
means that equity considerations will undoubtedly be at the core of future global
emissions treaties.

Identifying policy goals is one thing. Achieving them through the application
of an appropriate policy instrument is another. Mainstream economists believe that
markets can simultaneously achieve the policy goals of sustainable scale and effi-
cient allocation.? That is, by utilising markets to generate prices that reflect the
scarcity of various resource types, waste sinks, and ecosystem services, main-
stream economists believe that the resultant efficiency of resource allocation can
ensure a sustainable rate of resource use.

Ecological economists disagree for two reasons. Firstly, they point out that
no two separate policy goals can be solved via the application of a single policy
instrument (Tinbergen 1952). In other words, it is impossible to ‘kill’ two inde-
pendent policy ‘birds’ with one policy ‘stone’ (Daly 1992; Lawn 2007). Secondly,
market prices—and this includes tax-adjusted market prices—cannot reflect
the absolute scarcity of natural resources. At best, they can only reflect the rel-
ative scarcity of different resource types—e.g., how scarce coal is relative to oil
(Norgaard 1990; Bishop 1993; Reynolds 1999; Lawn 2007; Daly 2008). The fact
that markets are very good at reflecting relative scarcities is what makes them
effective allocation mechanisms. However, it is because the sustainability goal per-
tains, in large part, to absolute resource scarcities, not relative scarcities, that mar-
kets are unable to ensure a sustainable rate of resource throughput.

This critical failure of markets is now revealing itself in the form of a phe-
nomenon referred to as the ‘Jevons’ Paradox’. Despite the often stultifying effect
of globalisation forces on governments (to be explained later), there are many
instances where governments attempt to exploit the efficiency benefits of markets
to achieve environmental outcomes. In many of these cases, governments manipu-
late the market prices of resources and/or wastes by using Pigouvian taxes to inter-
nalise previously unaccounted for environmental costs (Pigou 1932; Hoerner and
Bosquet 2001; Schob 2005; Lawn 2007).4 On most occasions, the policy results
in a more efficient allocation of resources. This, in turn, reduces the environmen-
tal impact per unit of economic activity. However, because markets fail to quanti-
tatively limit the rate of resource throughput, the efficiency increases are almost
always overwhelmed by the scale effect of rising economic activity (IPCC 2007d;
Lawn 2009).
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One of the driving forces behind the Jevons’ Paradox is the tendency for
increases in efficiency, by lowering the resource cost per unit of economic activ-
ity, to give the false impression that less frugality is needed to achieve sustainabil-
ity (Daly 2008). This leads to an increase in the quantity of resources expended,
which invariably exceeds the quantity of resources initially saved from the effi-
ciency advances (Brookes 2000). Consequently, the aggregate rate of resource
throughput ends up rising rather than diminishing (Ayres 2005; Haberl et al. 2006;
Polimeni 2008).

Exacerbating the situation is the fact that market decisions regarding the current
use of natural resources are made entirely by currently existing people who have a
natural tendency to discount the future ramifications of their present actions. This
leaves future generations—the people who will suffer most in a resource-poor and
substantially warmer world—unable to partake in the current resource-bidding
process. Thus, market decisions involving the future manifestation of significant
costs are always biased against future generations.

All up, there is nothing that markets can do to prevent the stock of natural capi-
tal from declining. As we shall see in Chaps. 6 and 7, this glaring weakness of
markets has significant implications for benefit-cost assessments and the use of
taxes to reduce greenhouse gas emissions.

Given the inability of markets to ensure ecological sustainability, ecologi-
cal economists believe the resolution to the three sustainable development goals
requires the application of the following policy instruments>:

e Quantitative restrictions (caps or quotas) on the rate of resource throughput to
achieve ecological sustainability.

o Transfer systems to achieve a just distribution of income and wealth.

e Relative prices determined by interacting demand and supply forces to achieve
allocative efficiency.

Not only does sustainable development require the application of specific pol-
icy instruments but, as Daly (1992) has shown, the policy goals must be resolved
in the order listed above. For example, it makes no sense to resolve the alloca-
tion problem first and then make the necessary adjustments to ensure the incoming
resource flow is ecologically sustainable and equitably distributed. Because allo-
cation involves the relative division, through exchange, of the incoming resource
flow to alternative product uses, it is too late to adjust the physical volume of the
resource flow should it be unsustainable. Similarly, since an individual’s command
over the allocation of the incoming resource flow depends on the ability to pay for
the means required to satisfy needs and wants, it is too late to adjust the distribu-
tion of the incoming resource flow among alternative people, following its alloca-
tion, should it be inequitable.

Of course, ensuring a just distribution prior to the allocation process does not
guarantee a just distribution following it. Hence, there is always the need for some
further redistribution. But redistribution, following allocation, is much less dis-
ruptive and market-distorting if the distribution of the incoming resource flow is
equitable to begin with. Above all, the policy goals of ecological sustainability and
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distributional equity must be resolved prior to the efficiency goal. For this reason,
the sustainability and equity goals must be resolved: (i) prior to the market allo-
cation of the incoming resource flow; (ii) with respect to ecological and ethical
criteria respectively, not economic criteria; and (iii) through the use of institutional
arrangements that lie outside the domain of the market—ideally in the democratic
spirit of Hardin’s “mutual coercion mutually agreed upon” (Hardin 1968).

Importantly, resolving the sustainability and equity goals prior to the effi-
ciency goal internalises ecological and distributive [limits, not just costs, into
market prices. This not only paves the way for markets to facilitate a macroeco-
nomic adjustment to the optimal scale, it ensures, once the optimal scale has been
reached, that the sustainable incoming resource flow is allocated in ways that can
further increase a nation’s economic welfare.

It is with this in mind that many of the policies required to achieve sustain-
able development will now be outlined. Although the exact nature of the poli-
cies and the timing of their implementation will differ from country to country,
the differences will largely depend on whether one is referring to a high-GDP or
a low-GDP nation. This is because, as indicated, many low-GDP nations need to
benefit from further growth (i.e., growth up to the optimal scale), whereas high-
GDP nations need to immediately begin the transition to a steady-state economy,
with many requiring a phase of economic downsizing or de-growth.

3.2 Ecological Tax Reform

Despite its shortcomings, which I shall deal with shortly, ecological tax reform
should constitute the centrepiece of any national policy programme to achieve sus-
tainable development. Ecological tax reform involves shifting the tax base away
from the value added in production (i.e., away from the wages earned by labour
and the income generated from the use of producer goods) onto depletion and pol-
lution activities (Daly 1996; Lawn 2006a).

Because a reduction in the tax impost on labour and producer goods rewards
value-adding in production, ecological tax reform encourages production excel-
lence that, in turn, helps to increase the service efficiency of human-made capital
(Ratio 1). Service efficiency is also potentially boosted because the concomitant
increase in hourly wage rates® can induce workers located on the backward-bend-
ing section of the labour supply curve to increase their leisure time.” Not only
would this reduce many social costs (e.g., the cost of family breakdown), it would
promote job-sharing and lower the unemployment rate without the need for more
production (growth).

By taxing depletion and pollution, ecological tax reform internalises ecologi-
cal costs by pricing the scarce but previously unpriced contribution of nature. As
alluded to in Chap. 2, this can increase the efficiency of resource allocation by
creating an immediate incentive for producers to reduce resource wastage and a
long-term incentive for producers to develop and install resource-saving and
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pollution-reducing technologies (i.e., increase Ratio 2). In the process, this can
reduce the environmental impact per unit of economic activity. Moreover, it can
reduce the quantity of greenhouse gases emitted per dollar of real GDP produced.

Ecological tax reform is invariably promoted on a platform of tax-revenue neu-
trality. By this I mean that advocates of ecological tax reform usually argue for tax
changes that result in the revenue raised from depletion/pollution taxes equalling
the reduced revenue obtained from lower income taxes.® This ensures that the gov-
ernment’s total tax take remains unchanged. Despite the political attractiveness of
this approach, there is no reason why the return of depletion/pollution tax revenues
must be equally shared across the income spectrum. Indeed, the opportunity exists
for governments to redistribute a large proportion of the tax revenue to the poor,
thus enabling ecological tax reform to play a vital role in achieving distributional
equity.’ Redistribution is best conducted by increasing the tax-free income thresh-
old and/or by offering the largest tax cuts to people on low incomes. In view of the
ever-present problem of unemployment, distributional equity can also be served
by using some of the funds to part-finance a Job Guarantee programme (more on
this soon).

How practicable is ecological tax reform for the world’s poorer nations? There
is no doubt that the potential exists for depletion and pollution taxes to impede
much-needed industrial development in impoverished countries. This is not to
say that industries in poor nations should be permitted to wantonly deplete and
pollute. Rather, it may be more efficacious to offer tax rebates or subsidies to
encourage existing and emerging industries to take up resource-saving and pollu-
tion-reducing technologies. Either way, since the growth required by many impov-
erished nations must be as clean and efficient as possible, it is equally critical for
governments in these countries to introduce appropriate incentives (rebates) and/or
disincentives (taxes) to reduce the resource intensity of industrial practices.

3.3 Achieving Ecological Sustainability

3.3.1 Cap-Auction-Trade Systems

One of the major shortcomings of ecological tax reform is that it cannot, in the
form presented above, guarantee ecological sustainability. This is because tax-
adjusted market prices cannot reflect the absolute scarcity of natural resources.
Nor is there anything specific about ecological tax reform—such as quantitative
restrictions on the rate of resource throughput—to prevent the Jevons’ Paradox
from eventuating. This shortcoming does not mean that ecological tax reform
should be rejected. It simply means that an ecological tax reform package must
incorporate additional policy measures to overcome its inherent weaknesses.

The first of the required policies is a comprehensive cap-auction-trade system
to encompass all major renewable resources and various forms of waste. In the
case of renewable resources, a purpose-designed government authority should be
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established to cap the harvest rate of each major resource type. Within the cap,
a number of permits would be created and subsequently auctioned to the high-
est bidders.!? For obvious reasons, the number of permits pertaining to each
resource type would be restricted to the regeneration rate of the relevant resource.
Importantly, the limit on the number of permits would impose an across-the-board
restriction on the rate of renewable resource extraction that would ensure adher-
ence to sustainability precept # 1 from Chap. 2.

Once bought, the possession of a permit would grant an individual or entity the
right to purchase a portion of the permissible resource flow from resource sellers.
For example, a single permit might confer its possessor the right to purchase one
cubic metre of unprocessed timber. If so, a resource buyer would need to acquire
ten permits in order to obtain ten cubic metres of raw timber. For each cubic metre
of timber purchased, resource buyers would automatically acquit one permit.

The auctioning process would be undertaken periodically to allow the govern-
ment authority to vary the number permits in line with novel ecological changes.
For a specific timber species, this may be every three to five years. For water,
where drought in some locations can rapidly affect water supplies, it may be nec-
essary to auction permits annually. Clearly, the life of a permit would be limited
to the period between auctions—e.g., three years for timber; one year for water.!!
Expired permits would be non-redeemable. To maintain competitive markets, a
limit would be placed on the number of permits any individual or firm could pur-
chase. Permits can be resold to other individuals or firms provided the buyers are
not already in possession of the maximum quota of permits.

To maximise the effectiveness of a cap-auction-trade system, specific arrange-
ments would be devised to cater for the different geographical regions and juris-
dictions where particular resources are located. The regional aspect is important
because particular resource types (e.g., timber species) grow at different rates
depending on their geographical location. In addition, the failure to consider
regional effects can lead to an entire quota of a particular timber or fish species
being sourced from one location. This has the potential to devastate a local fish
population or timber reserve. Finally, since ecological sustainability requires the
future exploitation of natural capital to be confined to locations already strongly
modified by previous human activities (second part of sustainability precept # 4),
cap-auction-trade systems with regional requirements in mind can help reduce or
prohibit resource extraction from sensitive and hitherto low-impacted areas.

A key feature of a cap-auction-trade system is the higher price that resource
buyers must pay to secure a portion of the renewable resources extracted for use.
As per normal, resource buyers would pay the usual amount charged by resource
suppliers when selling renewable resources. However, resource buyers would also
be required to pay a ‘premium’ to obtain resource-use permits. The magnitude of
the premium would be determined by interacting demand-side and throughput-
limited supply-side forces in the permit market. As such, the premium would be
equivalent to an absolute scarcity tax that would reflect the market internalisation
of ecological limits, not just ecological costs. This last aspect of a cap-auction-
trade system is crucial because it ensures the existence of a policy instrument


http://dx.doi.org/10.1007/978-94-017-7502-1_2

92 3 Policies to Achieve Sustainable Development

to facilitate the efficient allocation of the incoming resource flow. It also gener-
ates revenue for redistribution purposes. Thus, a cap-auction-trade system would
achieve the efficiency and distributional benefits of a conventional ecological tax
reform package but go one step further and guarantee a sustainable rate of renewa-
ble resource use—a desideratum obtained from incorporating the three sustainable
development policy instruments into the one institutional mechanism (the cap-auc-
tion-trade system) and addressing them in the appropriate sequence.'?

A cap-auction-trade system would also serve as an effective means for con-
trolling pollution levels. With pollution, caps would be imposed to ensure the
discharged quantities of various forms of waste remained within the ecosphere’s
waste assimilative capacity, thus ensuring adherence to sustainability precept # 3.
Not unlike renewable resources, permits would be created in accordance with the
cap and auctioned to the highest bidders.

It is important to recognise that pollution caps need not be applied directly to
pollution itself. As Daly (2008) has highlighted, the first law of thermodynam-
ics ensures that the quantity of waste matter-energy generated by the economic
process equals the quantity of matter-energy entering the economy in the form of
natural resources. Hence, it is possible to limit certain forms of pollution by cap-
ping the extraction of the very resources that, when used, become the wastes that
must be regulated. Indeed, because many resource-extraction activities are more
spatially concentrated than pollution activities, it is often more effective to regu-
late pollution levels by capping resource-extraction rates than regulating pollution
activities directly. This is particularly so when end-of-line polluters are numerous
and widely dispersed (e.g., car-owners), but the number of resource-extractors is
small (e.g., oil companies). In these circumstances, capping resource extraction
can simplify the monitoring of pollution levels as well as streamline the permit-
auctioning process by eliminating the need for end-of-line polluters to engage in
the permit market. Capping resource extraction also has the advantage of inducing
greater efficiency at each upstream stage of the economic process.

Having said this, any advantage gained from capping resource use to limit
pollution levels depends largely on the type of waste under consideration. In the
case of greenhouse gas emissions, the sheer variety of gases and their sources
(e.g., carbon-based fuels, agriculture, and deforestation) suggests that achieving
a safe greenhouse gas target will require a cap-auction-trade system aimed pre-
dominantly at regulating emissions levels rather than the resource-use activities
generating the emissions. The complexities associated with carbon offsets and
sequestration possibilities also make the targeting of greenhouse gas emissions
more appealing.

Before I move on, it is worth highlighting two additional benefits of cap-auc-
tion-trade systems. It is often claimed that cap-auction-trade systems are more
complicated than depletion/pollution taxes. In a logistical sense, this is probably
true since, with taxes, there is no need to establish a government authority to con-
duct permit auctions.!? From a practical sense, I believe cap-auction-trade systems
are simpler insofar as bureaucrats only need to estimate the sustainable rate of
renewable resource use and waste generation. They do not need to calculate permit
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prices—the equivalent of absolute scarcity taxes—since these are determined by
demand and supply forces in the various permit markets.

If taxes are imposed, it is necessary for bureaucrats to estimate sustainabil-
ity targets and then calculate the tax rates deemed necessary to achieve them.
Assuming that the former can be correctly estimated, why would anyone believe
that bureaucrats can determine extraction/pollution charges more accurately than
permit markets?'# Trying to control the entropic rate of throughput with the use
of extraction/pollution taxes virtually guarantees bureaucratic error, especially
given that fluctuating demand-side forces will require tax rates to be constantly
adjusted to achieve throughput targets. Permit prices, on the other hand, would
adjust automatically. And while permit prices can also be incorrect, the margin of
error is likely to be considerably smaller given that markets are much better at col-
lecting and interpreting masses of piecemeal information than bureaucrats. More
importantly, with cap-auction-trade systems in place, adherence to sustainability
precepts # 1 and 3 is guaranteed. In sum, incorrect permit prices mean that sus-
tainability is achieved but maximum allocative efficiency is not; incorrect tax rates
mean that neither sustainability nor maximum efficiency is achieved.

Secondly, as I will explain in later chapters, dealing successfully with the cli-
mate change crisis will require the introduction of a global cap-auction-trade
system for greenhouse gas emissions. For the system to succeed, much of the
institutional framework required to support it will need to exist at the interna-
tional level. Nevertheless, to be truly effective, international institutions will need
to work closely with nation-level authorities. Should cap-auction-trade systems
be in place to deal with renewable resources and various forms of pollution, the
necessary government authorities and nation-level institutions would already exist
to successfully administer the likely regulations, procedures, and monitoring pro-
cesses embodied in a global emissions-trading system. This would enable a global
system to neatly dovetail with a nation’s sustainable development policies. The
same would not occur if a system of extraction/pollution taxes was in place.

3.3.2 Dealing with Non-renewable Resources

Although cap-auction-trade systems ensure adherence to sustainability precepts
# 1 and 3, they do not guarantee adherence to precepts # 2 and 4. Hence, they only
go part of the way towards achieving ecological sustainability. The reason why
cap-auction-trade systems fail with respect to precept # 2 is obvious—placing caps
on the extraction of non-renewable resources does not prevent their exhaustion.

To keep natural capital intact, some of the proceeds from depletion activities
must be reinvested to cultivate renewable resource replacements. A useful formula
exists to assist the reinvestment process (El Serafy 1989). The formula is predi-
cated on the Hicksian principle that sustainable income requires a non-renewable
resource earmarked for depletion to be converted into a perpetual income stream
(Hicks 1946). From a strong sustainability perspective, this requires some of the
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earnings from the sale of a finite series of non-renewable resource extractions
to be invested in such a way as to ensure the annual depletion rate of the non-
renewable resource is equal to the sustainable harvest rate of a substitute renew-
able resource. To achieve this, so-called ‘income’ and ‘capital’ components of
the finite series of non-renewable resource extractions must be calculated. Once
obtained, the capital component represents a ‘user cost’—in effect, the quantity of
low-entropy matter-energy that needs to be invested each year during the deple-
tion phase of the non-renewable resource to ensure renewable matter-energy of an
equivalent magnitude can be perpetually harvested. A variation of El Serafy’s user
cost formula is given below:

1

Ryr/Ryg = G

(3.1)

where:

e Ryr = the quantity of an extracted non-renewable resource available each year
for production purposes;

e Ryr = the total quantity extracted each year of the non-renewable resource;

e r = the natural regeneration rate of the cultivated renewable resource asset;

e n = the number of years to fully exhaust the non-renewable resource.

Provided Ryg, r and n are known, it is possible to calculate Ryg by rearranging
Eq. (3.1) as follows:

1

Once Rygr has been calculated, the quantity of the extracted non-renewable
resource that must be invested (R;yy) to establish a renewable resource asset (Ng)
becomes:

Rivv = Ryg — RnR (3.3)

To simplistically illustrate the transition process, consider a hypothetical situa-
tion where a non-renewable resource consists of 1,000 units of low-entropy mat-
ter-energy (i.e., Nyg = 1,000); the resource is scheduled to be fully exhausted over
nine years (i.e., n = 9); there are ten extractions in total, beginning with the first
extraction at time zero (i.e., Ryg = Nyg/10 = 100); and the regeneration rate of
the substitute renewable resource is 5 per cent (i.e., r = 0.05). Using Eqgs. (3.2)
and (3.3), one obtains the following values: Ryg = 38.61 and Rjyy = 61.39. The
depletion and reinvestment processes are presented in Table 3.1 (Note: R = the
total low-entropy matter-energy extracted in a particular year and Rg = the annual
quantity of low-entropy matter-energy that eventually flows from the cultivated
renewable resource asset).

Table 3.1 shows the non-renewable resource (Nyg) diminishing at the rate of
100 units of low-entropy matter-energy per year for nine years. The fourth column
(RnR) indicates that 38.61 units of low-entropy matter-energy are available each
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Table 3.1 Conversion of a non-renewable resource into a sustainable flow of renewable
resources

Time NNR RM RNR RINV NR r NR(] + r) — RR RR R = RNR + RR
0 1000 100 38.61 O 0 0.05 0 0 38.61
1 900 100 38.61 61.39 6139 0.05 6446 0 38.61
2 800 100 38.61 61.39 125.85 0.05 132.14 0 38.61
3 700 100 38.61 61.39 193.54 0.05 203.21 0 38.61
4 600 100 38.61 6139 264.60 0.05 277.83 0 38.61
5 500 100 38.61 61.39 339.23 0.05 356.19 0 38.61
6 400 100 38.61 61.39 417.58 0.05 438.46 0 38.61
7 300 100 38.61 61.39 499.85 0.05 524.84 0 38.61
8 200 100 38.61 61.39 586.23 0.05 615.54 0 38.61
9 100 100 38.61 6139 67694 0.05 710.78 0 38.61
10 0 0 0 61.39 77217 0.05 772.17 38.61 38.61
00 0 0 0 0 77217 0.05 772.17 38.61 38.61

year for production purposes. The remaining 61.39 units (Rzyy) must be annually
invested to build up the renewable resource (Ng) which grows over the nine-year
period at the rate of 5 per cent per year. By the end of the ninth year (beginning
of the tenth year), 772.17 units of renewable matter-energy have been cultivated.
It is now possible, on a permanent basis, to provide an annual flow of 38.61 units
of low-entropy matter-energy for production purposes—an amount exactly equal
to the annual quantity that was made available for production purposes during the
depletion phase of the non-renewable resource (Note: 38.61 = 772.17 x 0.05). In
effect, the stock of resource-providing natural capital has been kept intact.!

There are, however, two things worth bearing in mind. Firstly, there are lim-
its to how much renewable natural capital can be cultivated at any point in time
and over time. Although this limitation does not restrict how much non-renewable
natural capital can be exploited over time, if we wish to adhere to sustainability
precept # 2, it will undoubtedly constrain the rate at which non-renewable natu-
ral capital can be exploited at a single point in time. Hence, the discretion over
the scheduled rate of exhaustion of a non-renewable resource will be restricted by
the maximum amount of renewable natural capital that can be cultivated in each
investment period. If, in the hypothetical scenario depicted in Table 3.1, it is not
possible to cultivate 61.39 units of additional renewable matter-energy per year, it
will be necessary to lengthen the exhaustion schedule beyond nine years. This will
subsequently reduce the amount of non-renewable resources available for produc-
tion purposes in each year during the depletion phase.'®

Secondly, renewable resource substitutes do not exist for some non-renewable
resources. We cannot, therefore, apply the El Serafy formula in such instances.
Since many non-substitutable resources have very useful properties, a sensible
course of action would involve the maximum extension of their availability and
efforts to overcome any long-run reliance upon them well before their even-
tual depletion. To accomplish this, cap-auction-trade systems should again be
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employed. In these circumstances, the number of permits auctioned each year
would be determined on the basis of estimated stock levels, projected future dis-
coveries, and the period over which the continued availability of the resource is
deemed to be intergenerationally just. Given the restrictions that cap-auction-trade
systems would place on the annual consumption of non-substitutable resources,
it is reasonable to believe that the prices of these resources would rise relative to
the prices of renewable and substitutable non-renewable resources. In doing so,
cap-auction-trade systems would encourage the wider use of the latter category of
resources and assist a nation to wean itself off non-substitutable resources. By also
promoting better resource management, a cap-auction-trade system would also
boost the productivity of renewable resources (i.e., facilitate increases in Ratio 3).

Returning to our attention to non-renewable resources with renewable resource
substitutes, how might a variation of the El Serafy formula be operationalised to
ensure adherence to sustainability precept # 2? One possible solution is to com-
pel resource liquidators to establish ‘capital replacement’ accounts in the same
way business-managers in many countries are required to establish a superannua-
tion fund for employees. This could be accomplished through changes in taxation
and accounting legislation. Ideally, the legislative changes would include a strict
schedule of discount rates and average mine lives that would be applied when
calculating the set-aside component for each non-renewable resource type. The
capital replacement accounts would be held by government-approved resource
management companies whose task it would be to establish renewable replace-
ment assets on behalf of the non-renewable resource liquidators.

3.3.3 The Sustainable Use of Agricultural Land

Agricultural land is not directly harvested but exploited for its propagating proper-
ties. Thus, unlike a flow of timber that is sustained by ensuring the harvest rate
from a forest/plantation does not exceed its capacity to regenerate, the sustain-
able use of agricultural land cannot be achieved via controls on resource flows
into the economy. Short of having to directly regulate all agricultural activities,
which would clearly be untenable, the sustainable use of agricultural land is best
be achieved by encouraging farmers to adopt sustainable land use practices. This
is best facilitated by a policy mix that places the practical or stewardship respon-
sibility of land management on farmers and most of the onus for funding sustain-
able land-use practices on the government. Having the financial responsibility rest
predominantly with the government is entirely legitimate given that the condition
of ‘sustainability’ is essentially a public good and therefore requires government
intervention to be achieved.!”

The first major component of a sustainable land use policy would be the use of
subsidies and substantial tax rebates to assist farmers to adopt sustainable land use
practices. The second policy component would be the levying of financial penal-
ties on farmers who fail to fulfill their stewardship responsibility. The extent of
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the penalty would depend on the degree of land degradation and would be paid by
farmers through the tax system.

How would the penalty be determined and meted out? Allowing for environ-
mental factors that can detrimentally affect the condition of agricultural land (e.g.,
drought), representatives of a government authority (e.g., Department of Primary
Industries) would conduct random inspections of farms to assess their overall con-
dition. Should it be clear that the productive capacity of a farmer’s land has been
maintained, the farmer in question would not incur a penalty. However, worst-case
offenders would incur both the highest penalty and something akin to a ‘yellow
card’. Three yellow cards would equate to a ‘red card’ and compulsory acquisition
of the farm. The farmer would receive the market value of the property less any
outstanding penalties and would be barred from engaging in agricultural activities
for a specified period, not unlike the manner in which professionals and tradespeo-
ple are barred for engaging in negligent or sub-standard practices.

For obvious reasons, the government acquisition of properties would not be a
trivially inexpensive exercise, although much of the cost would be recouped upon
the eventual resale of the land. To finance the net cost of such a proposal, a gov-
ernment should establish an Environmental Trust Fund. The Fund would be chiefly
financed by way of revenue raised by cap-auction-trade systems and other envi-
ronmental taxes, including the penalties imposed on farmers for poorly manag-
ing agricultural land. Although the Environmental Trust Fund would be used to
achieve a range of environmental objectives, some of the funds contained within it
would be allocated to acquire the properties of negligent farmers.

It is often shown that the dire financial situation of a farmer is the main factor
contributing to unsustainable land practices—i.e., where farmers, in their efforts
to remain financially viable, over-extend the productive capacity of their land. I
do not believe that the penalty system advocated above would compound such a
problem. Nonetheless, to further assist farmers in this matter, Environmental Trust
Funds should be used to enable struggling farmers to exit the agricultural indus-
try and resettle and gain employment elsewhere or obtain qualifications in a new
field of endeavor where employment can be found locally. Where a marginal farm-
ing region is particularly at risk, the Environmental Trust Fund would be used to
invest in a community-level project to establish a replacement industry. A similar
approach could also be applied in the case of the forestry, mining, and irrigation
industries. Whilst many would question the possible high cost of this restructuring
process, it is my belief that the cost would be much less than the cost of failing to
adopt a proactive adjustment policy.

3.3.4 Native Vegetation Clearance Controls

It was explained above how regional-based cap-auction-trade systems can assist in
limiting resource exploitation in areas yet to be significantly modified by human
activities. Unfortunately, cap-auction-trade systems cannot ensure the preservation
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of native vegetation and critical ecosystems, particularly on privately-owned land,
which is necessary to satisfy the first part of sustainability precept # 4. It has been
conservatively estimated that around twenty per cent of a nation’s land area should
be preserved as habitat for wildlife conservation (Wilson 2002).!8 To maximise the
ecological values of protected areas, it has also been suggested that additional land
needs to be set aside to serve as native vegetation refuges and vegetation corridors
to connect critical ecosystems.

In order to satisfy the first part of sustainability precept # 4, future land clear-
ance needs to be kept to a minimum or be entirely prohibited. To achieve this end,
explicit and strict controls over native vegetation clearance must be imposed. A
policy of this nature has already been introduced in the Australian state of South
Australia in the form of the Native Vegetation Clearance Act (1990). Since its
enactment, wholesale land clearance within the state has ceased. There are two
major features of the Act. Firstly, land-owners require permission to clear native
vegetation, which is often denied. Secondly, unsuccessful applicants are provided
with funds to fence off native vegetation and manage it sustainably. As for pub-
lic land, valuable parcels of remnant vegetation and critical ecosystems should be
encompassed within newly established National Parks to meet the twenty per cent
‘bottom line’ recommended by ecologists.

One of the weaknesses of the Native Vegetation Clearance Act is its failure to
compensate land-owners for the potential loss of agricultural production or any
other forgone mode of production. On pure equity grounds, compensation pay-
ments should be distributed by governments to farmers. These payments could
be drawn from the previously mentioned Environmental Trust Fund. Moreover,
because native vegetation can sequester carbon, it should be possible for farmers
to receive and sell carbon credits for revegetating sections of their land.

An Environmental Trust Fund could be used to assist unviable farmers, follow-
ing lack of government approval to clear land, to exit the agricultural industry at
minimal personal cost. Compensation could also be extended to other industries
often affected by land-clearance controls (e.g., forestry and mining).

As is widely understood, the benefits of preserving native vegetation extend well
beyond national boundaries. Of particular concern is that many of the world’s criti-
cal ecosystems (e.g., rainforests and wetlands) are located in impoverished nations
where further GDP growth is required. These ecosystems generate considerable
non-direct use benefits for all nations, yet are likely to come under intense pressure
in coming decades. Despite the global benefits generated by ecosystems, preserva-
tion denies the host country many direct use benefits. In addition, poor nations lack
the revenue sources to establish Environmental Trust Funds. To promote ecosys-
tem preservation in poor nations, some of the revenue raised from a global emis-
sions-trading system should be siphoned off to set up Environmental Trust Funds
on their behalf (more on this in Chap. 9). Aid money from rich nations should also
be directed in this manner. Trust funds could then be used to compensate low-GDP
countries for the direct use benefits foregone as a consequence of ecosystem preser-
vation—sometimes referred to as ‘payments for ecosystem services’ (Pagiola et al.
2002; Daly and Farley 2004; Engel et al. 2008; Corbera et al. 2009). The funds
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could then be redistributed by the recipient country to the citizens most affected by
the lack of direct ecosystem access and assist them in their management or guardi-
anship role. The former could take the form of direct compensation or the estab-
lishment of a substitute industry (e.g., tourism to replace logging).

In terms of climate change policy, one of the important services provided by
native vegetation is its capacity to sequester large quantities of carbon. Indeed,
greenhouse gas emissions from deforestation/land clearance accounts for close to
20 per cent of annual global emissions (Garnaut 2008; Stern 2009; Gillenwater and
Seres 2011). To reverse this trend, reforestation and the regrowth of native vege-
tation can be encouraged by allowing land-owners to earn carbon credits or off-
sets that could be subsequently sold in emissions-trading markets. Should this be
widely implemented, land-owners would become holistic land managers and would
rightly receive income for adequately providing a range of land-use services, not
simply income from the generation of agricultural products—an imbalance that
has long induced land-owners to sacrifice many critical ecosystems services with
public goods features to maximise, albeit in the short-term in many instances,
agricultural outputs. Altogether, the establishment of Environmental Trust Funds
and saleable carbon credits would provide two important nation-level institutions
through which a global emissions-trading system could be effectively integrated.

3.3.5 Population Stabilisation

We have seen that the rate of resource throughput must remain within the eco-
sphere’s regenerative and waste assimilative capacities to achieve ecological sus-
tainability. Irrespective of what underlying forces determine a nation’s rate of
resource use, the aggregate rate of resource throughput depends ultimately on the
per capita rate of throughput and a nation’s population. That is:

Rate of resource throughput = per capita throughput x population  (3.4)

As important as it is to focus on the per capita rate of resource throughput, it is
equally important to focus on a nation’s population (O’Connor and Lines 2008).
Given that a minimum per capita level of resource consumption is required to pro-
vide the basic necessities of life, let alone a decent existence, quelling population
growth may well be the most significant factor. Putting debates aside, human pop-
ulation numbers must eventually be stabilised to achieve ecological sustainability.

In view of the demographic momentum associated with a rising population, it
makes obvious sense to move as rapidly as possible towards a stable human pop-
ulation. Even in the case of poor nations, which require a further phase of real
GDP growth, population stabilisation is best addressed immediately, particularly
when so many possess the world’s highest population growth rates. Reliance upon
the demographic transition alone—that is, on increases in per capita GDP to help
lower fertility rates—will be insufficient to stabilise human population numbers at
the speed required.
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Exactly what policies should be introduced to stabilise a nation’s population
numbers will depend chiefly on whether the source of the population increase is a
high domestic fertility rate or large-scale net immigration. In the case of low-GDP
nations with high fertility rates, failure in the past to deal effectively with popu-
lation growth can be principally attributed to the inadequate delivery of contra-
ception and family planning programmes. Also at fault are gross inadequacies in
health-related systems and a chronic shortage of equipment and qualified person-
nel (National Commission on Population 2000).

There are many reasons why the delivery of contraception and family plan-
ning programmes has not reached desired levels. One of the more critical factors
is funding. In India, for example, only 50 per cent of budgetary outlays desig-
nated for population stabilisation are directly allocated to stabilisation activities,
including the procurement of equipment and supplies (National Commission on
Population 2000). However, in most instances, the problem is the insufficient
fiscal capacity to finance the full range of programmes desperately needed. It is
therefore incumbent upon the international community—especially wealthy
nations—to assist in the financing of these measures. As it is, funding of these
measures is in the best interests of high-GDP countries given that an excessive
population in an increasingly affluent Asia and Africa would have significant
global consequences, not the least being the increased difficulty of achieving a
safe atmospheric concentration of greenhouse gases.

Another important factor behind the unsuccessful impact of contraception and
family planning programmes in many low-GDP countries is the lack of women’s
rights. Women must be suitably empowered and legally protected to feel suf-
ficiently secure to use the available contraception. They must also be afforded
greater economic independence given that a lack of it reduces choice and increases
the power of economic providers (men). Unquestionably, more must be done in
many countries to increase the rights and independence of women and by the
international community at large to pressure lagging nations in this regard.

Along with augmenting the welfare contribution of consumption, a more equi-
table distribution of income would also help reduce population growth. Evidence
indicates that providing adequate incomes to the poor can go a long way towards
lowering a nation’s fertility rate (Kuznets 1974; Peterson 1975; Pakrasi and Halder
1981; Todaro 1994; Daly 1996). For example, whilst increases in per capita GDP
have reduced fertility rates in many low-GDP countries, fertility rates continue to
remain high amongst the very poor—in some cases enough to prevent overall fer-
tility rates from rapidly falling (Daly 1996).!” This suggests that a more equitable
distribution of income would greatly assist in reducing the total fertility rate to at
least something that would suppress the high rates of population growth found in
many countries.

As for the rich nations with high net immigration at the root of their population
growth (e.g., USA, Canada, and Australia), achieving a stable population is not
possible without addressing the contentious issue of immigration. To what extent
immigration must be restricted depends upon the desired population target, the
natural rate of population increase (births minus deaths), and emigration numbers.
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Demography is a more complex science than many people realise (Ehrlich and
Ehrlich 1990; Yaukey et al. 2007; O’Connor and Lines 2008). Few are aware that,
even with zero net immigration, a fertility rate below one per person (i.e., below
the replacement rate) does not imply an immediate decline in a nation’s popula-
tion numbers. Assuming that a nation’s fertility rate has fallen from having once
been above the replacement rate, its population will not begin to shrink until the
first generation with a below-replacement fertility rate passes on, since only then is
there fewer people in each lower-age cohort than the previous generation.

If we therefore assume that a nation wishes to stabilise its population numbers
and the fertility rate of its reproductive adults is below the replacement level, the
permissible level of net immigration would be determined by the excess of deaths
over births. Because this disparity is likely to be relatively insignificant, then,
unless a nation’s emigration rate is very high, the annual immigration intake would
have to be kept very low to maintain a steady population. For high-GDP nations
wishing to meet humanitarian goals, this would leave little room for immigration
beyond the admission of political and economic refugees, and what is likely to
become an increasing number of ecological and climate change refugees.

A lower immigration intake of predominantly needy people ought not to be
considered undesirable. As things stand, the immigration policy of many wealthy
nations includes a significant intake of highly-skilled migrants from low-GDP
nations that, whilst beneficial to the host country, is often detrimental to source
countries. It is also unjust to give immigration preference to wealthy people who
desire a more amenable climate or lifestyle change over people in genuine need.

I would like to finish off by putting forward a population stabilisation policy
that, although controversial, may be of great value in reducing the very high popu-
lation growth rates present in some countries. The policy involves the introduction
of transferable birth licences—a scheme first proposed by Boulding (1964) and
revisited by Heer (1975) and Daly (1991). The first aspect of the scheme involves
granting each person the right of reproductive replacement. This right would exist
in the form of a freely allotted birth licence. Limiting each person to one licence
would immediately reduce a nation’s fertility rate to the replacement rate. Because
the licences are freely issued, each couple would be able to produce and raise two
children at normal cost. The licences would be transferable by sale or gift so that,
donation aside, couples wanting more than two children could only do so by pur-
chasing a licence in a market best administered by a government authority.?’ The
buying and selling of licences would be restricted to the adult population (e.g.,
people aged eighteen years and above), although there would be no age-based rule
governing the forfeiting of one’s freely allotted licence.?!

For countries with an excessive population, the scheme could be amended
to reduce the fertility rate below the replacement rate. For instance, each per-
son could be granted half a licence. This would mean that two licences would
be required to produce one child, which would effectively translate to one freely
allotted licence per couple. A scheme with this degree of austerity would be
similar to the population policy that exists in China, except for one critical dif-
ference—the scheme would invoke the use of the market to enable willing and



102 3 Policies to Achieve Sustainable Development

financially-able couples to have two or more children, thus combining macro-
control with micro-variability (Daly 1991).2>

Herein lies the beauty of the scheme. By limiting the number of birth licences,
the fertility rate can be adjusted to achieve a population target consistent with the
ecosphere’s carrying capacity. By distributing reproductive rights on the basis of
equality, the scheme is fair and just. Finally, by permitting the buying and sell-
ing of licences, the scheme facilitates a reallocation of reproductive rights in con-
formity with the child-rearing preferences of the population and their ability to
pay. Overall, sustainability is promoted by the number of allotted licences; dis-
tributional equity is promoted by the means of initial distribution; and allocative
efficiency is achieved by installing a market for birth licences. Hence, like cap-
auction-trade systems, the scheme incorporates the separate policy instruments
required to resolve the three sustainable development goals and institutes them in
the necessary order.

Most people regard the transferability of reproductive rights—which assigns
a monetary value to procreation—as morally repugnant. Moreover, they argue
that the scheme is advantageous to the rich and, despite claims to the contrary, is
unjust. Such opposition overlooks four facts. Firstly, although the scheme permits
the transferability of birth licences, the right to procreate up to the imposed limit is
free and equally provided to both rich and poor. Secondly, no-one is compelled to
donate or sell his or her licence. Thirdly, although the scheme advantages the rich
in that they are more able to afford an additional licence, the rich always have a
purchasing-power advantage, the extent of which depends on the income disparity
between rich and poor, not on the scheme itself (Daly 1991). Finally, should the
rich have more children than the poor, the exchange of money for birth licences
would contribute to bridging the income gap between rich and poor.

A more creditable objection to the scheme relates to the issue of enforcement.
How should violators be penalised? For obvious reasons, the penalty for viola-
tion must be sufficiently severe to minimise the number of violators. On the other
hand, if the penalty is excessive, it is possible that the scheme would fail to gain
the support required to be instituted in the first instance. A penalty that is likely
to be least resisted is a procreation levy. The levy would be set at a given amount
above the going market price for a birth licence. Setting a procreation levy in this
manner would limit the number of violations by ensuring that the cost of a licence
is always less than the cost of violating the scheme. Why produce a child when
not in possession of a birth licence if the penalty exceeds the cost of purchasing a
licence in order to have a child legally?

Because some offenders would be unable to pay the procreation levy in full,
they would be required to pay the levy over time through the tax system (e.g., by
increasing the marginal tax rate on an offender’s income). Of course, in very poor
nations, some violators may never be in a position to pay off the procreation levy,
irrespective of the payment mechanism. Indeed, making them pay a penalty could
further plunge them into destitution. Again, this reinforces the importance of an
equitable distribution of income and, furthermore, the need to ensure a decent
minimum income for those at the bottom of the income spectrum.
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Ultimately, the success of a transferable birth licencing scheme presupposes a
number of things: (i) its broad community acceptance; (ii) an equitable distribu-
tion of income and wealth; and (iii) accessibility to contraception and family plan-
ning programmes. There are many other aspects of the scheme that would need
to be ironed out prior to its inception. However, given the demographic success
of China’s population policy, the scheme offers the potential to achieve the same
level of success but with greater flexibility and minimal loss of individual free-
dom.?3 For these reasons, the scheme should be given serious consideration in
countries with high fertility rates.

3.4 Achieving Distributional Equity

3.4.1 Minimum Income

Because distributional equity requires, at the very least, no person receiving less
income than what is deemed necessary to live a decent life, a minimum income of
sorts must be provided to all citizens. There are some who believe that a minimum
income should be supplied in the form of a basic income guarantee or negative
income tax?*—in effect, an unconditional transfer payment to each and every citi-
zen from the central government (Baetz 1972; Van Parijs 1991, 2000, 2004; Gintis
1997; A. Atkinson 1995; Clark and Kavanagh 1996; Lord 2003; Widerquist and
Lewis 2009). There are others who, because of the potential inflationary and disin-
centive effects of a basic income and the important contribution that work makes
towards satisfying the full spectrum of human needs, believe that a minimum
income should be provided via a system of guaranteed employment (Mitchell
1998; Wray 1998; Watts and Mitchell 2000; Mitchell and Mosler 2002; Mitchell
and Wray 2005; Mitchell and Muysken 2008).

Commonly referred to as a Job Guarantee (Mitchell and Muysken 2008), a sys-
tem of guaranteed employment would involve the central government acting as an
employer-of-last-resort to provide work for anyone unable to secure paid employ-
ment in the private sector or conventional public sector. Although there would be
no limit on how long a person could remain employed within the scheme, Job
Guarantee jobs would be designed to provide temporary employment to avoid
having people unemployed and consequently reliant upon on an inadequate
dole payment (or, in many poor countries, devoid of an income altogether). Job
Guarantee workers would: (i) engage in a form of work similar to their usual or
qualified form of employment, thereby minimising the depreciation of their human
capital; (ii) if required, undertake training and/or further education; and (iii)
produce goods and services predominantly of the public goods variety. In keep-
ing with business-cycle fluctuations, spending by the central government on the
Job Guarantee would increase as the number of private-sector jobs declined, but
decrease in line with a private-sector recovery (Mitchell and Mosler 2002).
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An important feature of the scheme would be the payment of a minimum
hourly wage to all Job Guarantee employees. This would guarantee the receipt of
the minimum income required to meet the basic needs of full-time Job Guarantee
employees and their dependents. As an added bonus, the minimum hourly wage
would establish a wage floor for the entire economy insofar as private-sector
employers would be deterred from paying workers a lower wage rate than that pro-
vided by the Job Guarantee (Mitchell and Muysken 2008; Tcherneva 2009).%

Although a Job Guarantee would, by its very nature, ensure full employ-
ment, two major concerns are usually expressed about the scheme. They are: (i)
would the Job Guarantee ensure price stability?; and (ii) is it possible that the
Job Guarantee would harm the private sector so much that it would result in an
absurdly large number of people employed in the Job Guarantee scheme?

As to price stability, there are three ways that the Job Guarantee scheme can
stifle excessive inflation. Firstly, because Job Guarantee workers are hired from
the ‘bottom’ of the labour pool—i.e., are paid a minimum living wage—the
government would avoid all wage-increasing competition with the private sec-
tor. Secondly, by ensuring the monetary value of the goods and services gener-
ated by the scheme approximates the Job Guarantee wage bill (i.e., by ensuring
the goods and services produced are useful), the extra claims on real wealth
would be matched by the increase in real wealth, thereby avoiding any domes-
tic devaluation of the currency. Thirdly, because the Job Guarantee involves just
enough additional government spending to attain full employment—no more, no
less—it would avoid the inflationary problems associated with the indiscriminate
Keynesian pump-priming of the 1960s and 1970s.

The second and third factors are crucial given that much of the criticism
directed at the Job Guarantee centres on the belief that it would lead to a desta-
bilising rate of price inflation. Mainstream positions on inflation are grounded on
the concept of a non-accelerating inflation rate of unemployment (NAIRU). The
NAIRU is a specific unemployment rate accompanied by a constant inflation
rate.”® Mainstream economists argue that an increase in real GDP that reduces the
unemployment rate below the NAIRU leads to non-productivity-related wage rises
and an accelerated rate of price inflation (Dornbusch and Fischer 1990).

Whilst evidence supports the inflation-quelling impact of a NAIRU policy
approach, Job Guarantee advocates have shown that the Job Guarantee scheme
incorporates an inflation-control mechanism similar to the NAIRU. Mitchell and
Muysken (2008) refer to this mechanism as the NAIBER—a ‘non-accelerating
inflation buffer employment ratio’. It works in the following manner. Assume
that a NAIRU policy is being employed and exists at a 6 per cent unemployment
rate.”’ The Job Guarantee is then introduced to eliminate all but frictional unem-
ployment. Because the scheme necessitates an increase in government spending, it
boosts aggregate demand and real GDP. This, in turn, leads to demand-pull infla-
tion, which reduces real incomes and dampens private-sector activity. As people
spill out of private-sector employment and into the Job Guarantee, the percentage
of the labour force employed in the private sector declines whilst the percentage
employed at the minimum wage under the Job Guarantee increases. The ratio of
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Job Guarantee workers to private-sector employees rises until the inflation rate
stabilises (i.e., until the NAIBER is attained). Thus, through the use of its unique
spending powers, a central government is able to achieve full employment in a
non-inflationary manner (Wray 1998; Mitchell and Muysken 2008).

There are a number of other positive aspects associated with the Job Guarantee
worth considering. Firstly, unlike unemployed labour, Job Guarantee work-
ers are able to retain and acquire new and existing skills. This can increase the
combined productivity of the entire labour force and boost the minimum (floor)
wage. Secondly, since Job Guarantee workers maintain their employability, they
represent a more credible threat to disaffected private-sector employees than the
unemployed. Presumably the NAIBER would serve as a more effective inflation-
control mechanism than the NAIRU (Mitchell 2000). Thirdly, because the com-
bined labour force would be more productive under a Job Guarantee scheme, the
NAIBER would decline over time and fall below the NAIRU in the long-run.
Hence, apart from achieving full employment, the Job Guarantee would eventually
increase the percentage of the labour force receiving a wage above the minimum
level. Consequently, any increase in the number of people living on the floor wage
would be short-lived and constitute a small price to pay to ensure the availability
of paid employment for anyone who desires it.

The NAIBER mechanism aside, I believe an alternative source of inflationary
pressure would arise if a Job Guarantee scheme was introduced in tandem with
the cap-auction-trade systems outlined earlier in the chapter. Inflationary pressure
would emerge within the economy because the associated increase in aggregate
demand would force resource buyers to pay a high price for the restricted number
of resource permits. Because this would raise resource prices, it would increase
production costs and inflate the prices of final goods and services. In turn, this
would reduce real incomes and lower the equilibrium output level. Thus, in the
short-run, one might expect the number of Job Guarantee employees to initially
be greater than it would under a typical NAIBER scenario (i.e., where just a Job
Guarantee scheme was in place). Consequently, what I would call an ‘ecologically
sustainable’ NAIBER, or ESNAIBER, would be higher than the NAIBER.

What about the long-run? The much higher price paid for resources would
almost certainly induce a much greater rate of resource-saving technologi-
cal progress. By increasing Ratio 2 (the maintenance efficiency of human-made
capital), this would allow higher levels of real GDP to be obtained from a sus-
tainable rate of resource throughput. In doing so, it would dramatically reduce
the inflationary pressure generated by the introduction of a Job Guarantee. The
lower inflationary pressure would keep interest rates low and encourage produc-
ers to adopt the best available ‘green’ technologies.?® It is therefore highly prob-
able that the ESNAIBER would be lower than the NAIBER in the long-run that, as
just explained, would be lower than the NAIRU. As a result, there are likely to be
fewer people employed by the Job Guarantee scheme under an ESNAIBER policy
than would be unemployed people under a NAIRU policy approach. Above all,
concerns regarding the possibility of a large number of people ending up as Job
Guarantee employees are unfounded.
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I mentioned earlier that there is a strong institutional link between real GDP
and employment levels that must be severed to prevent the full employment objec-
tive conflicting with the goal of ecological sustainability. One of the great benefits
of introducing a Job Guarantee scheme together with cap-auction-trade systems
is that they would both assist in severing the GDP-employment nexus. In doing
so, they would enable full employment and ecological sustainability to be simul-
taneously achieved. Importantly, should a nation’s economy be larger than its
maximum sustainable scale, full employment would not result from an increase
in real GDP brought on by the rise in government expenditure.?® Full employment
would instead be achieved by having the Job Guarantee ration paid work to the
extent required to eliminate unemployment and by having cap-auction-trade sys-
tems perform their function of keeping the scale of the economy within the sus-
tainable carrying capacity of the ecosphere. This beneficial ‘rationing’ role of the
Job Guarantee is not what its advocates envisaged when they first conceived of the
scheme. Their aim was to boost aggregate demand sufficiently to close the unem-
ployment gap. But in an ecologically ‘full” world where the economies of most
countries already appear to have exceeded their maximum sustainable scale, and
where numerous more are about to do likewise, the employment-rationing role of
the Job Guarantee might prove to be its most important practical function.

Advocates of a basic income guarantee—many of which do not support
the Job Guarantee—claim that an unconditional transfer payment to each citi-
zen would also weaken the GDP-employment nexus. Thus, they also claim that
a basic income guarantee would reduce the environmental impact of providing a
universal minimum income. More than this, they argue that, by severing the link
between income and work, a basic income guarantee would go further than the Job
Guarantee and afford individuals the freedom from work exigency (Gintis 1997).

There is no doubt that the introduction of a Job Guarantee scheme would make
it difficult for many people to avoid paid work. Nonetheless, it also true that if
a basic income guarantee triggered a massive withdrawal of labour from formal
labour markets, the people continuing to engage in paid work would effectively
end up ‘paying’ for the non-work of the people exiting the labour market. Hence,
the freedom enjoyed by one person from not having to engage in paid work would
become the source of another person’s alienation (Cowling et al. 2006).

The other major concern regarding a large-scale withdrawal of labour is the
possibility that it could precipitate a hyper-inflationary episode.’* Whether this
occurs depends largely on whether the withdrawal of labour from formal labour
markets is ‘real’ or ‘artificial’. One can identify three main sources of a genuine
withdrawal of labour. They are:

1. Increased labour productivity. Improvements in labour productivity lead to
higher real wages that allow people to reduce the number of hours they work.

2. Increased labour market flexibility. Flexible labour markets enable people who
would like to reduce their work hours, but presently cannot, to do so.

3. Government cash payments that reflect the contribution that non-paid work
makes to the social product (e.g., non-paid household work, child rearing, and
volunteer work).
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Why would the latter be an example of a real labour supply withdrawal?
Because the government cash payment would not only reflect the contribution that
one makes towards the nation’s real income,?! thereby ensuring that the value of
any withdrawn labour is matched by a real demand-side outcome, it would ensure
that those who continued to work would not be subsidising the non-work of those
who have exited the labour market.

Of these three sources of genuine labour supply withdrawal, it is the latter
which is most relevant to the basic income guarantee. To what extent the basic
income guarantee would induce a real or artificial labour supply withdrawal
depends on how much the government transfer payment exceeds a level of remu-
neration approximating the non-paid work contribution made by the average
citizen towards the social product. It is important to focus on the average citizen
because it would be too complex to determine the non-paid work contribution of
each person and remunerate them accordingly. It would also be administratively
simpler to provide a basic income guarantee on a universal basis.

Clearly, if a basic income guarantee was introduced and set at the basic living
wage—as its proponents advocate—it would far exceed the average person’s non-
paid work contribution to the social product and precipitate a large ‘artificial’ with-
drawal of labour. However, a government cash payment set at a value equivalent to
the unemployment benefit paid in most wealthy countries (approximately 40 per
cent of the minimum income) would be very close to the mark.32 If so, the lesser
cash payment would induce little in the way of an artificial withdrawal of labour
and suppress any inflationary pressure that a fully-fledged basic income guaran-
tee would otherwise generate. Should the potential for an artificial labour supply
withdrawal still exist, it could be minimised by increasing the range of fractional
employment options, thereby allowing people to supply the portion of their labour
not covered by the smaller cash payment.

Making available a universal cash payment equal to around 40 per cent of a
minimum income would deliver one further benefit. It would address the distortive
impact on worker incentives that has emerged because of the failure of most gov-
ernments to remunerate non-paid work. In much the same way that many observ-
ers fear that government cash payments would induce an artificial withdrawal
of labour, the non-payment of household and volunteer work has long induced
an artificial influx of reluctant workers (e.g., stay-at-home parents) into formal
labour markets. Not only has this placed enormous pressure on families and other
social institutions, it has increased the full employment level of real GDP (i.e., it
has increased the real GDP required to achieve full employment). In doing so, it
has boosted the rate of resource throughput required to fully engage all people in
meaningful activities. The ‘40 per cent’ cash payment proposed here would correct
this socially destructive labour market distortion.*?

In the end, I believe that a combination of a Job Guarantee scheme and univer-
sal cash payments approximating the average person’s non-paid work contribution
to the social product is the best way to provide a minimum income. Whether the
combination of the two should be instituted in the form recommended here is a
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matter for further investigation, although it certainly should not constitute a reason
to delay the introduction of a minimum income.

At this point in time, it would be unrealistic to expect poor nations to deliver a
minimum income as generous as that advocated above. But it would not be unrea-
sonable to expect the welfare system of a low-GDP country to guarantee its citi-
zens access to essential goods and services. This could be achieved by providing
basic foodstuffs and public housing for all citizens in dire need. In many low-GDP
countries, foodstuffs for the very poor are supplied by public distribution systems
(e.g., India). Unfortunately, only a small fraction of all subsidised food usually
reaches the people being targeted (Shah 2004). Failed public distribution systems
should therefore be replaced by a system of food stamps. According to Panagariya
(2002) a well-designed system of food stamps would not only increase the quan-
tity of food reaching the very needy, it would minimise the cost of collection, stor-
age, and distribution of essential foodstuffs, as well as reduce the corruption that
often plagues public distribution systems.

Finally, as important as any welfare assistance is in alleviating poverty, it deals
largely with the symptoms and not the underlying causes of gross income dispar-
ities. Nothing does more to liberate the poor from debilitating levels of poverty
than the opportunity to participate in economic life. To achieve this, there must,
in all countries, be universal access to adequate education and health services. In
low-GDP nations, this is likely to come at a significant cost which, again, suggests
the need for financial assistance from the world’s richer nations. The great advan-
tage of ‘enabling’ education policies is that they lessen the future reliance of the
poor on government handouts. This can reduce the financial burden that a welfare
system imposes on the governments of low-GDP nations as well as quickly obvi-
ate their need for external financial assistance.

3.4.2 Maximum Income/Limiting the Range
of Income Inequality

Because sustainable development requires the eventual transition to a steady-state
economy, which means restricting the growth of a nation’s real GDP, a maximum
limit must be placed on the incomes of the rich. Of course, some would argue
that the limit on real GDP would place a natural limit on income levels. This is
true except that it would not prevent the emergence of an unjust gap between a
nation’s poorest and richest citizens. As such, it would not prevent the majority
of a nation’s citizens living on a minimum income and a small percentage of citi-
zens earning absurdly high incomes. As explained earlier, distributional equity is
as much about limiting the range of income inequality as it is about ensuring a
minimum income for the very poorest in society. In some countries (e.g., USA),
the order-of-magnitude difference in the incomes of the rich and poor is as high
as 500. This difference has steadily grown over the past fifty years and is not con-
fined to wealthy nations (Daly 2008).
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To institute a maximum income limit, it would be necessary to impose a 100
per cent marginal tax rate on incomes beyond a certain income threshold.3* It is
probably best to initially apply the 100 per cent tax rate to incomes well above the
desired maximum and gradually reduce the income threshold over time.

As difficult as it would be to determine an appropriate income threshold, it
would seem reasonable to use as a reference point the annual salary of a nation’s
President, Chancellor, or Prime Minister. After all, no occupation entails greater
responsibility or importance than that of an elected Head of State or leader of a
national government. From my Australian perspective, the order-of-magnitude dif-
ference between the Prime Minister’s salary and the annual income of an elderly
Australian reliant upon the old-age pension is a factor of around 20.33

There would, no doubt, be many who would suggest that a maximum income
limit of any kind is undesirable because it would stifle incentive. Furthermore,
given my earlier recommendation that income tax rates should be lowered to
reward value-adding, others might argue that the two policies are inconsistent. For
two reasons, I don’t believe this is the case. Firstly, marginal tax rates can still be
cut for incomes below the maximum threshold level. Secondly, I have identified
the salary of a nation’s leader as a possible threshold income because it is likely
to approximate the point where any additional income amounts to an economic
rent. An economic rent equals the difference between the amount paid to a factor
of production and the minimum payment required to have the factor supplied in a
factor market (Fischer et al. 1988). Because economic rents emerge largely as a
consequence of a rise in the scarcity of a particular production factor, not because
of any increase in the quantity and/or quality of the goods or services it yields,
economic rents constitute a form of ‘unearned’ income. On the basis of fairness
alone, all economic rents should be taxed at 100 per cent. Just as importantly,
however, taxing economic rents does not alter the supply of the relevant produc-
tion factor since the factor is still paid the minimum amount required for it to be
supplied (i.e., the tax is non-distorting). Therefore, a 100 per cent marginal tax rate
on incomes above the maximum level would not reduce individual incentive.

Another overlooked benefit of a 100 per cent tax on economic rents is that the
converse—i.e., the untaxed retention of economic rents—promotes unproductive
forms of investment and asset price bubbles. Unproductive investment is promoted
in the sense that the retention of economic rents increases the financial claims on
real wealth of those who earn the rents without having generated a commensurate
rise in real wealth (George 1879). Why go to the bother of investing in productive
capital when it is easier to purchase an asset and effortlessly gain by waiting for its
increasing scarcity to inflate its exchange value? Buy now, sell later, and increase
one’s financial claims on real wealth without ever contributing to the latter’s main-
tenance, let alone improvement or expansion. Provided there are more people
purchasing economic rent-earning assets than there are selling them, asset prices
boom. Eventually, as a disproportionate number of asset-owners attempt to convert
their assets to more desirable forms of real wealth, the number of sellers exceeds
the number of buyers, asset prices collapse, and macroeconomic instability ensues.
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Interestingly, it is because of the unearned income feature of economic rents
that they also constitute a means by which financial claims on real wealth are
redistributed, usually from the poor to the rich, since it is the rich who are best
positioned to purchase economic rent-earning assets. This serves to further justify
the confiscation of economic rents. In all, allowing the retention of economic rents
defeats the purpose of a wealth-creating market economy, undermines the sustain-
able development process, and runs counter to every economic argument support-
ing the superiority of a market economy over a command economy.

3.4.3 Foreign Aid

As indicated previously, distributional equity should apply across countries as well
as within countries. To accomplish equity internationally, it will be necessary for
all countries to gravitate towards a similar per capita GDP. Although domestic pol-
icies are likely to contribute towards this goal, especially if they are designed to
facilitate the transition to a steady-state economy (i.e., an optimal per capita GDP),
international institutions, protocols, and treaties also have a major role to play. For
example, a new greenhouse gas emissions protocol not only provides an opportu-
nity to achieve a safe atmospheric concentration of greenhouse gases, but a means
of attaining an equal per capita share of emissions across the globe, which would
go a long way towards promoting international equity.

There are many other equity determinants and impediments requiring atten-
tion, not the least being the enormous advantage that wealthy nations have over
their poorer cousins in terms of spending power, human capital, technology, and
general productive capacity. In addition, it has been shown that high-GDP coun-
tries have enjoyed the advantage of having initially grown their economies when
the marginal cost of growth was considerably lower than at present. In recognition
of this privileged position, high-GDP countries should increase the financial aid
they provide to the world’s poorest nations. At present, average spending on for-
eign aid per wealthy nation is 0.3 per cent of their real GDP (OECD Development
Statistics Online). This is woefully inadequate. A foreign aid rate of at least 0.7 per
cent of real GDP would be more appropriate and considerably more just.3

Apart from the areas of assistance already recommended, such as the estab-
lishment of Environmental Trust Funds; payments for ecosystem services; and
the financing of population stabilisation measures, there are three additional areas
where increased aid money should be directed. In the first instance, aid money
should be used to provide basic goods and services to people suffering from
extreme poverty, famine, war, and natural disasters. Although wealthy countries
already administer ongoing aid programmes to deal with these circumstances, an
increase in financial aid would vastly alleviate the suffering that occurs during and
following such events. Secondly, aid money should be distributed to low-GDP
nations to boost their investment in natural capital—in particular, reforestation
programmes; wetland restoration and rehabilitation projects; and sustainable land
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management schemes. Thirdly, even if the atmospheric concentration of green-
house gases is stabilised at a safe level, further increases in average global tem-
peratures will have a negative impact on the world’s ecosystems and economies.
Most wealthy countries have the capacity to adapt to these changes. Besides their
greater vulnerability, few low-GDP countries have the same adaptive capacity. Aid
money should therefore be provided to help disadvantaged nations adapt to the
inevitable changes in temperature and rainfall patterns.

Finally, on top of the aid money, rich countries should establish a transfer
mechanism to assist low-GDP countries in the take-up of resource-saving and
pollution-reducing technologies, including greenhouse gas-abating technologies.
Such a mechanism should include funds drawn from the sale of emissions per-
mits within a global emissions-trading system. It should also include a compulsory
funding commitment embodied in a future global protocol. I’ll have more to say
about such a commitment in Chap. 9.

3.5 Achieving Allocative Efficiency
3.5.1 Appropriately Defined Property Rights

Ecological sustainability and distributional equity are the bedrock goals for
achieving sustainable development. To take the next step and efficiently allocate
the incoming resource flow, a number of market-related conditions must be sat-
isfied. The first of these is the right of property ownership. Property rights are a
legal set of non-price rules which govern the way that property owners can uti-
lise, exploit, and sell the goods or assets in their possession. A clearly defined and
enforceable set of property rights is essential to the efficient and effective opera-
tion of markets.

In most wealthy nations, the legislative mechanisms required to define, insti-
tutionalise, and enforce property rights are well established. The same cannot
be said of many countries with command economies or economies in transition.
These countries would be well advised to install institutional mechanisms simi-
lar to those found in nations with well-established market economies. This aside,
problems universally exist in terms of the exclusivity of property ownership.’” It is
here where policy reform is required. I do not wish to examine all possible areas
of concern. However, there are three areas worth focusing on for the purposes of
this book: (i) knowledge and information; (ii) property rights and externalities; and
(iii) the impact of sunk costs on the contestability of markets. I will have some-
thing to say about knowledge and information now, and externalities and sunk
costs later.

Knowledge and information exhibit public goods characteristics. Their acces-
sibility increases the likely emergence of efficiency-increasing technological
progress (i.e., technology that can increase all four eco-efficiency ratios referred
to in Chap. 2). In most countries, certain forms of knowledge and information
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are subject to exclusive private ownership under patent and copyright laws.
Commonly referred to as ‘intellectual property rights’, the rationale for their exist-
ence is to grant short-term monopoly power to the generators of new knowledge to
reward them for their creative endeavours. It is argued that, without such a reward,
there would be insufficient incentive to encourage the private sector to generate
new knowledge. Whilst there is considerable truth in this argument, it overlooks
the fact that patents, by often depriving the rest of society of knowledge and other
useful information, can impede the next major technological advance—perhaps
more so than what the exclusivity of knowledge encourages.

The increase in efficiency-increasing knowledge is best facilitated, not by
intellectual property rights, but by ‘intellectual royalty rights’. If introduced,
intellectual royalty rights would—for a limited period—grant the generators
of new knowledge the right to a small royalty payment each time ‘their’ knowl-
edge is accessed by external parties.3® At all times, knowledge-generators would
be denied exclusive use of their newly-created knowledge. Whilst the receipt of
royalty payments would provide a financial incentive to generate new knowledge,
non-exclusivity would ensure that any new knowledge capable of furthering the
public good would not be confined to those wanting to use it for private gain alone.

There are, of course, some weaknesses associated with a system of intellectual
royalty rights. Firstly, not all new knowledge has direct commercial value. For
this reason, the creation and dissemination of many forms of knowledge requires
government funding. In terms of generating new knowledge, governments must
adequately fund the research activities of public research institutes and offer
prizes, grants, and bonuses to the private sector (Daly 1996). In terms of the dis-
semination of knowledge, the key reports and information generated by govern-
ment departments and statistical agencies should be accessible to all citizens.>
Governments also need to introduce laws that ensure adequate product-labelling,
whilst governments themselves should actively participate in prominent forms
of information-disseminating media, such as television, radio, and the internet.
Without government-owned broadcasting agencies, ‘uneconomical’ forms of infor-
mation are unlikely to receive adequate media coverage. Given the importance of
the media, governments also need to introduce laws that guarantee a diversity of
private media ownership. Diversity of ownership ensures the dissemination of a
wide range of opinions and the availability of a broad range of information.

Finally, the extent to which a system of intellectual royalty rights provides open
access to knowledge and information depends on how many people or parties are
able to afford the royalty fees. This depends on the magnitude of the fees and the
financial resources of the poorest members in society. Once again, the latter can
be addressed by ensuring there is an equitable distribution of income and wealth.
It can also be addressed by setting royalty fees in a way that balances the need to
provide firms with an incentive to generate new knowledge and the need to ensure
the poor have the capacity to pay royalty fees. Unfortunately, this can still leave
people or entities located in poor nations unable to afford the new knowledge gen-
erated in high-GDP countries.
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I earlier recommended the establishment of a transfer mechanism to assist poor
nations to uptake new technology. This mechanism should also be used to subsi-
dise the royalty fees that low-GDP nations would be required to pay to access new
knowledge and information. As we shall see in Chap. 9, this will be important in
terms of assisting low-GDP countries to access low-emissions and carbon-seques-
tration technologies.

3.5.2 Externalities

The efficiency of resource allocation also depends on how well market failures
are ameliorated. It has already been highlighted that markets are unable to deal
adequately with the goals of ecological sustainability and distributional equity.
Unfortunately, markets also have a propensity to fail with respect to the effi-
ciency goal. However, unlike the sustainability and equity goals, which cannot be
resolved by markets regardless of matter how much they are manipulated, markets
remain the best mechanisms to allocate the incoming resource flow. The failure
of markets on occasions to deal adequately with the efficiency goal means that
governments should intervene to improve their allocative function, not reject them
outright.

There are five main ways in which markets fail to efficiently allocate the
incoming resource flow. They include:

imperfect information*;
externalities;

public goods;

imperfect competition;
natural monopolies.

In a strict economic sense, an externality occurs when: (i) the production or
consumption activity of one party impacts beneficially or detrimentally upon an
external party or parties; and (ii) no reward is granted to, or compensation is paid
by, the party undertaking the activity. Externalities can be positive or negative. In
the former instance, the activity involves a spillover benefit; in the latter instance,
the activity involves a spillover cost. As perplexing as it may seem, both positive
and negative externalities are socially undesirable in the sense that the unfettered
allocation of resources to externality-related activities reduces a society’s eco-
nomic welfare. For example, in the case of negative externalities, the failure to
penalise transgressors for the spillover costs of their actions leads to a divergence
between the private and social costs of their actions. Because private benefits and
costs are relied upon when economic agents make market decisions, the existence
of negative externalities results in the over-allocation of the incoming resource
flow towards activities that generate spillover costs. Conversely, in the case of
positive externalities, the failure to reward benefactors for the spillover benefits of
their actions leads to a divergence between the private and social benefits of their
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activities. On these occasions, there tends to be an under-allocation of the incom-
ing resource flow towards activities that generate spillover benefits. In sum, posi-
tive externalities result in too little of a good thing, whereas negative externalities
result in too much of a bad thing.

The policies required to deal with externalities have long been debated by econ-
omists (Kahn 2005). Despite differences in opinion as to what mechanisms should
be employed to adequately deal with them, the objective is essentially the same—
‘internalise’ all spillover benefits and costs to ensure private benefits and costs
coincide with social benefits and costs. To achieve this, it is necessary to fully
reward benefactors for the spillover benefits they generate and to fully penalise
transgressors for the spillover costs they impose.

One simple means of internalising spillover benefits and costs is to introduce
a system of Pigouvian taxes and subsidies (Pigou 1932). In the case of Pigouvian
taxes, if a government authority estimates that each tonne of a particular pollutant
imposes a $20 spillover cost on the rest of society (e.g., clean-up costs, deteriorat-
ing health, and lost production elsewhere in the economy), the polluters should be
charged a $20 tax for every tonne of the pollution they generate. As for Pigouvian
subsidies, if it has been estimated that each ream of recycled-paper generates a $5
spillover benefit to the rest of society (e.g., carbon sequestration and ecosystem
service benefits from logging fewer trees), the recyclers should be granted a $5
subsidy for every ream of recycled-paper they produce. Thus, by increasing the
private cost of polluting, a Pigouvian tax ensures that the adjusted profit-maxim-
ising decisions of polluters and their associated resource demands coincide with
the maximisation of society’s economic welfare. Similarly, by increasing the prof-
its associated with producing recycled-paper, a Pigouvian subsidy ensures that the
adjusted decisions and resource demands of recyclers also coincide with the maxi-
misation of society’s economic welfare.

Although Pigouvian taxes and subsidies seem an obvious solution to externali-
ties, there are some who believe they are unnecessary and harmful. In the tradi-
tion of Coase (1960), these observers argue that, in the presence of well-defined
property rights, agreements will be struck between the generators of spillover
effects and the parties impacted by them that will bring forth allocatively efficient
outcomes. For example, in the pollution scenario described above, if the property
rights are vested with the polluters (i.e., if polluters are granted the inalienable
right to determine pollution levels), it is argued that the pollution-affected parties
would offer the polluters a payment to reduce the pollution they generate until the
allocatively efficient level of pollution is reached.

The basis of this argument is that the marginal spillover costs of pollution gen-
erally increase as pollution levels rise, whilst the marginal benefits (profits) of the
polluters typically decline. Hence, initially, it is less costly for pollution-affected
parties to offer a payment to persuade polluters to reduce their pollution levels
than to incur the spillover cost of the polluters’ desired level of pollution. At the
same time, it is more profitable for the polluters to accept the payment on offer
than to produce and sell the output associated with their originally desired level
of pollution. This process continues until the amount paid and received by the
opposing parties equals the marginal spillover costs and the marginal benefits of
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pollution. The process ceases at this point because it is no longer beneficial for the
pollution-affected parties to pay the polluters to further reduce their pollution lev-
els.*! Importantly, once this point has been reached, the total pollution generated
comes to rest at the social welfare-maximising level. So, too, does the pollution
price. Thus, an allocatively efficient outcome is achieved without the need for a
Pigouvian tax.

Because the advocates of the Coasian position believe that allocatively efficient
outcomes can naturally emerge through private negotiation, they contend that gov-
ernment intervention through the imposition of Pigouvian taxes and subsidies is
superfluous. Indeed, from an efficiency perspective, they believe that government
intervention should be confined to adequately vesting the property rights to the
generators of the spillover effects or the parties impacted by them.*?

In addition, the advocates of the Coasian position believe that Coasian out-
comes are preferable to Pigouvian taxes and subsidies because the former are
more likely to achieve allocative efficiency. This is because the latter rely on
bureaucrats being able to accurately estimate the taxes and subsidies required to
realise allocatively efficient outcomes. Moreover, bureaucrats must regularly
modify tax rates and subsidies as market conditions vary. On top of this, Coasian
supporters claim that a bureaucratic department is likely to absorb more resources
than the resources expended by the negotiating private-sector stakeholders.

Given the additional absorption of resources and the likely bureaucratic errors
associated with Pigouvian taxes and subsidies—sometimes collectively referred
to as ‘government failure’—Coasian supporters believe that Pigouvian taxes and
subsidies are counterproductive. What’s more, some go further and suggest that if
the cost of government failure is sufficiently large, it is possible for a Pigouvian-
adjusted outcome to be less desirable than the outcome (externality) that existed
prior to the government intervention.

As elegant and simplistic as Coasian solutions appear, their success depends
on a number of crucial factors. Firstly, they can only achieve allocatively efficient
outcomes if the spillover-related activities involve private goods rather than public
goods—that is, if the consumption or use of the goods in question is potentially
excludable and rival. Secondly, the number of parties involved must be relatively
few in number and readily identifiable. Thirdly, the source of the spillover effect
must be easily known to the impacted parties. For this reason, the spillover effect
must almost always be non-pervasive, which often rules out the use of Coasian
solutions to resolve many pollution-related externalities, including the emission
of greenhouse gases. Finally, the transaction costs associated with a potential
bargaining process must be negligible. Transaction costs constitute the time and
resources expended to successfully negotiate an allocatively efficient agreement. If
transaction costs are high (e.g., if successful negotiation involves exorbitant legal
costs), it may be less costly for the relevant parties to accept the initial outcome. If
so, the prevailing outcome will be allocatively inefficient.

This last point is important given that transaction costs often exceed the poten-
tial cost of government failure. Should this be the case, it is better to employ
Pigouvian taxes and subsidies to deal with an externality than rely on Coasian
solutions.
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Having said all this, both Coasian and Pigouvian solutions fail with respect
to the sustainability goal. This is because both mechanisms, at best, can only
facilitate increases in allocative efficiency, and allocative efficiency does not, as
previously explained, guarantee ecological sustainability. Thus, if the negative
externality in question involves the generation of pollution, the likely pollution
level must be well within the absorptive capacity of the natural environment for
the application of Coasian and Pigouvian solutions to be seriously considered.
Given that we now live in an ecologically ‘full” world where resource extraction
rates and pollution levels are often near or beyond ecologically sustainable limits,
Coasian and Pigouvian solutions are unlikely to be the preferred policy choice in
most instances where the externality has an ecological connection. For this reason,
cap-auction-trade systems are likely to be the most effective institutional mecha-
nisms when dealing with most ecologically-related externalities, not only because
they ensure an ecologically sustainable rate of resource throughput, but because
the initial auctioning and subsequent trading of depletion/pollution permits inter-
nalises whatever spillover costs are involved.*> Thus, cap-auction-trade systems
are also able to achieve allocatively efficient outcomes. As alluded to earlier, this
has considerable implications when choosing between Pigouvian taxes and an
emissions-trading system to reduce global greenhouse gas emissions. I'll have
more to say about this in Chap. 7.

In the end, I suggest the use of the following when dealing with externalities to
achieve allocative efficiency:

e Property rights (Coasian) solutions. Most applicable where the externality in
question involves private rather than public goods; where only a small number
of easily identifiable parties are affected; where the spillover effects are non-
pervasive; and where the transaction costs of a potential Coasian bargaining
process are negligible.

e Pigouvian taxes and subsidies. The preferred solution in circumstances where
the spillover effects are pervasive; where the number of affected parties is large
and diverse; where the identification of affected parties is difficult; where the
transaction costs of a potential Coasian bargaining process are prohibitively
high; and where a negative externality involves resource extraction rates and
pollution levels that are well within the ecosphere’s regenerative and waste
assimilative capacities. Pigouvian remedies are also preferred in circumstances
where Coasian solutions fail to adequately compensate injured parties or give
rise to crucial environmental rehabilitation responses. Taxes, for instance,
allow governments to compensate injured parties and, if necessary, rehabilitate
the natural environment. However, the choice between Pigouvian and Coasian
solutions must be considered in light of the fact that Pigouvian solutions are
considerably more complex to implement because they require bureaucrats to
accurately calculate taxes and subsidies, which requires the prior identification
and accurate measurement of spillover benefits and costs.
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e Cap-auction-trade systems. Most preferred in circumstances where the spillo-
ver costs of certain activities pose a long-term threat to ecological sustainability.
By automatically internalising previously unpriced spillover costs, cap-auc-
tion-trade systems ameliorate negative externalities in much the same way as
Pigouvian taxes but without the need for bureaucrats to calculate the correct tax
rate. Unlike Pigouvian and Coasian solutions, the caps imposed by these sys-
tems on resource extraction and pollution generation limit the throughput of
matter-energy to the ecologically sustainable rate.

3.5.3 Public Goods

Public goods, which I have referred to a number of times, are distinguishable from
private goods in terms of the non-rivalry and the non-excludability of their con-
sumption or use. By non-rivalry, I mean a situation where one person’s consump-
tion or use of a good does not affect another person’s consumption or use of the
same good. Non-excludability implies that the private owner of a public good is
unable to prevent someone from consuming or using the good should the con-
sumer or user refuse to pay to access the good. An example of a public good is
a lighthouse. A mariner’s navigational use of a lighthouse does not affect another
mariner’s use of the same lighthouse. Hence, there is non-rivalry of use. In addi-
tion, the private owner of the lighthouse cannot exclude mariners from enjoying
the benefits of the lighthouse if they refuse to pay for lighthouse services. Even if
there is a strong demand for lighthouse services, the propensity of people to ‘free-
ride’ combined with the inability of the lighthouse owner to force users to pay for
lighthouse services prevents the owner from earning sufficient revenue to cover
construction and maintenance costs, let alone make a profit. Consequently, the
lighthouse is unlikely to be built. Left to the private sector, too little of the incom-
ing resource flow is ultimately allocated to provide public goods in the quantities
necessary to maximise society’s economic welfare.**

Public goods can exist in human-made forms (e.g., lighthouses) or in natural
forms (e.g., atmosphere). Because we are endowed with naturally-occurring public
goods, the inadequate provision of public goods generally applies to human-made
public goods. Exceptions include cultivated natural capital (e.g., timber planta-
tions) and overexploited and degraded forms of natural capital. In many cases,
government intervention is required to re-establish and restore natural capital
stocks to critical levels.

More often than not, there is a tendency for naturally-occurring public goods
to be abused, although the likelihood of abuse usually depends on the nature of
the ownership and management of the public goods. For example, in increasingly
rare circumstances, the stakeholders of a naturally-occurring public good are able
to jointly own and manage the good in a sustainable and efficient manner with-
out the need for government intervention. In these instances, naturally-occurring
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public goods are referred to as common-property resources. However, in most
contemporary circumstances, the number and diversity of stakeholders plus the
sheer complexity and cost of managing naturally-occurring public goods preclude
a common-property arrangement. Since it is not possible for the private sector to
exclude the abusers of naturally-occurring public goods from accessing them, nor
possible for the private sector to compel users to pay for their use, the exploitation
of naturally-occurring public goods invariably resembles a ‘free-for-all’. In these
circumstances, naturally-occurring public goods are described as open-access
resources. In order to deal with the potential overexploitation of open-access
resources, government ownership is required. For reasons previously explained,
cap-auction-trade systems should be introduced to promote the sustainable and
efficient use of naturally-occurring public goods, unless they are goods with high
conservation values. Naturally-occurring public goods of this variety are best pre-
served in National Parks or a similar public reserve.

Returning to human-made public goods, the inability of the market to provide
them in sufficient quantities has efficiency implications that go well beyond the
initial failure to satisfy a community’s demands. Many human-made public goods
include much of society’s physical infrastructure, such as schools, universities,
technical colleges, hospitals, roads, bridges, energy-supply systems, railway net-
works, and ports. These all play a significant role in facilitating the development
and uptake of resource-saving and pollution-reducing technologies, including the
renewable energy and carbon sequestration technologies needed to resolve the
climate change problem. Clearly, to address the problems associated with pub-
lic goods, governments must use their taxing, spending, and legislative powers
to satisfy the community demand for human-made public goods; to establish an
efficiency-increasing and low-carbon infrastructure (i.e., by gradually replacing
the existing high-throughput and carbon-intensive infrastructure); and to maintain
natural capital stocks at critical levels.

3.5.4 Sunk Costs and the Contestability of Markets

Market power provides those who possess it with the capacity to restrict the sup-
ply of a particular good and raise prices without fear of reprisal. This allows the
possessors of market power to earn economic profits well above the ‘normal’ or
efficient level, thus reducing the economic welfare obtainable from the supply of
the relevant good.*>

The conventional structure-conduct-performance paradigm assumes that mar-
ket power is a function of the number of firms or agents operating in a particular
market. For example, where a market is characterised by many buyers and sell-
ers, it is normally assumed that the market is highly competitive and that market
outcomes are very efficient (i.e., normal economic profits are earned by sellers).
Conversely, where there are very few sellers in a particular market, it is assumed
that incumbent firms possess the market power to prevent the entry of new firms.
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This permits incumbents to earn above-normal economic profits to the detriment
of society’s economic welfare. The structure-conduct-performance paradigm thus
suggests that a highly concentrated or imperfectly competitive market is less effi-
cient than a market with many sellers.

One of the weaknesses of the structure-conduct-performance paradigm is that
it overlooks the fact that concentrated markets can be desirable in circumstances
where economies of scale prevail. Economies of scale exist when the average cost
of production declines as an individual operation expands. In industries where
economies of scale predominate, the efficient number of firms is usually quite
small (e.g., the automotive industry). Contrary to what is implied by the structure-
conduct-performance paradigm, breaking up an industry of this type can be unde-
sirable because the existence of small-scale firms would hugely inflate the average
cost of production. Thus, even if more intensive competition could reduce the
mark-up of price above average cost, the much higher average cost of production
would result in a higher market price of the relevant product.

It is commonly believed that economies of scale confer market power to market
incumbents. However, market power is ultimately determined by the prevalence of
sunk costs. A sunk cost is a cost that, once incurred, cannot be recovered. Markets
characterised by a lack of sunk costs are deemed ‘contestable’ and relatively free
of market power because the absence of sunk costs enables a market entrant to
recover its up-front outlays should it exit the market (Baumol et al. 1982).46 This
reduces entrant risk and enhances the likelihood of market entry. In consequence,
it increases potential competition. It has been shown that potential competition can
discipline market incumbents as much as actual competition by allowing hit-and-
run entrants to share in transient profit opportunities created by the over-pricing
strategies of incumbent firms, which dampens the initial incentive to raise prices
(Bailey 1981). Hence, contestable markets have the capacity to generate outcomes
as allocatively efficient as those generated by traditional competitive markets.

From a policy perspective, the great advantage of the contestability approach to
competition policy is that it overcomes the need to break up industries with signifi-
cant economies of scale. Policy-makers can instead focus on increasing potential
competition by introducing policies to detach sunk-cost facilities from the serv-
ing or utilising firms (i.e., industry incumbents). There are two possible ways to
achieve this. Firstly, sunk costs could be borne by a government instrumentality,
as is normally the case with highways, railways, and airports (Bailey 1981). The
sunk-cost facilities could then be leased to the highest-bidding firms on a transfer-
able basis on the presumption that the highest bidders are the most efficient pro-
ducers. The transferability of the leases would prevent the leases from becoming
a sunk cost. Secondly, the government could mandate that sunk costs be borne by
a consortium. Consortiums already share in the provision of international broad-
casting satellites and, in some countries, the provision of telecommunications
networks. The sunk-cost facilities could again be leased to utilising firms in the
manner described above.

There are, unfortunately, three major problems with the above policy. In the first
instance, it can reduce the incentive for utilising firms to improve upon existing



120 3 Policies to Achieve Sustainable Development

sunk-cost facilities, which is necessary to increase eco-efficiency Ratios 1 and 2.
Why make advances to sunk-cost facilities if you do not have exclusive ownership
of them? To overcome this shortcoming, royalty rather than property rights should
be conferred to those who supply improved sunk-cost facilities. By granting roy-
alty rather than property rights, the superior producer goods would remain accessi-
ble to those who wish to utilise them—thereby ensuring the contestability status of
markets—whilst the supplier of the superior facilities would receive an ongoing but
limited pecuniary reward for their efficiency-increasing efforts.

In the second instance, sunk-cost facilities cannot always be detached from the
serving or utilising firms. Thirdly, in many capital-intensive industries, it is often
too expensive or too risky for governments or a private consortium to bear the
cost of their provision. Since it is under these two circumstances that the great-
est potential exists for market incumbents to exploit market power, anti-trust leg-
islation should be enacted to: (i) prohibit anti-competitive behaviour by market
incumbents; and (ii) limit mergers where they are likely to substantially lessen
competition, albeit this must be weighed up against the potential efficiency ben-
efits of having large firms exploit their economies of scale.

In most industrialised nations, anti-trust legislation exists in some form,
although it is often not rigorously applied. To ensure the success of anti-trust leg-
islation, a well-funded and independent statutory authority is required to scrutinise
market participants; to investigate and prosecute serious breaches of the legisla-
tion; and to assess merger applications. Since prevention is better than cure, penal-
ties must be sufficiently large to deter anti-competitive behaviour.

In many low-GDP countries, detaching sunk costs from utilising firms is all but
implausible. Hence, the opportunities to increase market contestability are very
limited. Countries in this position must rely entirely upon anti-trust legislation,
which, for no other reason, is well worth enacting given that a thriving small-busi-
ness sector constitutes the foundation of every successful market economy.

3.5.5 Market Deregulation and the Privatisation
of Public Assets

The recent global trend towards market deregulation and the corporatisation and
privatisation of government instrumentalities reflects the strong desire of policy-
makers to facilitate the efficiency-increasing benefits of greater competition
and private ownership (Brown 1996).*” Whilst many people assume that market
deregulation and privatisation always lead to increases in the efficient operation of
markets, there are a number of aspects worthy of consideration. Firstly, most of
the policy measures designed to increase the level of potential competition have
focused upon the freeing up of highly regulated markets. Although these measures
have successfully exposed legalised monopolies and duopolies to market forces,
they have failed to deal adequately with sunk cost considerations. Consequently,
many deregulatory policies have left markets vulnerable to abuses of market power.
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Secondly, the quest for increased efficiency has led to a dramatic rise in the
privatisation of government instrumentalities in the belief that privately-owned
business enterprises operate at lower cost than their publicly-owned counterparts.
Despite some apparent evidence to support this belief (Hutchinson 1991; Vining
and Boardman 1992; Clare and Johnston 1992; and Megginson et al. 1994), suf-
ficient doubt exists to conclude that privatisation itself cannot guarantee efficiency
gains (Bishop and Thompson 1992; Hall and Lobina 2005). This doubt exists
largely because efficiency is often empirically evaluated in terms of profitability
or sales volume per employee/asset. Yet, as some observers have pointed out, pri-
vate enterprises can be expected to outperform government instrumentalities in
these two areas because the public sector, by its very nature, has multiple objec-
tives of which profit maximisation is rarely one of them (Bishop and Thompson
1992; Brown 1996; Quiggin 2002). Hence, most of the efficiency comparisons
between private and public enterprises are invariably weighted in favour of private
enterprises.

Not surprisingly, in circumstances where private enterprise-based practices
are incorporated into the operational objectives of government instrumentalities,
of which profitability and sales volume usually become important considerations,
operational efficiency dramatically improves (EPAC 1995). What does this indi-
cate? It indicates that a properly conceived and executed form of market deregula-
tion (i.e., one where sunk costs are also appropriately dealt with) is likely to have
far greater efficiency-increasing benefits than the mere transfer of assets from pub-
lic to private ownership (Bishop and Thompson 1992).

Finally, even if it can be demonstrated that the privatisation and/or corporatisa-
tion of a particular government instrumentality can enhance its operational effi-
ciency, it must firstly be demonstrated that the instrumentality in question is not
a natural monopoly or a public-goods provider. Should either or both be the case,
the private ownership or the introduction of private enterprise-based objectives
would almost certainly lead to inflated market prices or the under-provision of the
public goods. Only government ownership of natural monopolies and the govern-
ment provision of public goods can prevent a market failure from arising. Clearly,
to improve the operational efficiency of public instrumentalities in such instances,
an alternative means to privatisation is required. Introducing incentives for public
sector employees, such as rewards and bonuses for improvements in both produc-
tivity and efficiency are likely to be of considerable assistance in this regard.

3.5.6 Flexible Labour Markets and Adequate Skills
Formation

Achieving allocative efficiency does not simply require the appropriate alloca-
tion of the incoming natural resource flow. It requires the adequate supply and
appropriate allocation of the resource-transforming agents of the production pro-
cess—Ilabour and producer goods. There is little point in efficiently allocating



122 3 Policies to Achieve Sustainable Development

natural resources if inappropriate quantities and forms of producer goods and
labour power are available to transform the incoming resource flow into useful
goods and services.

In wealthy nations, ensuring labour power is adequately available and effi-
ciently allocated is more problematic than with producer goods. This is because
institutional factors in most high-GDP countries generate wage relativities that
are ‘stickier’ than the relative price differences of producer goods. The condi-
tions of employment also tend to be very stable. Consequently, labour markets are
unable to respond rapidly to changing employer demands for different forms of
labour and desired variations in production schedules and associated workplace
arrangements.

It has been shown that a lack of production and workplace flexibility can hin-
der efficiency advances and technological progress at the enterprise level (Blandy
and Brummitt 1990). Furthermore, the lack of labour market flexibility can impede
the ability of workers to reduce their work hours that could help reduce a nation’s
need to increase real GDP to achieve full employment.

There are, of course, good reasons for having in place some degree of relative
wage stickiness and stable workplace arrangements. The employment of labour
involves the employment of human beings, not machines, and wildly fluctuating
wages and the lack of minimum working conditions can have a detrimental impact
on workers’ well-being and their productivity. Clearly, an appropriate balance
must be struck between the efficiency benefits of relative wage and workplace
malleability and the welfare and productivity benefits from having certainty of pay
and secure conditions of employment.

Without prescribing specific labour market policies, one way of attaining this
balance is to set award-wage brackets for different occupations and periodically
update them to reflect changing market conditions. As for matching the supply
and demand for different forms of human capital, this might be improved by bet-
ter identifying and forecasting the future skill requirements of a nation’s economy.
A similar approach could also be used to determine the appropriate allocation of
resources for educational and training needs.

At the enterprise level, improving operational efficiency requires a new man-
agement approach to ‘internal’ labour markets. Internal labour markets exist when
employees within an organisation remain insulated from the ‘external’ market
forces that normally influence wage rates and the demand and supply for labour
(Norris 1989). Empirical evidence suggests that internal labour market arrange-
ments that best promote increases in operational efficiency are those with incen-
tive-based means of remuneration, such as profit-sharing arrangements (Weitzman
1984; Estrin 1986; Blandy and Brummitt 1990). Enterprises with these types
of arrangements are usually characterised by harmonious workplace relation-
ships and high levels of employee commitment, motivation, and self-responsibil-
ity—factors that help drive innovation and improvements in the quality of final
goods and services (i.e., increases in Ratios 1 and 2). For this reason, profit-shar-
ing and other incentive-based workplace arrangements should be more actively
encouraged.
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3.6 Monetary Reform

In a fiat-currency economy, money constitutes the fundamental means by which
individuals gain market access to real goods and services. Should a nation’s
money supply increase at a faster rate than the availability of goods and services,
claims on real wealth eventually outgrow claimable real wealth. This leads to price
inflation and/or the failure of many individuals to service their outstanding debts
(debt repudiation). Inflation and debt repudiation can potentially destabilise mar-
ket economies, as evidenced by the recent global financial crisis—a case of too
much liquidity, not a lack of it.

To avoid macroeconomic instability in the presence of an expanding money
supply, it is necessary to expand real wealth. However, because continued growth
is ecologically unsustainable, this so-called requirement exacerbates the impend-
ing ecological crisis. Thus, promoting the growth of economic systems to avoid
macroeconomic instability of a financial origin sets a nation up to eventually expe-
rience macroeconomic instability of an ecological origin. In the end, one form
of potential instability is substituted by another more insidious and irrecoverable
form of instability.

A major factor in the growth of a nation’s money supply is the ability of private
banks to create money out of nothing and lend it at interest.*® As the money-cre-
ating capacity of banks has increased over time, the emphasis of market activities
has shifted from commodity circulation to capitalist circulation and ultimately to
debt circulation (Daly 1996). What was previously the dominant form of market
activity, simple commodity circulation involved the use of money as a medium of
exchange. One began with a physical good or commodity (C), exchanged it for
money (M), and then used the money to obtain a physical commodity of greater
use value (C'). The chain of transactions applicable to commodity circulation
could thus be represented by C — M— C!.

As the creation of money by private banks expanded, an increasing proportion
of all market activities involved a more complex form of capitalist circulation. In
these circumstances, one began with money (M), exchanged it for a commodity or
used it to fund the generation of a new commodity (C), and finally exchanged the
commodity for money (M!). The chain of transactions could now be represented
byM — C— ML

The important change in emphasis as the world moved from commodity circu-
lation to capitalist circulation was that many physical commodities became little
more than intermediaries in a process designed to increase one’s financial claim
on real wealth.*® This did not always lead to macroeconomic problems. Indeed,
provided the increased claims on real wealth were commensurate with the con-
tribution made towards the augmentation of real wealth and/or the increase in its
use value, the capitalist mode of circulation was able to be non-inflationary and
desirable. However, if many of the increased claims on real wealth arose from the
purchase and later sale of economic rent-earning assets and did not reflect the gen-
eration of new wealth, the potential for high rates of inflation and other forms of
macroeconomic instability remained an ever-present possibility.
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As many would know, the financial sector has become increasingly imaginative
in terms of its creation of credit facilities and interest-bearing paper. Because of it,
a growing proportion of market activities now involve debt circulation. With debt
circulation, one begins with money that is often borrowed (M), exchanges it for
an alternative financial asset, and later on exchanges the financial asset for money
(M"). The chain of transactions is therefore simplified to M — M!, meaning that
physical commodities no longer feature in the exchange process. In these circum-
stances, the expansion of financial claims on real wealth over and above available
real wealth is unambiguous. It is also treacherously destabilising.

Some of the policies outlined in this chapter could deal adequately with the
problems created by the capitalist mode of circulation. For example, maximum
income limits and the scarcity taxes embodied in cap-auction-trade systems would
suppress some of the inflationary effects of economic rent-seeking behaviour.
In addition, the policies aimed at achieving ecological sustainability would pre-
vent any ecological stress emerging from the need to expand real wealth to keep
pace with a growing money supply. However, none of these policies can avert the
potential macroeconomic instability caused by the growing disconnect between
real wealth and the growing claims on real wealth induced by debt circulation.

To minimise the macroeconomic instability of debt circulation, there is a need
for central governments to introduce two monetary reforms. In the first instance,
a central government must increase its control over the nation’s money supply.
This can be achieved by substantially reducing the ability of private banks to cre-
ate money out of nothing and to lend it at interest. At present, commercial banks
in most countries are subject to miniscule reserve requirements, thus giving them
enormous power to create and destroy money.

To enable central governments to increase their control over the money sup-
ply, some observers have suggested that all quasi-bank financial institutions should
be treated like commercial banks and that the entire financial sector should be
subject to a 100 per cent reserve requirement (Soddy 1926; Fisher 1935; Daly
2008). Introduced gradually over time, these changes would eventually abolish
the money-creating powers of the financial sector. What’s more, banks would be
restricted to earning profits by financial intermediation—i.e., by lending already-
existing money deposited by savers and charging a higher interest rate to borrow-
ers than what they pay to depositors—and by providing chequing, safe-keeping,
and other basic financial services.

Many observers would respond by arguing that the majority of bank loans
advanced on the back of bank-created money are based on judicious assess-
ments of the capacity of borrowers to service the loans. Furthermore, they would
argue that the sheer magnitude of the task required to appropriately manipulate
the money supply would render absolute central bank control of a nation’s money
supply inefficient at best, and woefully ineffective at worst. Given these incontro-
vertible claims, it would seem that private banks are as well positioned as central
governments to determine the appropriate size of a nation’s money supply.

I beg to differ. The financial sector cannot be relied upon to determine the
appropriate size of the money supply if only because prudence on the part of
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banks at the micro level (i.e., rational lending policies) need not correspond with
collective prudence at the macro level. Having said this, I believe there is an effi-
ciency justification for giving banks limited money-creating powers. Thus, a bal-
ance is required between the need for central government control to prevent the
undesirable expansion and contraction of a nation’s money supply and the desir-
ability of allowing privately-owned banks to efficiently create some of the nation’s
money.

I therefore recommend the setting of money supply targets by central banks
with caps imposed on the quantity of new money that the banking sector can
create. The caps would be gradually tightened and the monetary base increased
until a desirable mix is reached between government-created and bank-created
money.”” Periodically, banks would be required to bid for ‘money-creating’ per-
mits. As per the caps, limits would be set on the total number of permits sold. To
facilitate competition within the financial sector, limits would be placed on the
number of permits held by an individual bank. Much of the cost of permits would
be met by the seigniorage®' enjoyed by banks upon acquiring the permits. In this
sense, this first reform measure would involve the application of a cap-auction-
trade system to assist in the management of money creation.

A second monetary reform measure is needed because caps on bank-created
money do not eliminate the problems caused by compound interest. Consider the
following example. I own a timber plantation consisting of 1,000 cubic metres
of timber. At its current state of maturity, it regenerates at the rate of 10 per cent
per annum. I can therefore harvest 100 cubic metres of timber indefinitely. If we
assume no inflation and a constant price of $10 per cubic metre of timber, my plan-
tation is worth $10,000. I am able to derive an income from timber harvesting of
$1,000 per year (assume no harvesting costs). Of course, I need not sell the entire
$1,000 worth of harvested timber each year. I can stockpile timber and sell more
than a $1,000 worth of timber in a later year. Despite this option being available
to me, my income is effectively $1,000 per year. Moreover, my financial claim on
real wealth reflects my contribution to the annual flow of claimable real wealth.

I then decide to sell my timber plantation for $10,000 and deposit the $10,000
in an interest-bearing account. The account offers an interest rate of 10 per cent
per annum. It therefore generates an annual interest income of $1,000. So long as
I spend the $1,000 each year, my financial claim on real wealth is no different to
when I owned the timber plantation. Moreover, assuming that the new plantation
owner is harvesting timber at the same rate as I had previously, my annual claim
on real wealth is still matched by the annual flow of claimable real wealth.

What, however, if I decide not to spend the $1,000 of annual interest income
and instead roll it back into the interest-bearing account? We shall assume that the
new plantation owner is stockpiling all harvested timber. At the end of the first
year, I will have $11,000 ($10,000 + $1,000 interest). At the end of the second
year, I will have $12,100 ($11,000 + $1,100 interest). If T decide to withdraw and
spend the $2,100 of interest earned over two years, my claim on real wealth will
be $100 greater than if I had spent my interest income at the end of each of the
two years (i.e., $100 = $2,100 — $2,000). In the meantime, the new plantation
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owner has stockpiled, at most, $2,000 worth of timber. I say ‘at most’ because
stockpiled timber degenerates and its commercial value consequently diminishes
over time. Crucially, by allowing my interest income to compound, my $2,100 of
spending power exceeds the value of the real wealth accumulated over the two-
year period by the new plantation owner.

Why is there now a disconnect between my financial claims on real wealth and
claimable real wealth? Unlike real wealth, which can only generate an income
equivalent to earning a simple rate of interest, money left to accumulate in an
interest-bearing account can increase exponentially. By convention only, the latter
is able to expand in a manner that is totally inconsistent with biophysical realities.

To ensure the financial domain conforms to the biophysical realm, only simple-
interest payments from interest-bearing accounts and other financial assets should
be permitted. To impose a restriction of this kind, I recommend a second reform
measure that would include the following basic features. Firstly, simple inter-
est would be payable in the form of ‘simple-interest dollars’. Secondly, simple-
interest dollars would exist electronically in a specially designed account where
only the conversion of simple-interest dollars into real wealth, not financial assets,
would be permitted. Thirdly, simple-interest dollars would have a limited life of,
say, one year on the basis that simple-interest income should reflect the simple
interest annually generated by a stock of real wealth. Consequently, simple-inter-
est dollars would be electronically confiscated if not spent within a year of their
receipt. This last feature would ensure that the spending of simple-interest income
on real wealth roughly coincides with the length of time it takes for existing real
wealth to generate new real wealth.

3.7 National Accounting Reforms

To provide improved policy guidance and reveal whether a nation is moving
towards the sustainable development goal, better indicators are required. Many
government policies are based on the indicators present in the system of national
accounts. These indicators provide a misleading and incomplete representation of a
nation’s sustainable development performance. There is, therefore, an urgent need
to reform the system of national accounts, which should start with the modification
of many existing economic indicators. The national accounting system should also
be broadened to include indicators of the social and environmental variety.

3.7.1 National Accounting Reform # I—National Income

The first required reform is a better measure of national income. As revealed ear-
lier in the chapter, a nation’s annual income is correctly defined as the quantity of
goods and services that a nation can consume in a given year and be capable of



3.7 National Accounting Reforms 127

consuming as many goods and services in the following year and beyond (Hicks
1946; Daly 1996). For a nation to sustain its consumption, it must, at the very
least, maintain its productive capacity. To do this, it must set aside some portion
of its annual product to: (i) replace depreciated producer goods and critical infra-
structure; (ii) rehabilitate its citizens and economy from the negative effects of
past and present economic activities; (iii) defend its citizens and economy from
the negative effects of future economic activities; and (iv) maintain the natural
capital needed to sustain the ecosphere’s source, sink, and life-support services
that are required to sustain the economic process. Clearly, to sustain its consump-
tion over time, a nation cannot consume its entire annual output of goods and
services.

In conventional terms, real GDP is regarded as a nation’s real income. Real
GDP is a constant-price measure of the goods and services annually produced by
domestically-located factors of production. Since a nation wanting to sustain its
consumption cannot consume its entire output of goods and services, real GDP
overstates a nation’s real income. To obtain a meaningful measure of national
income—sometimes referred to as Sustainable Net Domestic Product (SNDP)—
the following subtractions should be made to real GDP in the system of national
accounts:

SNDP = real GDP — DHK — DNC — DRA (3.5)
where:
e SNDP = Sustainable Net Domestic Product;
e DHK = depreciation of human-made capital (producer goods);
e DNK = depletion of natural capital;
e DRA = defensive and remedial activities.

3.7.2 National Accounting Reform # 2—Sustainable
Economic Welfare

The second required reform is the inclusion of an indicator of sustainable eco-
nomic welfare. This would enable a government to determine where the nation’s
economy is in relation to its optimal macroeconomic scale (S« in Fig. 2.4). As
already explained, a nation’s economic welfare constitutes the difference between
the uncancelled benefits and uncancelled costs of economic activity. For a variety
of reasons, GDP is also a poor indicator of a nation’s economic welfare. Firstly,
many costs that ought to be subtracted when calculating economic welfare (e.g.,
the cost of resource depletion and the cost of crime) are added in the calculation of
GDP. Secondly, GDP overlooks many benefits (e.g., the value of non-paid work)
and the welfare implications of a change in the distribution of income. Finally, the
calculation of GDP includes defensive and remedial activities that do not directly
increase economic welfare.
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I should point out that although a measure of Sustainable Net Domestic Product
(SNDP) is a better indicator of a nation’s real income than real GDP, it too is not
an adequate indicator of a nation’s economic welfare. This is because some of the
benefit and cost factors overlooked in the calculation of GDP are also overlooked
in the calculation of SNDP (see Lawn 2006b).

In Chap. 2, the Genuine Progress Indicator (GPI) was introduced as a viable
indicator of sustainable economic welfare.’> The GPI is the best indicator of its
type because it is the only indicator that explicitly identifies, values, and compares
the major benefits and costs of economic activity. The GPI, or something similar,
urgently needs to be incorporated into the system of national accounts.

There are, however, some people who have criticised the GPI in terms of its
theoretical underpinnings and the choice of benefit and cost items used in its cal-
culation (Atkinson 1995; Neumayer 1999a, 2000; Harris 2007). Much has been
done to address these concerns, although the need to refine the GPI remains (Lawn
2003, 2005, 2007, 2008b; Clarke and Lawn 2008).

Perhaps the greatest weakness of the GPI is the lack of a consistent set of valu-
ation methods to estimate the value of some benefit and cost items. The problem
of inconsistency also extends to the choice of items. For example, in some stud-
ies, the imputed value of leisure time is treated as a benefit item (e.g., Lawn and
Sanders 1999; Lawn 2007); in others, the value of lost leisure time is deducted
as a cost item (e.g., Redefining Progress 1995). However, in some GPI studies,
there is no recognition whatsoever of leisure/lost leisure time (e.g., Daly and Cobb
1989; Stockhammer et al. 1997).

Most people are aware of the United Nations System of National Accounts
(SNA). The SNA sets out the standardised methods by which GDP and other mac-
roeconomic indicators are calculated. A consistent set of valuation methods and
procedures is also required to calculate the GPI. This would not only boost its
credibility, it would increase the meaningfulness of international GPI comparisons.

3.7.3 National Accounting Reform # 3—Ecological
Economic Efficiency

Once a nation has begun the transition to a steady-state economy, increasing its
sustainable economic welfare depends, not on augmenting the rate of resource
throughput, but on advances in efficiency-increasing technological progress. To
reveal whether and by how much the latter is being achieved, a third reform meas-
ure is required—namely, the calculation of a nation’s ecological economic effi-
ciency (EEE) and its four eco-efficiency ratios (Ratios 1-4). In order to do this,
it is first necessary to estimate the values of the five elemental categories of the
economic process. To recall, they are net psychic income (uncancelled benefits);
the cost of lost natural capital services (uncancelled costs); human-made capital;
resource throughput; and natural capital. A separate account should be established
for each category and be included in the system of national accounts.
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The accounts for the first two categories are relatively easy to compile in the
sense that the items included in them would be the same items used to calculate
the GPI. Indeed, the value of the GPI is the difference between the total value
of the net psychic income account and the total value of the lost natural capital
services account (Lawn and Sanders 1999). The difficulty associated with the
construction of the remaining three accounts varies. The human-made capital
account, which would include durable consumer goods, privately and publicly-
owned dwellings, producer goods, and human labour, is a reasonably straightfor-
ward account to compile. This is because, in most countries, the values of these
items and the relevant price deflators are readily accessible from national statis-
tical agencies. Compiling the natural capital account is more problematic in that
the physical and monetary values of the relevant items are not easy to obtain.
From my own experience in compiling a natural capital account for Australia
(Lawn 2000), the values of some items must be estimated by the researcher or be
obtained from individual and often one-off reports. In addition, the need to make
assumptions about the monetary value of various forms of natural capital involves
a great deal of subjectivity. Clearly, before it would be feasible to include a natural
capital account in the system of national accounts, these shortcomings would need
to be remedied, as would the need for a standardised set of items and valuation
methods.

The throughput account is the most difficult of all the accounts to compile, not
simply because it is difficult to record the various resources entering the economy
and the wastes exiting it, but because it is impossible to aggregate them into a
single index. Since economic activity cannot proceed without the use of energy,
energy consumption is a good proxy for resource throughput. In my own work, I
have used energy consumption as the basis for the establishment of a throughput
account (Lawn 2000, 2007). Although an account of this type does not reveal the
respective resource inputs and waste outputs associated with a nation’s economic
activities, it permits the calculation of Ratios 2 and 3 (see Eq. 2.2).

Should energy consumption be adopted as the prime indicator of resource
throughput, there is still good reason for a nation to publish a satellite account to
reveal the quantities of the various resources it has used and the various wastes it
has generated (e.g., cubic metres of timber logged and tonnes of greenhouse gases
emitted). By analysing satellite accounts over time, it would be possible to deter-
mine trend changes in the use rates of certain resource types and the rates at which
particular wastes are being created and released.

3.7.4 National Accounting Reform # 4—Biophysical
Indicators

Although the GPI provides an indication of where a nation’s economy is in rela-
tion to its optimal scale, an entirely different indicator is required to ascertain
where the economy is in relation to its maximum sustainable scale (Sg in Fig. 2.4).
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As suggested earlier, there are a range of indicators with the capacity to fulfil this
role. Without going into any great detail, they include:

e the Human Appropriation of Net Primary Production (HANPP), which is an
indicator designed to measure the product of photosynthesis appropriated by
humankind for its own purposes (Vitousek et al. 1986; Haberl et al. 2007).
Proponents regard the HANPP as a means of measuring the scale of human
activities relative to the supporting ecosphere.

e an Environmental Sustainability Index, which is a composite indicator aimed
at capturing five key components of ecological sustainability (Yale Center for
Environmental Law and Policy et al. 2005).

e Material-Flow Accounting, which involves input-output matrices to measure the
throughput of materials used in the economic process (Perman et al. 2003).

e comparison of a nation’s ecological footprint and biocapacity, where ecological
sustainability requires the latter to exceed the former (Wackernagel et al. 1999).

To recall, it was the ecological footprint that was previously used as an indi-
cator of maximum sustainable scale (see Table 2.1). Notwithstanding some of
its weaknesses, I believe the ecological footprint is the best of the sustainability
indicators outlined above, in part due to the intractable shortcomings of its rival
indicators. For example, the Environmental Sustainability Index includes social
variables which unduly flatter wealthy, high resource-consuming countries;
there are considerable measurement uncertainties surrounding the HANNP; and
Material-Flow Accounts are not amenable to time-series comparisons. Two further
aspects work strongly in favour of the ecological footprint. Firstly, it incorporates
a sustainability measuring stick insofar as it permits comparisons between ‘actual
consumption levels’ (ecological footprint) and ‘maximum sustainable consump-
tion levels’ (biocapacity). Secondly, a measure of a nation’s ecological footprint
includes the renewable resources that must be cultivated to replace declining non-
renewable resource stocks. This is a significant advance over other indicators.

A major weakness of the ecological footprint is its use of land area as a numé-
raire for sustainability. Although land area and fertility constitute critical resource-
limiting factors, there are other factors that impinge upon the supply of natural
resources—for example, climate and water availability (Patterson 2006). Australia
is a good case in point. According to Table 2.1, Australia had a per capita eco-
logical surplus in 2005 of 7.6 hectares. At the best of times, a large proportion
of Australia must cope with chronic water shortages. Recent droughts have sig-
nificantly reduced water allocations to irrigators in the Murray-Darling Basin.
This has severely reduced agricultural output from what is normally regarded as
Australia’s ‘bread basket’. Should the severity and frequency of droughts increase
in future years, as many climatologists predict, Australia’s biocapacity is likely
to decline significantly even if the area of land available for resource generation
remains unchanged (Note: the arable land area can diminish due to urban sprawl).

In recent years, a number of refinements have been made to ecological footprint
estimates to better account for resource-limiting factors (Lenzen and Murray 2001;
Global Footprint Network 2008). These refinements have raised the ecological
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footprint to a standard that now warrants its inclusion in the national accounts as a
vital biophysical indicator of maximum sustainable scale.

3.7.5 National Accounting Reform # 5—Social Capital
Indicators

Sustainable development requires a nourishing association or coevolutionary link-
age between the economy and the ecosphere that supports it. The quality of this
linkage depends critically on the social sphere or the social capital at the interface
of the economy and the ecosphere (see Fig. 2.1) (Hodgson 1988; Putman 1993,
2000). Social capital refers to the civic interaction of citizens and the networks of
co-operation and solidarity that represent the self-governance of community life.
Crucial to the stock of social capital are such elements as social cohesion, trust,
and reciprocity (Franke 2005; ABS 2004).

Many attempts have been made by academic researchers, international organi-
sations, and national statistical agencies to measure social capital (see Onyx and
Bullen 1998; Grootaert and van Bastelaer 2001; ABS 2004, 2006; Zukewich and
Norris 2005). It would not be unfair to say that social capital indicators are still in
the embryonic stage of development. Most attempts have so far focused on meas-
uring social participation in clubs, societies, religious organisations, and not-for-
profit entities and the extent to which they offer support beyond the market and the
government provision of goods and services.

In measuring social capital, it is important to distinguish between social net-
works, the determinants of social capital, and its spillover effects (ABS 2004).
The distinction is necessary given that the spillover effects of social capital are
largely reflected in other indicators (e.g., the GPI and some of its social cost
items). Hence, there is little need for its specific measurement. Conversely, meas-
uring social networks, in all its forms, can serve as a useful means of tracking
changes in social capital, whilst measuring the determinants of social capital can
provide insights into why stocks of social capital are quantitatively and qualita-
tively changing over time. This, in turn, can highlight the driving forces behind
the enhancement or otherwise of the interactions between the economy and the
ecosphere that are fundamental to achieving sustainable development. Despite the
considerable work that needs to be undertaken to establish worthwhile indicators
of social capital, improvements and refinements should eventually bring about
indicators sufficient in quality to be included in the system of national accounts.

3.8 International Reforms

As important as it is for individual nations to introduce policies to achieve sus-
tainable development, it is also crucial for nations to take collective action at the
international level. International action is required for three main reasons. Firstly,
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climate change is a global problem and cannot be resolved by individual nations
acting alone. Secondly, it is within the international domain that a global emis-
sions-trading system must be dovetailed with a range of national and international
policies to achieve sustainable development. Thirdly, virtually every nation is now
an integral part of the global economy. International market forces can, in a ‘glo-
balised’ world, discourage the introduction of the policies required to achieve a
more sustainable, just, and efficient global economy.

The need for a global emissions-trading system to reflect the required paths of
the world’s rich and poor nations will be addressed in Part III of the book. For
now, my focus is on international product and resource markets and the need for
institutional reforms at the international level.

As just mentioned, one of the obstacles to the introduction of desirable domes-
tic policies is the globalised nature of the international economy. By globali-
sation, I mean the integration of the world’s national economies into one single
economy through free trade and free capital mobility. Largely originating from
former President Nixon’s decision to sever the link between gold and the US dol-
lar in 1971, globalisation involves the erasure of economic boundaries and the
subsequent ability of corporations to bypass many national institutions and laws
designed to serve useful social purposes. In a globalised world, the fundamental
unit of concern is the corporation and the individual consumer (Daly and Cobb
1989; Rgpke 1994; Daly 1996; Lawn 2007, 2013).

In stark contrast to globalisation is the concept of ‘internationalisation’.
Internationalisation refers to a global economy where national economies exist as
separate and autonomous entities tied together in recognition of the potential value
of international trade, treaties, and alliances. Internationalisation was a feature
of the global economy in the two-and-a-half decades following the formation of
the Bretton-Woods system in 1944. In an internationalist world, national institu-
tions and laws impinge on economic activities for the purposes for which they are
intended. Accordingly, the fundamental unit of concern is the nation state. In addi-
tion, the people residing within each nation are viewed as a community of citizens
rather than a collection of individual consumers (Daly 1996).

The most significant difference between globalisation and internationalisation
is the mobility of international capital and its implications for international trade.
In the former circumstance, capital can be freely moved from one international
location to another. In the latter circumstance, the mobility of international capital
is severely restricted. What does this mean for international trade? In a globalised
economy, international trade is governed by the principle of absolute advan-
tage. Absolute advantage is where the terms of international trade are dictated by
absolute rather than relative profitability. As such, decisions regarding the most
appropriate production location are primarily based on where the absolute cost of
production is lowest. This differs from an internationalist situation where interna-
tional trade is governed by the principle of comparative advantage. In the case
of comparative advantage, it is relative profitability that matters. In these circum-
stances, privately-owned firms, limited in their capacity to shift their production
location internationally, are forced to specialise in the production of goods where



3.8 International Reforms 133

the absolute cost of doing so domestically may be high, but where the relative cost
of doing so must be low.

To understand how the latter situation might occur, one must go back to the
basic premise underlying the rationale for international trade. Early in the 19th
century, David Ricardo (1817) pointed out that the comparative advantage argu-
ment for free trade rests entirely on the immobility of capital. For instance, the
principle of comparative advantage can never operate within the confines of a
national economy because capital is always free to move to locations offering the
most profitable investment opportunities—that is, where goods can be produced
at the lowest absolute cost. Hence, at the intranational level, investment and the
allocation of resources are always governed by absolute rather than relative profit-
ability. Ricardo promoted free trade because, in 1817, the international mobility of
capital was severely limited.

Should it matter that international trade is now governed by a different prin-
ciple? After all, no national economy has been brought to ruin because intrana-
tional trade is governed by the principle of absolute advantage. For a number of
good reasons, yes. First, intranationally, all production and exchange activities
are subject to basically the same non-price rules, including any national policies
regarding the rate of resource use, the distribution of income and wealth, and the
efficiency of resource allocation. Consequently, no single producer can gain an
unfair advantage from paying an equivalent form of work a significantly lower
wage, by polluting when and where another producer cannot, or by paying a much
lower rate of tax.>* To gain a competitive advantage, producers must be genuinely
more efficient than their nearest competitors. The same, however, cannot be said
of the international market. This is because the international market is not a for-
mally instituted market in the sense of being a collective set of social and cultural
institutions within which a large number of commodity exchanges between buyer
and seller take place (Hodgson 1988). Indeed, because social and cultural insti-
tutions rarely exist beyond national boundaries, commodity exchanges between
international buyers and sellers take place in a domain largely free of institutional
constraints. Consequently, the ‘price-determining parameters’ of the national
markets where domestic production takes place are, for many countries, grossly
incommensurate with those of the global market.>*

To some extent, this is not a bad thing. On the positive side, it is desirable for
price signals to reflect variations in economic efficiency. If a domestic producer
is inefficient because a foreign producer is better at producing a similar commod-
ity, the variation in prices should ensure the survival of the latter and the demise
of the former. On the negative side, it is undesirable to have domestic producers
ceasing their operations because of an inability to compete with a foreign producer
subject to much weaker social and environmental standards. Yet industrial flight is
precisely what an unfettered globalised market promotes because the free mobil-
ity of capital allows nationally instituted non-price rules and any explicit policy of
cost internalisation to be avoided by transnational corporations (Daly 1993, 2013).
Furthermore, because the price-determining parameters of the global market
often come to rest at the lowest common denominator, the competitive pressure to
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lower the cost of production often leads to the erosion of environmental and social
standards at the national level (Daly and Cobb 1989; Rees 2013). This so-called
‘race to the bottom’ has been exacerbated by World Trade Organisation (WTO)
Articles that render governments powerless to introduce compensating tariffs that
might otherwise offset any cost advantage enjoyed by foreign producers subject to
weaker production-related standards. Pressure in Australia to reduce the minimum
wage, to allow mineral exploration in National Parks, and to lower tax rates in line
with taxation regimes of its nearest Asian neighbours is symptomatic of the degen-
erative impact of a global free trade environment governed by the law of absolute
advantage. It is the pressure to reduce standards that often constitutes the political
obstacle to the introduction of sustainable development policies, including climate
change initiatives.

Secondly, since highly mobile capital will generally flow to locations with
an absolute advantage in production, the potential for large trade imbalances to
emerge is significantly high. The same does not occur when capital is effectively
immobile because the level of international lending and borrowing required to
accumulate large foreign debts is precluded. The growth in foreign debts has not
only forced many low-GDP nations to deplete their natural capital to service their
indebtedness, it has often led to the undesirable restructuring of economies as a
means of securing loans from such institutions as the International Monetary Fund
(IMF). This invariably results in significant hardship to the economically disad-
vantaged residing in the affected countries.>

Finally, there are many who believe that globalisation encourages poor nations
to earn additional export income that can be used to invest in human-made capital
and new technology. This investment, it is argued, allows poor nations to establish
the necessary productive capacity to catch up with richer nations. In view of what
has been said so far, the benefits of increased productive capacity are of little value
if it involves having to attract capital by maintaining absurdly low wages, poor
working conditions, and weak environmental standards. Yet it is the erosion of
social and environmental standards—the bedrock of any beneficial increase in pro-
ductive capacity—that is rapidly becoming an undesirable by-product of globali-
sation itself. Globalisation, it seems, facilitates the emergence of opposing forces
rather than complementary beneficial outcomes.

These and other long-term problems associated with export-oriented globali-
sation have convinced internationalists that all nations, not simply impoverished
nations, should focus on import-replacement policies. Let me say upfront that an
import-replacement policy is not, as some believe, ‘anti-trade’. Nor does it require
the imposition of tariffs and quotas to protect inefficient and under-performing
industries. Import replacement is where a country increases the efficiency of pro-
duction to such an extent that it is able to produce a variety of goods at a lower
cost than it previously cost to import them. Thus, instead of earning an additional
$1billion from the production and exportation of more wheat, a country might
reduce import spending on cars by $1billion by becoming more efficient at auto-
mobile production. Clearly, from a balance of trade perspective, nothing is lost by
switching from an export emphasis to import replacement. But there is much to
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be gained. In the first instance, a successful import-replacement policy leaves a
country producing a greater variety of goods. This not only increases a country’s
self-sufficiency, it reduces its exposure to volatile global market forces.>® Next, the
production of a greater range of goods renders a country less reliant on exports as
a source of income, which in turn renders it increasingly free not to trade. Lastly,
over-specialisation in the quest for higher export income has brought with it rural
underdevelopment, urban overpopulation, and the loss and destruction of once
self-reliant communities. An import-replacement policy would do much to over-
turn these undesirable trends.

There are usually two responses to the criticism directed towards the globali-
sation of the international economy. Firstly, there is little evidence of widespread
industrial flight arising from disparate wages, working conditions, and environ-
mental standards. Secondly, globalisation has helped drag many people out of
abject poverty.

To the first point, a number of studies have been undertaken to verify or repudi-
ate the theory that capital moves to locations with weaker social and environmen-
tal standards—otherwise known as the ‘pollution-haven hypothesis’. The majority
of these studies support the position that differences in labour costs account for at
least some industrial flight (Leonard 1988; Hodge 1995; Garrod 1998; Ratnayake
and Wydeveld 1998). However, almost all studies lead to the conclusion that envi-
ronmental stringency has virtually no impact on the choice of production loca-
tion (Dean 1992; Pearce and Warford 1993; Jaffe et al. 1995; Garrod 1998). The
reason for this, it seems, is that the cost of adjusting to environmental standards
is minimal for all but a few highly pollutive industries and that avoiding such
costs through relocation is almost always absorbed by the cost of relocation itself
(Leonard 1988; Stevens 1993).

For some observers, the lack of conclusive statistical evidence means the ver-
dict is still out on whether variations in environmental standards cause industrial
flight (Hodge 1995; Field 1998; Ratnayake and Wydeveld 1998). As I see it, the
weakest aspect of the empirical studies so far undertaken is that they concen-
trate solely on the relocation of existing firms and industrials from high-GDP to
low-GDP countries. They have not considered three other potential manifesta-
tions of industrial flight, namely: (i) how many new industries have emerged in
low-GDP countries where, if not for the disparities in standards between rich
and poor nations, most would have emerged in high-GDP countries?; (ii) to what
extent is the low cost of adjusting to strict environmental standards due to stand-
ards in wealthy countries falling short of what is required to meet sustainability
and equity requirements, in which case if standards were suitably tightened, the
cost differential would be significant enough to induce the relocation of capital?;
and (iii) how much has the threat of offshore relocation discouraged the introduc-
tion of more exacting environmental standards in high-GDP countries or, worse
still, has led to the dilution of existing standards?>’ Until these questions have
been adequately answered, the apparent lack of any mass relocation of existing
industries from rich to poor nations cannot be used to disclaim the pollution haven
hypothesis.>®
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To the second point, most of the people purportedly dragged from poverty
by globalisation have gone from earning US$1 a day to a mere US$2 a day.
Although US$2 is better than US$1, it has been gained at the expense of envi-
ronmental degradation, social dislocation, and longer working hours. These con-
stitute welfare losses but are not highlighted by the globalisation advocates. Nor
are they reflected in a nation’s GDP, although they have played a significant role
in the recent decline in the per capita GPI of many countries, including China and
Thailand (see Fig. 2.8). Some globalisation supporters concede this fact but argue
that there is no alternative way for poor nations to progress. It is either globalisa-
tion or regress. This claim is nonsense. The incomes of people in poor countries
can be lifted without the degenerative effects of globalisation, just as incomes and
environmental and social standards were raised in today’s high-GDP countries
during the immediate post-World War 2 period (Lawn and Clarke 2008).

3.8.1 The WTO and Compensating Tariffs

To avoid the degenerative effects of globalisation, the world does not need coun-
tries disengaging from the global economy. What the world needs is a return to
fair and balanced trade and the restoration of comparative advantage as the princi-
ple governing international trade. Also required is a mechanism to cancel out the
non-efficiency-related cost advantages enjoyed by the producers of internationally
traded goods.

One potential solution is to permit countries with similar wages, tax regimes,
and environmental standards to freely trade with each other but impose ‘com-
pensating’ tariffs on countries with lower standards. To work effectively, the tar-
iff would need to reflect the undesirable cost advantage arising from disparities in
standards, not from genuine differences in the efficiency of production.”® Because
the abuse of compensating tariffs has the potential to trigger a degenerative tariff
war (see Bhagwati and Mavroidis 2007), a system of compensating tariffs would
need to be overseen by an international organisation. An important responsibility
of the chosen organisation would include the approval or otherwise of compensat-
ing tariff applications. The WTO would seem a likely candidate, although success
in this regard would require the WTO to radically revamp its anti-tariff attitude
regarding international trade matters.

In many ways, the WTO ought not to be antagonistic towards compensat-
ing tariffs. As it is, Article XX of the General Agreement on Tariffs and Trade
(GATT), which serves as the basis for the WTQO’s assessment of international
trade matters, permits the imposition of compensating tariffs on environmental
grounds, albeit under strict and narrowly-defined circumstances. Moreover, much
of the WTO’s rhetoric on international trade centres on its potential efficiency ben-
efits. As things currently stand, international trade in the presence of externalised
social and environmental costs leads to a grossly inefficient allocation of global
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resources. Introducing a system of compensating tariffs would do much to eradi-
cate this undesirable feature of globalisation.

Understandably, antagonism towards a system of compensating tariffs is likely
to come from those who would view it as a means by which rich nations can main-
tain their wealth advantage over the world’s poorest countries. There is no doubt
that a system of this nature would make it more difficult for many poor nations
to export their wares to high-GDP countries. However, this difficulty may not be
undesirable. Indeed, it may help to close the gap between rich and poor. Consider
the following response by Daly when asked about the possible implications of
internalising social and environmental standards into the prices of Third World
goods:

Granted this makes it harder for poor countries to export — so does a decent minimum
wage and the existence of free labour unions and the outlawing of child labour within the
poor country. In my view it is not all bad to make it harder for poor countries to export
to the US. It means that instead of planting all their land in bananas or fancy fruits and
flowers for export, the poor country might have to plant more rice and beans for its own
citizens. And to sell the rice and beans to its own citizens, it will have to worry about
their purchasing power — about domestic jobs and decent wages, and the distribution
of income within their country. And they might worry a bit less about cutting wages and
social benefits in order to be more competitive in the global market, as they must do in
the export-led model of development to which the IMF and WTO are so committed.
Admittedly, less export revenue will be available to buy expensive toys for the elite, but
even that might not be all that bad. Maybe they will begin to invest some of their surplus
in their own country.®

In other words, a system of compensating tariffs would force policy-makers
in the world’s low-GDP nations to treat the issue of domestic spending power
more seriously. In turn, it would compel policy-makers to implement meas-
ures to improve the distribution of income and wealth within their own nations.
Furthermore, to compete in the global market, low-GDP countries would need to
become genuinely more efficient, not increasingly attractive pollution havens and/
or cheap labour locales. Because this would gradually close the productivity gap
between the world’s rich and poor countries, it would help to bridge income dis-
parities across the globe.

3.8.2 A New System of Foreign Exchange Management

To restore balanced trade and the principle of comparative advantage, it is nec-
essary to restrict the international mobility of financial capital. Such a restriction
reduces industrial flight insofar as the mobility of financial capital is necessary to
gain from the international movement of human-made capital. If one cannot move
the profits generated elsewhere back home, there is little incentive to relocate pro-
duction in the first place. Importantly, capital immobility does not prevent goods
from being traded and consumed globally.
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Ultimately, a restriction on the international mobility of capital forces the own-
ers of capital to consider what goods should be produced domestically and where,
domestically, it is best to produce them. The former consideration is dictated by
the principle of comparative advantage, whilst the latter is dictated, in the domes-
tic context, by the principle of absolute advantage.

Unfortunately, a direct macro constraint on the international flow of financial
capital impedes the beneficial adjustment of exchange rates. There are, however,
two practical means of overcoming this predicament. The first would involve the
formation of John Maynard Keynes’ concept of an International Clearing Union
(ICU). Keynes’ plan, developed during the 1944 Bretton Woods conference, was
to have all international trade measured in terms of a neutral unit of international
currency called the ‘bancor’. Whereas exporting would accrue bancors, importing
would involve the expenditure of bancors. Each nation’s bancor account would be
tied to its currency through a fixed, albeit adjustable, exchange rate. By charging
a penalty fee on excess bancors (trade surplus) and overdrawn bancor accounts
(trade deficit), Keynes believed that countries would be induced to balance their
trade on the current account.

The second potential means of restoring the principle of comparative advantage
entails the creation of a lesser known IMPEX system of foreign exchange manage-
ment (Iggulden 1996). Operated at the national level, the IMPEX system would
involve the creation of an IMPEX facility in each country to deal with all inter-
national transactions. The facility, which would come under the supervision of a
country’s central bank, would operate under the following five rules:

. Every international transaction must pass through the IMPEX facility.

. All foreign currency must be exchanged for IMPEX dollars ($IMP).

. The purchase of foreign currency requires the possession of IMPEX dollars.

. No spending on imports is permitted unless there is sufficient ‘earned’ foreign
exchange available on the day (held in the form of IMPEX dollars) and only if
importers are willing to pay the price demanded by the possessors of IMPEX
dollars.

5. The buying and selling of the IMPEX dollars of any particular country is only

open to the citizens of that country.

AW N =

The exchange process in each country would operate as follows. When foreign
currency enters a country from export sales, the exporter would receive IMPEX
dollars based on the exchange rate between the domestic currency and the for-
eign currency earned. For instance, if an Australian exporter earned $US100
and the going exchange rate between an Australian and American dollar was
$US1.00 = $Aus1.20, the Australian would receive $IMP120 from the IMPEX
facility. The possessor of the SIMP120 would then be free to purchase another for-
eign currency in order to import foreign goods or, if he or she had no importing
intentions, to sell the IMPEX dollars to an Australian who does. The Australian
would not be permitted to sell the IMPEX dollars to a foreign national. Should
the Australian exporter want immediate conversion of the American dollars to
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Australian dollars, the earned IMPEX dollars would remain available for purchase
by potential Australian importers, but would be held by the IMPEX facility.

In the day-to-day buying and selling of IMPEX dollars, an IMPEX rate would
fluctuate relative to the domestic currency. For example, let’s assume that the
going IMPEX rate in Australia was 1.40. Should the amount of IMPEX dollars
demanded by Australians for import purposes increase relative to the IMPEX dol-
lars earned, the IMPEX rate would appreciate (i.e., rise above 1.40). On the other
hand, if the demand for IMPEX dollars fell relative to its supply, the IMPEX rate
would depreciate (i.e., fall below 1.40).

What, then, would Australians have to do if they required $US100 to import
American goods? Unless they were already in possession of IMPEX dollars, they
would firstly be required to purchase $IMP120 as per the going exchange rate
between the Australian and American dollar ($US1.00 = $Aus1.20). Secondly, to
purchase $IMP120, they would be required to part with $Aus168 as per the going
IMPEX rate of 1.40 (i.e., $Aus168 = $US100 x 1.20 x 1.40). Thus, in order for
Australians to import $US100 worth of American goods, it would cost Australians
$Aus168, not $Aus120 as per usual. Clearly, there would be two currency markets
in place—one being the traditional foreign exchange market; the other being the
domestic IMPEX market.

In the former market, exchange rates would continue to fluctuate as per nor-
mal because although the IMPEX system would ensure balanced trade, it would
still allow a country to have trade imbalances with individual countries. For exam-
ple, Australians might choose to import more American goods and fewer Japanese
goods, thereby leading to a deterioration in the terms of trade with the US but
an improvement in the terms of trade with Japan. Since, in these circumstances,
Australians would demand more American dollars and less Japanese Yen then,
ceteris paribus, the Australian dollar should depreciate relative to the former and
appreciate relative to the latter.

Operated along these lines, the IMPEX system would deliver three important
benefits. To begin with, by balancing trade, it would ensure the absence of unser-
viceably large foreign debts. Secondly, it would eliminate the destabilising impact
of currency speculation. Thirdly, the IMPEX system would restore the principle of
comparative advantage by eradicating much of the competitive (absolute) disad-
vantage that domestic producers suffer when strict environmental and social stand-
ards increase the cost of domestic production. In doing so, it would lessen the need
for compensating tariffs, although, for efficiency reasons, it would not eliminate
the need for them altogether.

How would the IMPEX system deliver the latter benefit? Let’s assume that a
national government introduces stricter environmental and workplace stand-
ards and this increases the cost of domestic production. This would increase the
prices of all domestic goods relative to foreign goods. One would expect exports
to decrease; the quantity of earned foreign exchange to fall; and available IMPEX
dollars to decline. On the import side, one would expect an increased demand for
imported goods and a corresponding rise in the domestic demand for IMPEX dol-
lars. The increasing demand and falling supply of IMPEX dollars would inflate the
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value of IMPEX dollars and increase the cost of imports. To a significant extent,
this would offset the price advantage enjoyed by the foreign producers subject to
much weaker standards. In other words, the IMPEX system would go a long way
towards internalising domestic environmental and social standards into the price of
‘advantaged’ foreign goods.5!

I should add that an IMPEX system of foreign exchange management need not
be as rigid as outlined here. It is possible for the IMPEX facility to make avail-
able a small quantity of ‘unearned’ IMPEX dollars. This would permit small trade
imbalances; allow for limited overseas borrowing/lending that could be of value
to poor nations requiring an injection of overseas investment funds; and incorpo-
rate some degree of flexibility into the system. Flexibility is required given that a
certain quantity of unearned IMPEX dollars must be issued to activate the system.
After all, if all nations introduced the IMPEX system and were forced to export
before they could import goods and services, a stalemate would ensue that would
only be resolvable by enabling at least one country to import without having first
exported. Only the availability of unearned IMPEX dollars could overcome the
stalemate.

Given the potential for foreign debts to become economically and ecologi-
cally unserviceable, there is a need for strict controls on the quantity of unearned
IMPEX dollars issued by an IMPEX facility. Ideally, unearned IMPEX dollars
would cease to be issued once a nation’s accumulated foreign debt reached a
small fraction of its sustainable income (e.g., 2 or 3 per cent of Sustainable Net
Domestic Product).®? A pre-assigned limit would also need to be imposed on the
quantity of foreign IMPEX dollars made available for sale to overseas investors.
This would prevent future interest payments exceeding a nation’s capacity to ser-
vice them.

Of the two systems outlined above, I prefer the IMPEX system of exchange
rate management. With the bancor system, the fees paid on excess and overdrawn
bancor accounts merely encourage countries to balance imports with exports. They
do not guarantee balanced trade. Conversely, with the IMPEX system, a means
exists by which the magnitude of permissible trade imbalances can be explicitly
regulated. There is also greater plasticity with the IMPEX system than the bancor
system, since the exchange rates of national currencies and IMPEX dollars remain
fully flexible.

3.8.3 Redirecting the Goals and Functions
of Bretton Woods Institutions

In order to satisfy the needs of an internationalist arrangement, the Bretton Woods
institutions of the World Bank, IMF, and World Trade Organisation (WTQO) must
operate in accordance with the charter upon which they were conceived.®3 I have
already explained the possible new role of the WTO in relation to compensating
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tariffs. In the case of the IMF, it must significantly limit the creation and alloca-
tion of special drawing rights to reduce the expansion of international liquidity. In
addition, the IMF must alter the conditionality of its loans to allow poor countries
to service their existing foreign debts in ways that do not cause short-term hard-
ship and long-term impoverishment.

The IMF was originally created to administer the international monetary sys-
tem. Assuming that an IMPEX system of foreign exchange management was
introduced, the IMF is ideally placed to oversee its operation. Working in conjunc-
tion with the central banks of each participating country, the IMF would moni-
tor the issuing of IMPEX dollars and ensure the trade in IMPEX dollars complied
with the system’s five critical rules.

As for the World Bank, a greater proportion of its investment capital should
be distributed to help low-GDP countries acquire much needed human-made
capital and technology. In countries where environmental degradation is severe,
funds should also be used to rehabilitate and restore natural capital stocks. Not
only would this raise the productive capacity of needy nations—a primary reason
for the World Bank’s creation—it would facilitate the narrowing of the technol-
ogy and income gaps between rich and poor countries. Bridging the technology
gap would enable low-GDP countries to compete with wealthy nations on genuine
efficiency grounds without the need for low wages, poor working conditions, and
weak environmental standards. This would increase the profits that are internally
generated and retained, which, presumably, would boost domestic investment lev-
els and strengthen a nation’s self-sufficiency.

Notes

1. There are, of course, many policy goals applicable to achieving sustain-
able development. The three policy goals listed here are best thought of as
all-encompassing categories where: (i) the first goal captures the ecological
dimension of sustainable development; (ii) the second goal captures the social
and ethical dimension; and (iii) the third goal captures the economic dimen-
sion. For example, the second goal of distributional equity would include
more than just considerations about the distribution of income and wealth. It
would also include political and social justice concerns.

2. Whether a good is directly ‘consumed’ or ‘used’ depends on whether it is a
durable or a non-durable good. Non-durable goods such as food, beverages,
and petrol are consumed. Durable goods such as cars, televisions, and clothes
are used. Whilst durable goods are not directly consumed, they depreciate
over time.

3. Mainstream economists acknowledge that markets cannot ensure distribu-
tional equity.
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. The term ‘Pigouvian taxes’ has been applied to the internalisation of environ-

mental externalities into market prices since the work of Pigou (1932).

. These are broad-based terms to describe the policy instruments required to

resolve the three policy goals. See Daly (1991, 1996) and Lawn (2000, 2007)
for more detail.

The increase in hourly wage rates is dependent upon workers being able to
share in the increased profits that arise from the production of better quality
goods.

At low real wage rates, the labour supply curve for an individual is typically
upward sloping insofar as an individual worker will generally be willing to
work more hours as their real wage rate rises. However, once real wage rates
and consumption levels are very high, the marginal benefit of additional work
(i.e., the marginal benefit of consumption) becomes quite small. At some
point—that is, once a particular real wage rate is reached—the marginal ben-
efit of leisure exceeds the marginal benefit of consumption. It is above this
real wage rate that an individual’s labour supply curve is downward sloping
or backward bending in the sense that a rise in the real wage will induce the
worker to increase their leisure time (and reduce their work time).

. In actual fact, taxes received by currency-issuing central governments do not

increase their spending power. As a consequence, currency-issuing central
governments do not technically earn revenue from taxation. Taxation involves
the destruction of private-sector spending power. Following the imposition of
a tax, private-sector banks accounts held at the nation’s central bank are deb-
ited. However, despite there being a double-book ‘T’ account entry, there is no
crediting of a government account. Central-government spending involves the
creation of high-powered money (net financial assets) out of nothing and its
insertion into the economy via the central government’s spending. Assuming
the government has hired labour and/or purchased goods and services gener-
ated by the private sector, private-sector accounts are credited but there is no
actual debiting of a government account. In reality, therefore, a central gov-
ernment surplus constitutes a ‘net financial asset-destroying fiscal stance’ and
a deficit constitutes a ‘net financial asset-injecting fiscal stance’. Thus, if a
currency-issuing central government achieves tax-revenue neutrality follow-
ing the alteration of tax rates, it is merely leaving unchanged the difference
between the net financial assets it is injecting into the economy and those it
is destroying. However, for the sake of exposition, I shall continue to refer to
the destruction of net financial assets from taxation as equivalent to raising tax
revenue. The issue of tax revenue and government spending is better left to an
alternative forum. For more, see Mitchell and Muysken (2008).

Redistribution is also important given that depletion/pollution taxes do not
discriminate between rich and poor and are therefore regressive.

Why the highest bidders? Presumably those who are willing to pay the
highest price to obtain a permit are those able to add the most value to the
resources they wish to secure (i.e., are able to sell the end product made
from the resources at the highest price). Hence, selling to the highest bidders
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is likely to better facilitate qualitative improvements in all newly produced
goods. Of course, the capacity to pay a higher price for a permit is also a key
factor. Being rich is likely to confer an advantage when bidding for permits.
This conceded, the extent of the advantage of the rich—which applies to the
purchase of all things—is a matter of distribution, which ought to be dealt
with by ensuring an equitable distribution of income and wealth. It might also
be an issue of market power. This can be dealt with by ensuring all markets
are suitably ‘contestable’ (Baumol et al. 1982; Lawn 2000) and by limiting
the number of permits that any individual or entity can purchase.

Short permit life-spans would also massively reduce the incentive for people
to engage in the speculative buying and selling of permits.

By this I mean, firstly, the incorporation of quantitative limits to achieve eco-
logical sustainability; secondly, the public capture of scarcity rents and their
redistribution to achieve distributional equity; and thirdly, the internalisa-
tion of ecological limits into renewable resource prices to facilitate allocative
efficiency.

In both cases, it is necessary to police resource buyers and sellers to prevent
abuse of the system. Hence, there is no logistical advantage here.

Of course, cap-auction-trade systems are not immune from bureaucratic error.
Whether they assist in achieving ecological sustainability depends largely on
how accurately the sustainable rate of throughput is estimated. If an over-
estimation is made and too many permits are auctioned off, the incoming
resource flow will exceed the maximum sustainable rate. Should depletion/
pollution taxes be preferred, any overestimation of the maximum sustainable
rate of throughput will result in insufficient tax rates. Hence, the possibility of
error does not amount to an argument against cap-auction-trade systems. To
avoid any problems that might emerge from incorrectly estimating the maxi-
mum sustainable rate of throughput, it would be wise to adopt a ‘precaution-
ary’ approach and limit the incoming resource flow and the number of permits
sold to, say, 75 per cent of the estimated maximum sustainable rate.

In doing so, one satisfies the condition of ‘strong sustainability’. See Lawn
(2007).

As a means of illustration, if 50 units per year is the maximum quantity of
renewable matter-energy cultivatable from an investment of the non-renew-
able resource in question, the sustainable exhaustion schedule increases to
19 years (20 extractions) and the annual amount of non-renewable matter-
energy available for production purposes falls from 38.61 to 31.16 units of
low-entropy matter-energy.

Public goods exhibit two main characteristics: (i) non-rivalry in consump-
tion/use; and (ii) non-excludability in consumption/use. It is because of these
features that it is often financially unviable for the private sector to provide
public goods in sufficient quantities (DeSerpa 1988). This explains why the
public goods problem constitutes a form of market failure and why there is a
need for governments to provide public goods.

Wilson believes it should be more in the region of 50 per cent.
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This in many ways supports the proposition that a lack of economic independ-
ence of women—often the poorest citizens in many countries—reduces the
capacity of women to reduce birth rates.

Having a government authority administer the market for transferable birth
licences would provide a reputable clearing-house for unsold licences. This
would enable the number of outstanding licences to be tallied and guarantee
sellers a fair price for their licence. It would also ensure that people are not
forced to sell their licence under duress. Meanwhile, a government authority
could provide counselling services and ‘cooling off” periods (say, one week)
to ensure individuals are making rational and calculated decisions.

People below the age of eighteen would not be encouraged to use their
licences and, in many countries, would be below the age of consent. However,
teenage pregnancies do occur and licences would be forfeited if such people
went through with the birth of the child.

Under the scheme, child rearing would not be the exclusive preserve of het-
erosexual couples, or couples at all, for that matter. Surrogacy, donated sperm,
and in vitro-fertilisation would enable homosexual couples and single people
to make use of their freely allotted birth licence and any purchased licences.
Because of the so-called ‘one-child’” policy first adopted in China in 1978,
China’s 2008 population was estimated to be 300-400 million people less
than what it would have been without the policy. Criticism has been directed
at the one-child policy because of the abuses associated with the preference
many Chinese have for a boy over a girl. This is a separate human rights issue
that cannot be attributed directly to the one-child policy.

A negative income tax involves a person receiving a universal cash payment
from the central government (demogrant) that exceeds what he or she pays
in the form of income tax. The amount of a negative income tax therefore
constitutes the difference between the cash payment and the total income
tax paid. For example, if the minimum cash payment is $10,000 per year
and the marginal tax rate on all income is 40 per cent, then a person with an
income of $20,000 per year would have an annual tax bill of $8,000 (i.e.,
$20,000 x 0.40). They would therefore retain $12,000 per year, meaning they
would receive a negative income tax of $2,000 (i.e., $10,000 — $8,000). For a
person earning $25,000, their tax bill of $10,000 (i.e., $25,000 x 0.40) would
be equal to the minimum cash payment. Clearly, only people with incomes
above $25,000 per year would pay a positive income tax. For example, for a
person earning $50,000, their tax bill is $20,000 (i.e., $50,000 x 0.40), and
their positive income tax is $10,000 (i.e., $20,000 — $10,000).

Although it is not the aim of the Job Guarantee scheme to compete against
the private sector for labour, workers are free to quit their private-sector job,
if dissatisfied, and accept a Job Guarantee occupation. This allows the govern-
ment to indirectly impose on the private sector a minimum hourly wage and
minimum conditions of employment.

The NAIRU differs to the natural rate of unemployment. The natural rate arises
as a consequence of people moving between jobs or because of an imbalance
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between the location and skills of the unemployed and those of the jobs on
offer. It is a rate of unemployment independent of the rate of price inflation.
The NAIRU, on the other hand, exists entirely in the context of a non-acceler-
ating rate of price inflation. It is therefore possible for the NAIRU to exist at an
unemployment rate where structural unemployment is quite prevalent. In most
cases, the NAIRU is slightly higher than the natural rate of unemployment.

The NAIRU is typically around 5-6 per cent of the labour force in most
countries.

The higher is the interest rate, the greater is the opportunity cost of employing
cleaner production techniques. See Lawn (2007, Chap. 13).

An increase in aggregate demand is still permissible, even with cap-and-trade
systems in place, if a nation’s current rate of resource use is well within eco-
logically sustainable limits.

Hyperinflation would result if the financial claims on real goods and services
remained largely unchanged, but, as a consequence of the withdrawal of
labour, the quantity of goods and services for sale dramatically declined. The
same purchasing power would be chasing fewer goods and services, thereby
devaluing the currency (inflation).

By a nation’s real income, I mean all real output irrespective of whether it is
included in a measure of a nation’s real GDP.

This would not apply to old-age pensioners and people on disability-support
payments. These people would still receive the full payment.

One would prefer to see traditional non-paid work remain unpaid on the basis
that it constitutes an integral part of a nation’s social capital. But if market
forces have the propensity to deplete social capital (Hirsch 1977; Daly and
Cobb 1989), the preservation and replenishment of social capital may require
non-pecuniary assets to be valued in the same way as other assets. If so, the
case for a modified basic income guarantee is further enhanced.

A 100 per cent marginal tax rate on income beyond a certain income thresh-
old is not as unrealistic as many people believe. In fact, recent moves by G20
leaders to cap executive salaries indicates that income caps are politically fea-
sible and socially acceptable.

This takes into account the concessions received by old-aged pensioners with
respect to transport, health, rental assistance, and utility bills.

0.7 per cent of real GDP was the figure agreed to by wealthy donor coun-
tries when making pledges as part of their Monterrey (2002) and Gleneagles
(2005) aid commitments.

Two other key areas related to property rights—namely, universality and the
transferability of property—are generally well covered by property rights
legislation.

The size of royalty payments would be determined by a government depart-
ment dealing with patent and copyright applications. The department would
set the payments at a level which provides the creators of knowledge an ade-
quate financial return on their investment without pricing prospective users of
the knowledge out of the market.
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By altering human behaviour, the information provided by governments can
sometimes reduce the initial emergence of inefficiencies and externalities
(Kennedy et al. 1994). Indeed, in some cases, government-provided informa-
tion can act as a form of ‘moral suasion’—a case where governments con-
vince citizens they have a moral obligation to refrain from behaving in ways
that are detrimental to society (Kahn 2005).

I have already explained how the potential information problem should be
dealt with by governments.

Nor, at this point, is it beneficial for polluters to receive a payment to further
reduce their pollution levels.

In both cases, allocatively efficient outcomes ensue. See Perman et al. (2003)
for a diagrammatic explanation.

What’s more, the ongoing trade in depletion/pollution permits ensures that the
embedded scarcity tax varies in accordance with changing market forces. It is
therefore a low-cost means of achieving allocative efficiency.

In other words, without government intervention, the macro-allocation of
the incoming resource flow to the public sector is inevitably insufficient,
thus resulting in the provision of too few public goods. Macro-allocation is
a relatively new term used by ecological economists to distinguish between
the resource flow respectively allocated to the private and public sectors (Daly
and Farley 2004).

A normal economic profit is one where the accounting profit earned (i.e., rev-
enue less explicit costs) is equal to implicit costs. Implicit costs constitute the
foregone value of the next best use of time and capital.

For a detailed and rigorous explanation of contestable markets and the impor-
tance of sunk costs, see Baumol et al. (1982).

Privatisation involves the sale and subsequent transfer of public assets to the
private sector. Corporatisation, on the other hand, involves the introduction of
private enterprise-based objectives and practices to the operations of govern-
ment instrumentalities.

Private banks cannot exactly create money out of nothing since the creation of
something out of nothing is forbidden by the first law of thermodynamics. All
money has some physical dimension, even in cases when its creation involves
a simple increase in the credit value of a deposit account on a computer hard-
drive. The term ‘created out of nothing’ in the context of money is therefore
designed to indicate that banks can create money without the need for reserve
money to fully support it.

The increase in the financial claims on real wealth are denoted as AM = M! — M.
The increase in the monetary base would require the issuance of more non-
interest-bearing fiat money by the central government.

Seigniorage is the difference between the monetary value of a money token
and the cost of producing and maintaining the token. Seigniorage provides
a money-creating entity considerable power to obtain real resources and/
or goods and services. For example, if an entity can create $100 of spend-
ing power, it can claim $100 of real wealth. If the creation of the $100 only
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requires the entity to expend (forego) $1 of real resources, the entity can
obtain $99 of real wealth simply through its power to create money. This
entity would enjoy $99 of seigniorage.

In earlier work, the GPI was referred to as an Index of Sustainable Economic
Welfare (ISEW). It has also been labelled a Sustainable Net Benefit Index
(SNBI) (Lawn and Sanders 1999; Lawn 2000).

While there are often disparities between the non-price rules of different
states or provinces in a given country, they are usually much smaller in mag-
nitude than the disparities between different nations.

Price-determining parameters are the various economic, social, and environ-
mental factors that constitute the institutional context within which a particu-
lar market operates. As such, these parameters influence or ‘determine’ the
market price for different goods and services. Examples include natural capi-
tal services, human know-how, cultural norms and beliefs, as well as individ-
ual tastes and preferences (d’Arge 1994).

There are, however, a number of countries with very large foreign debts that
appear quite serviceable. According to Pitchford (1990), most foreign debts
are of little concern since many are the result of numerous rational arrange-
ments established between domestic borrowers and foreign lenders. While
this may be so, one must be careful not to fall victim to the fallacy of compo-
sition. Micro rationality can lead to macro irrationality if transactions between
individuals and entities across international borders are incommensurate with
the social and environmental standards of the countries in which they reside.
Self-sufficiency was promoted as a desirable national goal in the United
Nations Report on the World Summit on Sustainable Development held in
Johannesburg in 2002.

This last question is particularly pertinent to the climate change issue. In
many high-GDP countries, the concern about the loss of industries and associ-
ated jobs has led many governments to avoid introducing an emissions-trading
system or emissions tax.

More recent work by Cole and Fredriksson (2013) has provided statistical
support for the proposition that the impact of environmental standards on for-
eign direct investment is deterring governments from introducing stringent
environmental regulations.

Compensating tariffs would be protectionist insofar as they would protect
hard-won social and environmental standards. They would not be protection-
ist in the sense of shielding genuinely inefficient industries. If, following the
imposition of a compensating tariff, the price of a Third World good remained
lower than in a high-GDP country, the compensating tariff would not prevent
the producer in the rich country from being competed out of existence. In
other words, the compensating tariff would not preserve a genuinely ineffi-
cient producer in a high-GDP country.

Taken from an internet seminar on Herman Daly’s book, Beyond Growth
(http://csf.colorado.edu/seminars/ daly97/proceedings).
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61. It would not internalise standards entirely because the appreciation of domes-
tic IMPEX dollars would affect the willingness to import all foreign goods,
not simply the ‘advantaged’ foreign goods. Hence, the need for compensating
tariffs remains.

62. A 2 to 3 per cent rate is consistent with the regeneration rate of most renewable
resource stocks—in effect, the interest rate generated by the natural capital that
all nations are ultimately reliant upon.

63. The WTO emerged out of the General Agreement on Tariffs and Trade
(GATT), an original Bretton Woods institution.



Chapter 4
A Sustainable Versus a Growth-as-Usual
Scenario

4.1 Introduction

My aim in this chapter is to simulate a ‘sustainable’ (steady-state) scenario and
a ‘growth-as-usual’ scenario and compare the results. There are three good rea-
sons for performing this exercise. Firstly, it reveals the structural changes required
to achieve a safe emissions target consistent with the broader goal of sustain-
able development. Secondly, it enables one to assess and compare the plausibil-
ity of a conventional emissions scenario and what many would regard as a more
radical emissions scenario. As we shall see, the radical scenario—the sustainable
scenario—is entirely feasible but the growth-as-usual scenario is not. Finally, con-
sideration of the plausibility of both scenarios can provide valuable input when
designing a global emissions protocol and the various policy institutions that
would be embodied in it, including a global emissions-trading system.

I should point out that the simulation exercises conducted in this chapter con-
stitute a major departure from most economic approaches to the climate change
problem. Almost all mainstream approaches involve the use of a conventional
benefit-cost analysis where, invariably, a so-called optimal concentration of green-
house gases is determined by equating the marginal benefits and marginal costs
of climate change mitigation. The approach adopted in this chapter is strictly tar-
get-based.! By this I mean that a number of desirable targets are pre-determined
and the structural adjustments required to achieve them are then simulated, which
requires assumptions to be made about renewable resource potentials, carbon
sequestration possibilities, and the rate of technological progress. In this sense,
the pre-determined targets serve as the guiding parameters for the simulation
exercises. This stands in direct contrast to a conventional benefit-cost analysis
approach where no desirable targets or outcomes are initially assumed.
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4.2 A Sustainable Emissions Scenario

4.2.1 Setting the Guiding Parameters
Jor a Sustainable Emissions Scenario

This first major section of the chapter focuses on the simulation and plausibility of
a sustainable emissions scenario. In order to establish the guiding parameters for
such a scenario, it is first necessary to resolve the following:

e What constitutes the dividing line between a sustainable and unsustainable
economy? In other words, what constitutes the maximum sustainable scale of
national economies and the global economy as a whole (Sg in Fig. 2.4)?

e Given that sustainable development requires gravitation towards the optimal
macroeconomic scale (i.e., where sustainable economic welfare is maximised),
what level of economic activity approximates the optimum (S= in Fig. 2.4)?

Answers to the first dot point are crucial because, first and foremost, the objec-
tive of the international community must be an emissions trajectory consistent with
ecological sustainability. To achieve this, humankind must not only avoid a poten-
tially catastrophic concentration of greenhouse gases in the Earth’s atmosphere,
it must ensure that the aggregate rate of resource use is ecologically sustainable.
Since the total rate of resource use is very much a function of human population
numbers, it will also be necessary, as explained in Chap. 3, to stabilise the human
population at a level consistent with the ecosphere’s long-run carrying capacity.

The answer to the second dot point is crucial because, once national econo-
mies are operating sustainably, further economic adjustment is required to deliver
higher levels of economic welfare. However, to know how far and in what direc-
tion the adjustment should take, it is necessary to determine the per capita real
GDP that approximates an optimal macroeconomic scale. Once known, the opti-
mum can become the nation’s long-term macroeconomic target.

4.2.2 Ecological Sustainability: Avoiding
Catastrophic Climate Change

In Chap. 1, it was argued that a safe concentration of greenhouse gases is one that
will limit global warming to no more than a 2 °C rise above pre-industrial lev-
els. To ensure this, it was argued that the concentration of greenhouse gases must
not exceed 450 ppm of COs-e. If we therefore assume that a stabilisation level
of 450 ppm should be the aim of a post-Kyoto emissions protocol, the question
that arises is: What emissions trajectory should we follow to achieve a 450 ppm
target? This question is an important one because the concentration of greenhouse
gases at any point in time is primarily a function of cumulative emissions levels.
As a consequence, a multitude of emissions pathways can lead to stabilisation
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at a desired greenhouse gas target (IPCC 2000, 2007a, b, c; den Elzen and
Meinshausen 2006; Stern 2007; Anderson and Bows 2008).

In order to select one of the many emissions trajectories that would satisfy the
450 ppm target, the following should be borne in mind. Firstly, the shallower are
the initial reductions in greenhouse gas emissions, the deeper the cuts must be in
future years to stabilise at the desired concentration level. Secondly, because of
the path-dependent nature of economic systems (David 1985; Arthur 1989), deep
initial reductions in greenhouse gas emissions are likely to increase the ease and
reduce the relative cost of having to make future emissions reductions. Thirdly,
although it is possible to overshoot a stabilisation target by a considerable margin
and later achieve it through a combination of massive emissions reductions and
high rates of carbon sequestration, the potential warming effect of climate inertia
suggests that excessive overshoot trajectories are best avoided (Meinshausen 2006;
Stern 2007; Hansen et al. 2008).2 A desirable emissions trajectory must therefore
involve deep initial emissions cuts (Stern 2007; IPCC 2007a; Garnaut 2008). A
smooth rate of decline in greenhouse gas emissions is also likely to be more desir-
able than a trajectory interspersed with abrupt emissions reductions.

In many ways, little additional effort has been made at recent UNFCCC meet-
ings to quell rising emissions levels. This is because global emissions have been
significantly determined by the obligations pertaining to the Kyoto Protocol,
which were extended at the 2012 conference in Doha (COP-18). Emissions have
also been strongly influenced by the underlying growth rate of the global econ-
omy. Given the reductions in emissions required by many Annex I nations to meet
their Kyoto obligations plus the impact of the global ‘GDP’ recession, which has
endured in many countries, the growth in global emissions has remained subdued
in recent years. Emissions levels beyond 2015 will be largely determined by what-
ever emissions protocol emerges from a future UNFCCC conference and when or
whether nations begin the transition to a steady-state economy.

Let’s assume a slight rise in global emissions between 2010 and 2015—the
consequence of existing Kyoto obligations and the fact that concerted efforts to
further limit global emissions will not come into effect until after 2015. Should
emissions peak around 2015, Anderson and Bows (2008) have shown that stabi-
lising greenhouse gases at 450 ppm of CO,-e without any major overshoot® will
require a 4 per cent annual reduction in global emissions.* Of this, there will need
to be a 6.5 per cent annual reduction in process-related CO, emissions.’

The Anderson and Bows trajectory is more stringent than what is generally
considered necessary to achieve a 450 ppm target.® There are two reasons for this.
Firstly, new evidence has emerged regarding the impact of temperature changes
on carbon-cycle feedbacks and its effect on the absorptive capacity of natural car-
bon sinks (Cox et al. 2006; Jones et al. 2006; Friedlingstein et al. 2006; Canadell
et al. 2007; Le Quéré et al. 2007). The updated evidence indicates that a rise in
global mean temperatures will reduce the ecosphere’s capacity to store carbon
emissions much more than previously anticipated. Secondly, recent empirical data
reveals that greenhouse gas emissions have risen faster than the rates assumed in
most studies (Raupach et al. 2007). Because of these two factors, much deeper
emissions cuts will be required to achieve a specific stabilisation target.
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The emissions trajectory recommended by Anderson and Bows (2008) to
achieve a 450 ppm stabilisation target is illustrated in Fig. 4.1. The annual green-
house gas emissions applicable to this trajectory will serve as our first sustainabil-
ity parameter. Of particular note is that annual process-related CO; emissions must
be reduced to negligible levels by the end of the 21st century. Unquestionably, the
achievement of such a target will require all countries to be included in any new
emissions protocol. It will also require high-GDP nations, as major beneficiaries of
past emissions, to undertake massive emissions reductions in the years up to 2050.

4.2.3 Ecological Sustainability: A Sustainable Population
and a Sustainable Rate of Resource Use

To ensure that the rate of resource use is ecologically sustainable, it will be
assumed that the global ecological footprint is an appropriate indicator of aggre-
gate resource use. Clearly, to operate sustainably, the global ecological footprint
must be no greater than the Earth’s biocapacity. For precautionary reasons, it will
be assumed that ecological sustainability requires humankind to reduce its ecolog-
ical footprint to 90 per cent of the Earth’s biocapacity.” The 90 per cent factor will
thus serve as our second guiding sustainability parameter.

The third and final sustainability parameter—a maximum sustainable human
population—is a difficult parameter to estimate because it depends on the average
per capita resource consumption of the future. This, in turn, depends on: (i) the per
capita real GDP that approximates an optimal macroeconomic scale; (ii) the rate of
resource-saving and pollution-reducing technological progress; and (iii) whether
nations are willing to make the transition to a steady-state economy and, if so,
whether they are willing to stabilise their economies at the estimated optimal scale.

Ideally, humankind would bring the global ecological footprint into line with
the Earth’s biocapacity before 2050 and further reduce the footprint to satisfy the
90 per cent precautionary factor soon after. Assuming a rapid rate of technological
progress and the willingness of all nations to adjust to an optimum per capita GDP,
achieving a sustainable human population will require population numbers to peak
by around 2060 and be no more than 8 billion by the end of the century. Achieving
this ambitious population target will require, where needed, the introduction of
population stabilisation programmes described in Chap. 3.

4.2.4 Increasing Economic Welfare: Moving to the Optimal
Macroeconomic Scale

We are now left with the task of determining the optimal per capita GDP. Genuine
Progress Indicator (GPI) studies have indicated that the sustainable economic wel-
fare of high-GDP nations has ceased to rise once per capita GDP reaches a level
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between Int$15,000 and Int$20,000 (2004 prices). At first blush, this suggests that
the optimum is somewhere within in this range. However, it was pointed out in in
Chaps. 2 and 3 that the economic welfare of some poorer nations has started to
decline at lower levels of per capita GDP (e.g., China and Thailand). This suggests
that the optimum could now be much less than Int$15,000.

In a world actively seeking to achieve sustainable development, there is good rea-
son to discount the second factor when determining the optimal per capita GDP. As
explained in Chap. 2, the early decline in the economic welfare of poor nations ought
to be reversible if high-GDP countries, by reducing the physical scale of their own
economies, provide the ecological space for low-GDP nations to enjoy an extended
phase of welfare-increasing growth. Since our main interest lies in a sustainable
emissions scenario, we shall assume that high-GDP countries will make the transi-
tion to a smaller, albeit qualitatively superior economy, which will allow the eco-
nomic welfare of the world’s poor nations to rise as their per capita GDP increases.

With the second factor excluded, where in the Int$15,000-$20,000 range might
the optimum lie? There are two key influences worth considering. Firstly, the
global ecological footprint is presently 50 per cent larger than it was when high-
GDP nations reached their per capita welfare peak in the 1970s and 1980s (Global
Footprint Network 2008). Even if there is a gradual decline in humankind’s eco-
logical impact, the large footprint will guarantee that the marginal cost of global
economic activity remains high for some time to come, thus placing considerable
downward pressure on the GPI. Secondly, the world’s population is much larger
than it was and will inevitably rise regardless of the measures taken to quell its
growth. Consequently, I believe that Int$15,000 is the probable per capita opti-
mum.3 It will therefore serve as our welfare-maximising parameter.”

Before moving on, it is important to say a few things about a per capita optimum
of Int$15,000 and its efficacy as a macroeconomic target. For high-GDP nations,
the target implies a need to reduce per capita consumption to levels reminiscent of
the 1970s/80s. Many would see this as a self-imposed recession that would lead to
widespread suffering not seen since the 1930s Great Depression. There is no doubt
that, in a growth-dependent economy, a sharp fall in GDP leads to considerable
hardship.10 Nonetheless, we have seen that excessive GDP levels can also be det-
rimental (see Figs. 2.7 and 2.8). The fact that an increase in hardship can be mini-
mised by augmenting GDP when a nation is in possession of a growth-dependent
economy does not imply that GDP growth beyond the optimal scale is desirable.

What needs to be understood is that an increase in hardship need not occur if
the decline in GDP constitutes a necessary step in the transition to a qualitatively-
improving steady-state economy. Through the implementation of appropriate poli-
cies, it should be possible to increase the service-yielding quality of most goods;
improve the equity of wealth ownership; augment the productivity of labour; and
reduce many social costs. At the same time, it should also be possible to increase the
technical efficiency of production; improve the recycling rates of waste materials;
augment the productivity of natural capital; and develop more sensitive resource-
extraction techniques. If achieved, these advances would significantly increase the
GPI of wealthy countries. The GPI would also be given a boost by reductions in
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real output given that a physically smaller economy would further reduce the uncan-
celled costs of economic activity (lost natural capital services). Thus, by the time
high-GDP nations would be stabilising their per capita GDP at an optimal value of
Int$15,000, the economic welfare being delivered would be considerably higher
than the welfare once generated by the same per capita GDP in the 1970s/80s.
Mainstream commentators would argue that GDP growth combined with quali-
tative change would produce the best of all welfare outcomes. There is little doubt
that a qualitative emphasis would generate a better outcome than a policy focused
on growth alone. But the economies of high-income nations would still be larger
than their optimal scale. Hence, the marginal benefits of qualitatively better growth
would still be less than the additional costs associated with an excessively large
economy. Furthermore, if rich countries undertake more growth, most will have
economies that are considerably larger than their maximum sustainable scale. The
failure to recognise this and the fact that, at some point, sustainable economic wel-
fare can only be augmented by operating a qualitatively-improving steady-state
economy reflects a widespread misunderstanding of the disparate welfare-gen-
erating potentials of the steady-state alternative and that of a shrinking growth-
dependent economy or an economy that has grown well beyond its optimal scale.

4.2.5 Assumptions

We are now in a position to simulate the sustainable emissions scenario. In
what follows, annual global emissions will adhere to the trajectory prescribed
by Anderson and Bows (2008) to ensure greenhouse gas emissions stabilise at
450 ppm of CO»-e. As for real Gross World Product (GWP), it will vary in accord-
ance with physical production possibilities; the need to reduce the global ecologi-
cal footprint to at least 90 per cent of the Earth’s biocapacity; and the desire to
settle at an optimal per capita GWP of Int$15,000 (2004 prices).

Before the sustainable emissions scenarios can be presented and assessed, it
is first necessary to outline the assumptions employed. In sum, the following has
been assumed:

e Annual greenhouse gas emissions begin in 2010 at 53.2 Gigatonnes of CO;-e
(GtCO»-e) and peak in 2015 at 54.0 GtCO»-e.!! The peak comprises non-CO,
and land use-related emissions of 21.9 GtCO;-e and process-related CO; emis-
sions of 32.1 GtCOz-e. Non-CO, and land use emissions eventually fall to a
floor level of 7.5 GtCO»-e (Anderson and Bows 2008).

e The global population in 2010 is 6.92 billion. Due to population stabilisation
programmes, the annual population is thereafter determined by the following
equation:

PPop(t)

PP = 10200 @D
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where Pop(f) = population in year t; PPop(t) = projected population in year ¢
(without stabilisation measures); fyp = 2010.

e In 2010, the ecological footprint is 18.22 billion global hectares and the Earth’s
biocapacity is 13.29 billion global hectares. The footprint/biocapacity ratio in
2010 is 1.37 (Global Footprint Network 2008).

e The biocapacity of each global hectare increases annually in line with advances
in the productivity of natural capital at the rate described by the following
equation:

BC(t) = BC(2010)

1+ 76— 1= 200 42
X [$,¢ —/.0— —— .
p 100 4.2)

where BC(f) = per hectare biocapacity in year #; BC(2010) = per hectare bioca-
pacity in year 2010; # = any year from 2011 onwards.

e The total number of bioactive hectares declines by 0.1 per cent in any year
where the biocapacity is exceeded by the ecological footprint (i.e., where there
is an ecological deficit). No downward adjustment is made to global biocapacity
to account for the likely impact of rising global temperatures.'?

e The annual resource flow used for production purposes changes in direct pro-
portion to the change in the global ecological footprint.

e Real GWP is a function of the annual resource flow and the technical efficiency
of production. The production function for real GWP is:

GWP = [1 —exp (—B.Kn)] x R (4.3)

where Ky is a combined factor of producer goods and labour; f = the state
of resource-saving technology; R = the annual resource flow (reflected by the
annual change in the global ecological footprint); [1 —exp(—ﬂ.KH)} = the
technical efficiency of production (E); and 0 < E < 1.

e (.Kp constitutes the human-made production factor and is augmented at the
rate of 2.3 per cent per annum.

e In 2010, real GWP is Int$61.0 trillion (2004 prices); E = 0.25; and
B.Kp = 0.29.

e To begin the transition to ecological sustainability, the global ecological foot-
print is reduced at the rate of 1 per cent per year until the footprint/biocapacity
ratio falls to 0.9.

e Upon reducing the footprint/biocapacity ratio to 0.9, the reduction in the eco-
logical footprint is momentarily suspended to minimise the remaining time it
takes to reach the optimal per capita GWP of Int$15,000.

e Upon reaching the optimal per capita GWP, a 1 per cent annual decline in
the ecological footprint is resumed. By reducing the ecological footprint, the
uncancelled costs of economic activity are further lowered. This progres-
sively increases the sustainable economic welfare enjoyed at the optimal
macroeconomic scale.
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Let me just say a few things about some of the above assumptions. Firstly, the
0.1 per cent reduction in the total number of bioactive hectares in any year where
the ecological footprint exceeds the Earth’s biocapacity reflects the fact that an
ecological deficit diminishes the stock of natural capital and, in doing so, reduces
the number of bioactive hectares available to generate a flow of resources, absorb
wastes, and provide life-support services.

Secondly, the annual increase in the productivity of each global hectare dimin-
ishes over time. As per Eq. (4.2), the biocapacity of each global hectare increases
by 0.05 per cent in 2011 and diminishes thereafter. By 2100, the annual increase
declines to 0.02 per cent.

Thirdly, the starting value of £ = 0.25 in 2010 is based on a potential factor-
four increase in the technical efficiency of production (Weiszacker et al. 1998).
Given this assumption, it follows from the production function equation that the
starting value for the combined human-made factor of production, 8.Kg, is 0.29
(.e., [l —exp(—0.29)] = 0.25).

Fourthly, the production function for real GWP (Eq. 4.3) is an example of a
Bergstrom production function (Ayres and Miller 1980; Lawn 2007). It is a non-
conventional production function designed to obey the first and second laws of
thermodynamics. As such, it embodies a number of key features. To begin with,
it treats low-entropy resources as the only true input of the production process—
the ‘material’ cause of production. At the same time, it treats producer goods and
labour, not as inputs per se, but as the resource-transforming agents of the produc-
tion process. That is, the Bergstrom production function treats producer goods and
labour as the ‘efficient’ cause of production (Daly 1996, 2008).

Next, despite allowing producer goods to adequately substitute for labour, and
vice versa, the Bergstrom production function does not permit producer goods and
labour, as the combined human-made factor of production (8.Kg), to substitute for
low-entropy resource inputs. Thus, as producer goods and labour are augmented
and the technology/know-how embodied within them improves, the Bergstrom
function permits more output to be produced from a given input of resources.
But it does so only because it allows for a greater proportion of the matter-energy
embodied in resource inputs to make its way into final goods. Hence, augmenta-
tion of the human-made factor of production merely reduces the waste immedi-
ately generated in the production process.' This is not equivalent to human-made
capital taking the place of low-entropy resources, which would be required for
human-made capital to constitute a genuine resource substitute.

Finally, the Bergstrom production function ensures that the technical efficiency
of production (E) is always less than 100 per cent (Ayres and Miller 1980; Ayres
and van den Bergh 2005; Lawn 2007). It therefore represents the limit to which
production waste can be reduced, thus imposing an upper limit on the quantity of
output that can be produced from a given quantity of low-entropy resource inputs.
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4.2.6 Results

The sustainable emissions scenario has been simulated for the 2010-2100 period.
Table 4.1 reveals the end-of-decade values of each major variable and the values
pertaining to the years in which key milestones were attained during the simu-
lation period. The five columns in the left-hand segment of Table 4.1 reveal the
changes in total and component greenhouse gas emissions, population, and per
capita emissions. The values in the emissions column reflect the emissions trajec-
tory needed to stabilise greenhouse gas concentrations at the 450 ppm target.!4
The population column shows the global population peaking at 8.55 billion in
2062, but falling to 7.95 billion by the end of the century (Fig. 4.2). Due to the
large decrease in total greenhouse gas emissions over the simulation period, per
capita global emissions decline from 7.69 tonnes per person in 2010 to 0.96 tonnes
per person in 2100 (Fig. 4.2). This constitutes an 87.5 per cent decrease over the
simulation period or an average annual decline of 2.3 per cent.

The five columns in the central segment of Table 4.1 reveal the ecologically-
related variables. The third column shows the footprint/biocapacity ratio falling
from 1.37 in 2010 to 1.0 by 2044 and then to 0.9 by 2054. The ecological footprint
is subsequently maintained at 90 per cent of the Earth’s biocapacity until the per
capita GWP reaches Int$15,003 in 2084. The ecological footprint is then reduced
to 10.13 billion global hectares by 2100 which lowers the footprint/biocapacity
ratio to 0.76 (Fig. 4.3). Over the entire simulation period, the global ecological
footprint declines by 44.4 per cent (average decrease of 0.7 per cent per annum).
The per capita ecological footprint, by falling from 2.63 to 1.27 global hectares,
declines by 51.6 per cent over the simulation period (average decrease of 0.8 per
cent per annum).

The economic adjustment variables are revealed in the right-hand segment of
Table 4.1. The first column shows real GWP increasing from Int$61.0 trillion in
2010 to Int$125.2 trillion in 2084, and then declines slightly to Int$119.3 trillion
by 2100 (Fig. 4.4). Per capita GWP (second column) rises from its 2010 value
of Int$8,811 to its optimal value of Int$15,003 in 2084. Beyond 2084, per capita
GWP remains at the optimal value (Fig. 4.4).

The third, fourth, and fifth columns in the right-hand segment are efficiency
variables. These variables are of critical concern since they provide insight into
the technical plausibility of the sustainable scenario. As the fifth column shows,
the technical efficiency of production rises from its initial value of 0.25 in 2010
to 0.89 in 2100. The third column, which reveals the real GWP/emissions ratio
(i.e., the real output per tonne of greenhouse gas emissions), begins in 2010 at
Int$1,145 per tonne and increases to Int$15,588 per tonne by 2100 (Fig. 4.5). This
corresponds to a 13.6-factor increase over the simulation period. Finally, the real
GWP/footprint ratio in the fourth column rises from Int$3,347 per global hectare
to Int$11,781 per global hectare (Fig. 4.5).
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4.3 An Assessment of the Sustainable Emissions Scenario

4.3.1 Evolution of the Global Economy

How might the global economy evolve in the context of this sustainable emis-
sions scenario? One way of illustrating this possibility is to represent the change
in the scale of the global economy in terms of the UB and UC curves presented
in Figs. 2.4-2.6. Figure 4.6 shows the probable shift in the UB and UC curves of
the global economy over the simulation period should appropriate policies be intro-
duced to facilitate advances in efficiency-increasing technology. In 2010, it can
be seen that generating a real GWP of Int$61 trillion requires an ecological foot-
print equivalent to 1.37 Earths. In other words, the global economy far exceeds its
maximum sustainable scale at 2010 technology levels. The global GPI is also much
lower than its optimal value.

By 2044, qualitative improvements in the stock of physical goods shift the UB
curve upwards. Over the same time, greater technical efficiency, higher rates of
materials recycling, increased product durability, and a more productive stock
of natural capital shift the UC curve downwards and to the right. In the process,
the maximum sustainable scale of the global economy increases to a real GWP
of Int$81 trillion. The global economy now operates at the maximum sustainable
scale (1 Earth). Although the GPI increases between 2010 and 2044, the scale of
the global economy does not maximise the GPI.

Further efficiency-increasing progress between 2044 and 2054 continues to
shift the UB and UC curves. Although the scale of the global economy expands
(up from Int$81 trillion in 2044 to Int$85 trillion by 2054), it is now smaller than


http://dx.doi.org/10.1007/978-94-017-7502-1_2
http://dx.doi.org/10.1007/978-94-017-7502-1_2
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the maximum sustainable scale at 2054 technology levels (0.9 Earths). The GPI
also rises but has not yet been maximised.

Between 2054 and 2084 the UB and UC curves continue to shift in a desir-
able direction. With the global economy operating within safe ecological limits,
advances in technical efficiency are directed towards reaching the optimal per cap-
ita GWP of Int$15,000 as rapidly as possible. By 2084, real GWP has increased to
Int$125 trillion, the optimum has been attained (per capita GWP of Int$15,003),
and the GPI has been maximised.

Beyond 2084, positive shifts of the UB and UC curves are exploited to boost
economic welfare without the need for further economic expansion. Indeed, the
scale of the global economy decreases slightly to Int$119 trillion by 2100. In the
process, humankind’s ecological footprint declines to 76 per cent of the Earth’s
biocapacity. Over the same period of time, the GPI increases.

There are two points about this description worth highlighting. Firstly, the opti-
mal per capita GWP of Int$15,003 is an average value. Thus, when the global
optimum is first attained in 2084, disparities in the per capita GPI of nations are
still likely to exist. To minimise any welfare discrepancies, the international redis-
tribution of income, wealth, and technology will be of critical importance, particu-
larly in the post-2084 period when the average per capita GWP is stabilised at the
optimal value. However, no amount of redistribution can be expected to overcome
the welfare disparities caused by an inept government, corruption, institutional
inadequacies, and failed population stabilisation policies. Clearly, disparities in the
per capita economic welfare of nations are unlikely to be entirely eliminated.

Secondly, since it is impossible to know the initial positions of the UB and UC
curves, or how much they are likely to shift over time, the changing value of the
global GPI cannot be known with any great precision.'> Moreover, we cannot be
certain that the UB and UC curves will shift in the desirable directions assumed in
Fig. 4.6. This will depend on the nature of global and national policies and future
rates of efficiency-increasing technological progress. In this sense, Fig. 4.6 does
not definitively indicate how the global economy will evolve. Rather, it forms an
approximate image of how the global economy ought to evolve in order to achieve
sustainable development.

4.3.2 The Plausibility of the Sustainable Emissions Scenario

Although the scenario just presented meets the three sustainability parameters and
the one welfare-maximising target, doubts surrounding its plausibility rest mostly
with the real GWP/emissions ratio and the technical efficiency ratio. This is
because the two ratios must increase over the remainder of the century by factors
of 13.6 and 3.5 respectively to generate the real GWP indicated in Table 4.1 (i.e.,
they must increase at average rates of 2.9 per cent and 1.4 per cent per annum).'®
Should the ratios fail to increase sufficiently, it will be impossible to achieve the
optimal per capita GWP of Int$15,003 by 2084, if ever.
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There is no denying that it will be difficult to increase the technical efficiency
ratio at the rate assumed in this scenario. Having said this, the 1.4 per cent annual
increase required over the remainder of the century is only slightly greater than the
projected annual increase of 1 per cent (Nakicenovic et al. 2006; IPCC 2014d).
As things stand, modern production processes and transport systems are extremely
resource-wasteful. In addition, the recycling of waste materials falls well short of
potential recycling rates (Weiszacker et al. 1998). Provided appropriate policies
and incentives are introduced to stimulate efficiency-increasing technological pro-
gress (e.g., ecological tax reform), the rise in technical efficiency assumed in this
scenario would appear feasible (IEA 2006; Jolley 2006c; IPCC 2014d).

More problematic is the required rate of increase in the real GWP/emissions
ratio. At 2.9 per cent per annum, it is well above the 1.2 per cent historical rate
of increase (IPCC 2007d). There are, nonetheless, encouraging results emerg-
ing from interventionist emissions scenarios aimed specifically at reducing the
carbon intensity of economic activity. Some of these simulation studies forecast
a decline in the carbon intensity of real GWP of around 2.5 per cent per annum
(IPCC 2000; Riahi and Roehrl 2001; Nakicenovic et al. 2005; Riahi et al. 20006).
Whilst this is below the 2.9 per cent rate needed, I believe the policies outlined in
Chap. 3, together with the emissions-trading system to be revealed in Chap. 10,
would be far more conducive to efficiency improvements, carbon-reducing techno-
logical progress, and the transition away from carbon-based fuels than the policy
measures assumed in these interventionist scenarios. Should this be the case, and
should the policies be enough to bridge the 0.4 per cent gap, the required increase
in the real GWP/emissions ratio should be comfortably achieved.

Another important aspect requiring serious consideration is whether it will be
possible to shift to renewable energy at the rates and levels required to satisfy this or
any other sustainable emissions scenario. Such an assessment is not easy to make.
There is, for example, considerable debate over the future prospects of: (i) renew-
able energy; (ii) nuclear energy as a relatively safe, low-carbon, non-renewable
energy source; and (iii) carbon capture-and-storage technology (geosequestration) as
a means of reducing the rate at which fossil fuel use must be decreased. The most
optimistic estimates suggest that the energy demands of the sustainable emissions
scenario just presented should be easily met (Pacala and Socolow 2004; IPCC 2007c,
2011; MacKay 2009).

Because of the possible inaccuracy of the optimistic claims, it makes more sense
to focus on the pessimistic estimates. After all, should they exceed the necessary
energy requirements, there is little cause for concern (see Table 4.2). A number of
pessimistic outlooks have been articulated in relation to the development, expan-
sion, and integration of wind and solar energy, biofuels, hydro-electricity, nuclear
energy, hydrogen conversion, and geosequestration technologies (Trainer 1995,
2005, 2007, 2008, 2011; Davy and Coppin 2003; Bossel 2003, 2004; Torvanger
et al. 2004; Hendricks et al. 2004; Jolley 2006b; Augenstein and Benemann 2007,
Storm van Leeuwin and Smith 2008). Taken together, these viewpoints indicate the
need to augment nuclear energy as a means of overcoming initial energy shortfalls
(Lovelock 2006). However, due to safety and international security concerns, it
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would be desirable to minimise the use of nuclear energy once renewable energy
has reached sufficient supply capacity.

In order to assess the plausibility of the sustainable emissions scenario, it is first
necessary to convert the global ecological footprint from Table 4.1 to an equiva-
lent level of energy use. It is then necessary to make assumptions regarding the
potential to expand the different energy sources as well as assumptions about the
greenhouse gas emissions associated with their use. Using the above references as
a guide, Table 4.2 and Fig. 4.7 reveal: (i) the total energy required over the sim-
ulation period (measured in Exajoules (EJ)); (ii) the change in the composition
of energy use; and (iii) a lower-bound estimate of the world’s renewable energy
potential. As column C shows, the permissible use of non-renewable energy—the
major contributor to process-related CO, emissions—decreases dramatically over
the simulation period from 405.9 EJ in 2010 to 6.1 EJ by 2100. Conversely, the
use of nuclear energy (column D) rises rapidly between 2010 and 2050 (29.2 EJ to
57.5 EJ); increases marginally between 2050 and 2060 (57.5 EJ to 59.7 EJ); and is
reduced to negligible levels by 2100 (1.9 EJ in 2100)."7

Except for a minimal rise between 2040 and 2050, renewable energy require-
ments (column F) increase steadily between 2010 and 2080 (89.1 EJ to 307.2 EJ).
Beyond 2080, the reduction in total energy demand reduces renewable energy
requirements to 269.0 EJ by 2100. As for the lower-bound estimate of the world’s
renewable energy potential (column L), it rises throughout the simulation period
(up from 89.1 EJ in 2010 to 394.5 by 2100). Nevertheless, the rate of increase
slows in the second half of the century due to diminishing returns caused by power
integration difficulties, lengthening transmission distances, a lack of suitable loca-
tions (wind, wave, and solar), increasing siltation of dams (hydro-electricity), and
declining soil fertility and water shortages (biofuels).

Critically, the lower-bound estimate of the world’s renewable energy poten-
tial remains above the estimated renewable energy requirements for the entire
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Fig. 4.7 World energy trajectory in a sustainable scenario with greenhouse gas stabilisation at
450 ppm of COz-e, 2010-2100
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simulation period.'® Column M and Fig. 4.7 show the extent to which the for-
mer exceeds the latter. In all but 2030, the world’s renewable energy potential at
the end of each decade is at least 17.7 per cent higher than its renewable energy
requirements. In 2030, the excess capacity is just 4.1 per cent. Provided this con-
stitutes a sufficiently secure buffer, it should be possible to generate the renew-
able energy needed to satisfy the sustainable emissions scenario. Importantly, too,
the energy sources considered necessary to maintain base-load energy needs never
fall below 78.7 per cent of total energy requirements.!® Given that this assessment
is based on a pessimistic renewable energy outlook, the sustainable scenario pre-
sented in this chapter appears eminently plausible.

4.4 A Growth-as-Usual Scenario

4.4.1 Assumptions

Having revealed and assessed the plausibility of a sustainable emissions sce-
nario, a growth-as-usual scenario will now be simulated. Some of the assumptions
applied in the sustainable emissions scenario are also used in the growth-as-usual
scenario. The most obvious similarity is the greenhouse gas emissions trajectory.
Since the aim remains one of stabilising the atmospheric concentration of green-
house gases at 450 ppm of CO;-e, the emissions trajectory is identical to the sus-
tainable emissions scenario.

Where the growth-as-usual scenario differs to the sustainable scenario is in
terms of real GWP. Being a growth-as-usual scenario, it is assumed that real GWP
rises at a rate consistent with IPCC projections (IPCC 2000, 2007c¢). It is also
assumed that there is no aim to reduce the global ecological footprint below the
Earth’s biocapacity, nor any desire to have per capita GWP settle at a prescribed
optimal level. Also different in this growth-as-usual scenario is the change in the
world’s population. Because of an assumed lack of population stabilisation meas-
ures, it is assumed that the world’s population varies in accordance with projec-
tions made by the Population Division of the United Nations Department of
Economic and Social Affairs (www.earthtrends.wri.org).

Some of the additional assumptions employed in the growth-as-usual scenario
include:

e All 2010 values are the same as the sustainable emissions scenario.

e Real GWP increases at an annual rate of 2.3 per cent. This is consistent with the
median growth rate predicted by the IPCC (2000, Table 2-3).

e The production function for real GWP is the same as the sustainable emissions
scenario (Eq. (4.3)). The human-made production factor (8.Ky) is augmented at
the rate of 2.3 per cent per annum.

e The global ecological footprint varies in proportion to the resource throughput
required to increase real GWP by 2.3 per cent per annum.


http://www.earthtrends.wri.org

168 4 A Sustainable Versus a Growth-as-Usual Scenario

e The biocapacity of each global hectare increases in line with advances in the
productivity of natural capital (i.e., at the rate described by Eq. (4.2)).

e The total number of bioactive hectares declines by 0.1 per cent in any year
where the biocapacity is exceeded by the ecological footprint (i.e., where
there is an ecological deficit). Not unlike the sustainable emissions scenario,
no downward adjustment is made to biocapacity for the likely impact of rising
global temperatures.

4.4.2 Results

Like the sustainable emissions scenario, the growth-as-usual scenario is also simu-
lated for the 2010-2100 period. The end-of-decade values of each major variable
and the values pertaining to one milestone year are revealed in Table 4.3. The val-
ues of all but one of the five columns in the left-hand segment of the table are
the same as the sustainable emissions scenario. The one exception—the population
column—shows the global population rising to a peak of 9.67 billion by 2082 and
then falling to 9.52 billion by 2100.2°

The ecologically-related variables in the central segment of Table 4.3 are
considerably different to the sustainable emissions scenario. The first column
shows the global ecological footprint rising throughout the designated simula-
tion period—the result of having to constantly increase the rate of throughput to
boost real GWP by 2.3 per cent per annum. By 2100, the ecological footprint is
39.52 billion global hectares. This constitutes a 116.9 per cent rise over the simu-
lation period or an average rate of increase of 0.9 per cent per annum. Because the
Earth’s biocapacity (second column) is always exceeded by the ecological foot-
print, the biocapacity declines in every year between 2010 and 2100. By 2100, the
Earth’s biocapacity is 12.52 billion global hectares—a 5.8 per cent decrease over
the simulation period. The increase in the global ecological footprint and a com-
parison between the footprints pertaining to the growth-as-usual and sustainable
emissions scenarios are diagrammatically presented in Fig. 4.8.

Unlike the sustainable emissions scenario, the footprint/biocapacity ratio (third
column) increases throughout the simulation period. Beginning at 1.37 in 2010,
the ratio rises to 3.16 by 2100. On a per capita basis, the ecological footprint
increases from 2.63 to 4.15 hectares (57.8 per cent increase). Conversely, the per
capita biocapacity falls from 1.92 to 1.32 hectares (31.5 per cent decrease).

The first of the economic adjustment variables in the right-hand segment of
Table 4.3 shows real GWP growing at 2.3 per cent per annum. By 2100, real GWP
is Int$472.1 trillion—a 7.7-factor increase over the simulation period. Per capita
GWP (second column) rises from its 2010 value of Int$8,811 to Int$49,607 by
2100. It therefore grows well beyond the optimal value of Int$15,000 (Fig. 4.9).

Of the efficiency variables, the technical efficiency of production (fifth column)
rises from its initial value of 0.25 in 2010 to 0.89 by 2100. This is the same rate
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Fig. 4.8 Ecological footprint versus biocapacity—World, 2010-2100
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Fig. 4.9 Per capita GWP—World, 2010-2100

of increase as experienced in the sustainable emissions scenario.”! As a conse-
quence, the real GWP/footprint ratio in the fourth column also rises by the same
rate as the sustainable scenario (i.e., up from Int$3,347 per global hectare in
2010 to Int$11,945 per global hectare by 2100). I should point out that the iden-
tical change in the real GWP/footprint ratio also explains why the rapid rate of
growth in the growth-as-usual scenario results in a large and ever-increasing eco-
logical footprint. Finally, the real GWP/emissions ratio (column three) increases
from Int$1,145 to Int$61,697 per tonne of greenhouse gas emissions. This consti-
tutes a 53.9-factor rise over the simulation period or an average rate of increase of
4.5 per cent per annum. This is around four times higher than the 13.6-factor rise
pertaining to the sustainable emissions scenario (Fig. 4.10).
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Fig. 4.10 Required emissions efficiency—World, 2010-2100

4.4.3 Plausibility of the Growth-as-Usual Scenario

Although, by adhering to a 450 ppm stabilisation target, the growth-as-usual sce-
nario satisfies the first sustainability parameter, there are many reasons why it can
be dismissed as a plausible means of achieving sustainable development. Firstly,
with a footprint/biocapacity ratio rising to 3.16 by 2100, the scenario is grossly
unsustainable. In fact, it is questionable whether a footprint/biocapacity ratio of
this magnitude would be attainable without triggering a catastrophic collapse of
the world’s ecosystems and renewable resource stocks. In view of the complemen-
tarity that exists between human-made capital and natural capital, it is doubtful
whether the real GWP levels assumed in this scenario—particularly those towards
the end of the century—are in any way achievable.

Secondly, even allowing for the most optimistic predictions regarding the
development and implementation of geosequestration technologies, it is unlikely
that a 53.9-factor increase in the real GWP/emissions ratio could be achieved.??
Whilst a massive increase in nuclear energy could greatly assist in this regard, it
would be insufficient to bridge the gap (Trainer 2007; Storm van Leeuwin and
Smith 2008). In any case, the nuclear industry is dependent upon non-renewable
resources and is itself unsustainable in the long-run.

Thirdly, although many of the optimistic estimates concerning renewable
energy supplies appear to be sufficient to power a global economy producing a
real GWP of Int$472.1 trillion in 2100 (1,073.8 EJ), these estimates include
such developments as the expansion of biofuels and hydro-electricity (see, for
example, IPCC 2011).23 They are consequently based on the capacity to further
increase humankind’s ecological footprint. As explained above, the ecological
footprint/biocapacity ratio will be manifestly unsustainable by the year 2100. The
optimistic estimates are therefore wildly over-inflated. As for the lower-bound
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estimates of the world’s renewable energy potential (Table 4.2), it is demonstra-
bly clear that it would be impossible to generate the renewable energy needed
to power the global economy, let alone generate it in an ecologically sustainable
manner (Note: the lower-bound estimate of the world’s renewable energy potential
for 2010 is 394.5 EJ which is considerably less than the required 1,073.8 EJ).>*

Finally, even if a real GWP of Int$472.1 trillion could be produced in 2100,
the associated per capita GWP of Int$49,607 would be well above the optimal
value of Int$15,000. Thus, as much as average consumption levels would be very
high in a growth-as-usual scenario, the additional benefits generated would be far
outweighed by the additional costs, especially given that the projected rise in the
ecological footprint/biocapacity ratio suggests there would be a massive future
increase in the uncancelled costs of economic activity. It is also highly likely that
a growing proportion of the rising real GWP would be comprised of defensive and
remedial activities (Scheraga et al. 1993; Leipert 1986; Fankhauser and Tol 2005;
Spash 2007; Lawn and Clarke 2008). As explained in Chap. 3, these activities do
not directly increase well-being but merely minimise the current and future wel-
fare losses associated with excessive growth (Leipert 1986). Combined with the
high cost of lost natural capital services, the economic welfare experienced by the
average global citizen is likely to be much lower than the welfare experienced in
a sustainable emissions scenario. Overall, the growth-as-usual scenario is both
infeasible and undesirable.

Annex 4A: Energy Requirements and Energy Potentials
of the Sustainable Emissions Scenario

In this chapter included a sustainable emissions scenario and an assessment of
global energy requirements and potentials. The simulated exercise and subse-
quent energy assessment indicated that the sustainable emissions scenario is both
desirable and feasible. The energy requirements and potentials were presented in
Table 4.2, where the energy assessment involved a lower-bound estimate of the
world’s renewable energy potential. With this in mind, this annex outlines the
assumptions and methods used to calculate the values included in Table 4.2.

Column A: Energy trajectory

e Column A presents the total energy required to generate the Gross World
Product (GWP) pertaining to the sustainable emissions scenario.

e The initial value of 495.0 Exajoules (EJ) corresponds to the estimated energy
requirements of the global economy in 2010 (IEA 2011).%

e The remaining values were calculated by adjusting the 2010 energy require-
ments in line with projected changes in the global ecological footprint. Thus,
for any year (7), global energy requirements were calculated using the following
formula:


http://dx.doi.org/10.1007/978-94-017-7502-1_3
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. Ecological footprint;
E tsy (EJ) = 495.0
nergy requirements; (EJ) 18,2202 X (A4.1)
where Ecological footprint is measured in global hectares (gha) and

18,220.2 gha represents the ecological footprint of the global economy in 2010.

Column B: Energy and process emissions

e Column B reveals the permissible level of greenhouse gas emissions generated
from the use of energy and industrial processes.

e The values are drawn directly from Table 4.1 and are based on Anderson and
Bows (2008). The values reflect the reduction in energy and process emissions
required to stabilise greenhouse gases at 450 ppm of CO»-e.

Column C: Permissible non-renewable energy use

e Column C shows the maximum amount of non-renewable energy that can be
used given the cut in greenhouse gas emissions required to stabilise at 450 ppm
of COs-e.

e The initial value of 405.9 EJ equals the 2010 total energy requirement of
495.0 EJ less the renewable supply of energy (89.1 EJ). The renewable energy
supply in 2010 was 18 per cent of the total energy supply (REN21 2011).

e The remaining values equal the sum of the permissible use of carbon-based
fuels and nuclear-based energy. Included in these values is the additional use of
carbon-based fuels made possible through the application of geosequestration
technologies (column E).

e Beyond 2050, it is assumed that:

o Non-renewable energy (nuclear and non-nuclear) is exploited up to the lim-
its imposed by the need to make emissions reductions to achieve a 450 ppm
stabilisation target.

o Carbon-based fuels are required for, but limited to, transport needs, which
constitute:

5 per cent of total energy requirements in 2060

4 per cent of total energy requirements in 2070

3 per cent of total energy requirements in 2080

2 per cent of total energy requirements in 2090

1.5 per cent of total energy requirements in 2100.

o Nuclear energy is only used to make up for any shortfall in non-renewable
energy use (i.e., the difference between the allowable use of non-renewable
energy and the use of carbon-based fuels for transport purposes).

Column D: Nuclear energy

e Column D reveals the quantity of nuclear energy required to reduce the world’s
reliance on carbon-based fuels and to overcome the limited rate with which
renewable energy can be augmented.

e The initial value of 29.2 EJ reflects the use of nuclear energy in 2010 (IEA
2011).26
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e Between 2010 and 2050, it is assumed that nuclear energy can be boosted at a
quantity of 7.1 EJ per decade, thus reaching 57.5 EJ by 2050 (note: 57.5 EJ is
half the maximum eventual supply assumed by Stern (2007)).

e Beyond 2050, it is assumed that nuclear energy is exploited only as a means of
making up for any shortfall in non-renewable energy use as a consequence of
restricting carbon-based fuels to transport purposes. It is because of the increase
in renewable energy potential and the decrease in total energy requirements that
nuclear energy use eventually decreases from a peak of 59.7 EJ in 2060 to neg-
ligible levels by 2010 (1.9 EJ).

e Throughout the period, it is assumed that the carbon released from nuclear
energy use is 25 per cent of the carbon released from the use of carbon-based
fuels. The release of carbon in the use of nuclear energy is the consequence of
having to utilise carbon-based fuels to extract and transport uranium and to fuel
the nuclear enrichment and waste treatment processes.

Column E: Geosequestration

e Column E constitutes the increase in the permissible use of non-renewable
energy made possible by the deployment of geosequestration technologies. In
other words, the energy value in this column reflects the additional quantity of
non-renewable resources that can be used for production purposes as a conse-
quence of geologically sequestering some of the carbon emitted from the use of
carbon-based fuels.

e The additional use of non-renewable energy in 2010 is assumed to be 0.01 EJ.

e Beyond 2010, the geosequestration values equal the difference between the permis-
sible use of non-renewable energy from deploying geosequestration technologies
and that which would be permissible if geosequestration technologies did not exist.

e Up to 2050, it is assumed that the rate of carbon sequestration will rise steadily
to reach 20 per cent of all carbon emissions. Beyond 2050, it is assumed that the
rate of carbon sequestration will rise at a more intense rate as the use of carbon-
based fuels rapidly diminishes (Torvanger et al. 2004; Hendricks et al. 2004;
Trainer 2007; IPCC 2014d).

e The geosequestration rates between 2010 and 2050 are assumed to be:

o 5 per cent of greenhouse gas emissions between 2010 and 2020

o 10 per cent of greenhouse gas emissions between 2020 and 2030

o 15 per cent of greenhouse gas emissions between 2030 and 2040

o 20 per cent of greenhouse gas emissions between 2040 and 2050.

e Given the fall in the use of carbon-based fuels, geosequestration rates between
2060 and 2100 are assumed to be:

26 per cent of greenhouse gas emissions between 2050 and 2060
33 per cent of greenhouse gas emissions between 2060 and 2070
41 per cent of greenhouse gas emissions between 2070 and 2080
50 per cent of greenhouse gas emissions between 2080 and 2090
60 per cent of greenhouse gas emissions between 2090 and 2100.

o O O O O
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The assumed rate of increase in geosequestration between 2010 and 2050 is
based on the projected growth in the use of geosequestration technologies (Stern
2007). Between 2060 and 2100, the assumed rate of increase in geosequestra-
tion is based on a scaling up to a 60 per cent geosequestration rate by 2100.
The 60 per cent rate is premised on an 80 per cent extraction rate of greenhouse
gases applied to around 75 per cent of all greenhouse gas emissions (Stern
2007; Trainer 2007).

Column F:  Total renewable energy requirements

Column F is the quantity of renewable energy required to meet the total energy
needs of the global economy given the limits imposed on non-renewable energy
use by the necessary reductions in greenhouse gas emissions.

Renewable energy requirements are equal to the total energy requirements (col-
umn A) less the permissible use of non-renewable energy (nuclear and non-
nuclear) (column C).

Column G: Wind energy

The wind energy supply capacity for 2010 was estimated at 1.5 EJ (REN21
2011; Global Wind Energy Council 2011).

Between 2010 and 2050, the assumed growth in wind energy is based on a
straight-line increase in the quantity of wind energy expected in 2010 (1.5 EJ) and
Stern’s (2007) reported estimate of 62.0 EJ by 2050 (i.e., this assumes an average
rate of increase of 15.1 EJ per decade) (Davy and Coppin 2003; Trainer 2007).
Beyond 2050, the assumed increase in harnessed wind energy is:

5 per cent increase between 2050 and 2060
4 per cent increase between 2060 and 2070
3 per cent increase between 2070 and 2080
2 per cent increase between 2080 and 2090
1 per cent increase between 2090 and 2100.

o O O O O

The decline in the rate of increase beyond 2050 reflects inevitable diminish-
ing returns due to a lack of suitable wind turbine sites, seasonal factors, energy
storage limitations, and transmission and integration inefficiencies (IPCC 2011;
REN21 2014)

The 2100 value of 71.8 EJ per year of wind energy potential is marginally
higher than the IPCC’s (2011) lower-bound estimate of 70 EJ per year.

Column H: Solar energy

The solar energy supply for 2010 was 0.3 EJ (IEA 2011).

The assumed growth in solar energy between 2010 and 2050 is based on
a straight-line increase in the quantity of solar energy anticipated for 2010
(0.3 EJ) and Stern’s (2007) reported estimate of 110.0 EJ by 2050 (i.e., this
assumes an average rate of increase of 27.4 EJ per decade).

Beyond 2050, the assumed percentage increase in solar energy is the same as
for wind energy.
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The decline in the rate of increase in solar energy beyond 2050 reflects inevita-
ble diminishing returns caused by similar factors to those limiting the genera-
tion of wind energy (REN21 2014).

Column I:  Energy from biomass

Column I includes the energy sourced from biological material that can be used
as a transport fuel or for industrial purposes. It excludes organic material chemi-
cally transformed by geological processes (e.g., oil and coal).

The energy generated from biomass for 2010 was 64.4 EJ or around 72 per cent
of the 2010 total renewable energy supply (REN21 2011).

The assumed growth in biomass energy between 2010 and 2050 is based on
a straight-line increase in the quantity of biomass energy anticipated for 2010
(64.4 EJ) and Stern’s (2007) reported estimate of 110.0 EJ by 2050 (i.e., 11.4 EJ
per decade).

Beyond 2050, the assumed percentage increase in biomass energy is the same as
for wind and solar energy.

The declining rate of increase in biomass energy beyond 2050 reflects diminish-
ing returns caused by land and water shortages.

The 2050 value of 110 EJ per year of biomass energy potential (see Table 4.2)
is marginally higher than the IPCC’s (2011) lower-bound estimate of 100 EJ per
year.

Column J:  Hydro-electricity

The energy generated from hydro-electricity for 2010 was 14.9 EJ or around
16.7 per cent of the 2010 total renewable energy supply (REN21 2011).
Between 2010 and 2050, the assumed growth in hydro-electricity is based on a
straight-line increase in the quantity of hydro-electricity expected in both 2010
(14.9 EJ) and 2050 (29.7 EJ) (i.e., 3.7 EJ per decade).

Beyond 2050, the assumed percentage increase in hydro-electricity is the same
as for wind, solar, and biomass energy.

The decline in the rate of increase beyond 2050 again reflects diminishing
returns caused by a shortage of suitable sites, competing water needs, and the
growing siltation of dams (REN21 2014).

Column K: Remaining sources of renewable energy

Column K includes all remaining renewable energy sources (e.g., tidal and
geothermal).

The 2010 supply of energy from remaining renewable sources is equal to nine
per cent of all renewable energy supplied, which amounts to 8.1 EJ.

Between 2010 and 2050, the rate of increase in the remaining sources of renew-
able energy is assumed to be:
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50 per cent increase between 2010 and 2020
40 per cent increase between 2020 and 2030
30 per cent increase between 2030 and 2040
20 per cent increase between 2040 and 2050.

O O O O

e Beyond 2050, the assumed rate of increase in the remaining sources of renew-
able energy is assumed to be:

10 per cent increase between 2050 and 2060
5 per cent increase between 2060 and 2070
4 per cent increase between 2070 and 2080
3 per cent increase between 2080 and 2090
2 per cent increase between 2090 and 2100.

O 0O O O O

e The high rates of increase reflect the enormous potential for expansion and the
small scale with which many of the remaining renewable energy sources have
so far been exploited.

e Once again, the decline in the rate of increase beyond 2050 reflects diminishing
returns from a wide range of limiting factors (Trainer 2007; IPCC 2011).

Column L: Total renewable energy potential
e Column L is the sum of all potential sources of renewable energy.
Column M: Excess renewable energy capacity

e Column M represents, in percentage terms, the excess of total renewable
energy capacity over total renewable energy requirements (Column L/Column
F x 100 %).

Column N: Renewable energy as a percentage of total energy requirements

e Column N represents renewable energy requirements as a percentage of total
energy requirements (Column F/Column A x 100 %).

Notes

1. A target-based approach is described by the IPCC (2007d) as one that opti-
mises policy strategies in response to assumptions regarding the likes of
greenhouse gas emissions targets, technological change, and climate change
impacts.

2. Given current and projected emissions levels and the fact that the atmos-
pheric concentration of greenhouse gases stood at 440 ppm of COj-e as of
early-2014, the 450 ppm stabilisation target will inevitably be exceeded.
Hence, an overshoot trajectory is unavoidable. Indeed, evidence suggests
that stabilisation at 450 ppm is likely to involve a peak concentration level of
around 500 ppm by 2050 (den Elzen and Meinshausen 2006). Therefore, what
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I am arguing against is a dramatic overshoot trajectory (i.e., in the order of
100 ppm), which would be impossible to avoid if deep emissions cuts do not
begin soon.

. As will be explained in Chap. 6, avoiding major overshoot amounts to pre-

venting the atmospheric concentration of greenhouse gases exceeding
500 ppm of CO;-e before stabilising at 450 ppm.

. A 4 per cent annual reduction in global CO;-e (Kyoto-gas) emissions beyond

2015 would amount to total greenhouse gas emissions of approximately 1,270
Gigatonnes of CO»-e (GtCO;-¢) between 2015 and 2050 and 1,490 GtCO»-e
between 2015 and 2100. Both constitute emissions totals consistent with
limiting the probability of average temperatures rising by more than 2 °C to
below 50 per cent (Meinshausen et al. 2009).

. Greenhouse gas emissions can be classified as either: (i) process-related CO;

emissions; or (ii) non-CO; and land use-related CO, emissions (e.g., meth-
ane and nitrous oxide). Process-related CO, emissions include CO; emis-
sions from energy sources, industrial processes, solvent and other product use,
waste, and sundry activities.

Another potential benefit of choosing a more stringent emissions trajectory
is that a 450 ppm target may prove to be too high. As it is, stabilisation at
450 ppm still leaves open the possibility of average global temperatures rising
by 3 °C (see Table 1.3). Even if the Anderson and Bows trajectory involves
much deeper emissions cuts than is required to stabilise at 450 ppm of CO;-e,
it might well equate to the emissions cuts needed to achieve a lower, yet more
appropriate, stabilisation level.

. The ‘precautionary principle’ is enshrined in Article 3.3 of the United Nations

Framework Convention on Climate Change (UNFCCC 1992).

As a means of support, surveys over time of self-reported ‘happiness’ sug-
gest that individual happiness ceases to be related to per capita income once a
nation’s per capita GDP reaches around US$15,000 (Layard 2005).

A recent paper by Kubiszewski el al. (2013), of which I was a co-author,
indicates that the per capita GPI of the global economy peaked in 1978 when
global per capita GDP reached approximately US$7,000 (at 2005 prices).
This would suggest that a per capita GDP of Int$15,000 exceeds the likely
per capita optimum at the global level. It should, however, be remembered
that the proposed Int$15,000 per capita optimum assumes that all nations will
eventually move to a steady-state economy and ultimately gravitate towards
the Int$15,000 value. Because high-GDP countries would need to reduce
their real GDP to achieve this goal, it would, as explained in Chap. 2, pro-
vide the ecological space for the world’s poorest nations to enjoy a period of
welfare-increasing GDP growth, unlike the present situation where excessive
GDP growth by the world’s wealthy nations has increased the marginal cost
of growth for the world’s poorest countries. Hence, the per capita US$7,000
identified in Kubiszewski el al. (2013) must be seen as the legacy of a sub-
optimal growth path of the global economy and not an indication of the ‘true’
global optimum.


http://dx.doi.org/10.1007/978-94-017-7502-1_6
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

A growth-dependent economy is one that is structurally designed to grow. As
such, it incorporates a growth-imperative irrespective of whether the growth is
desirable. There are many reasons as to why economies become ‘growth-reli-
ant’. However, the path-dependent nature of economic systems and its associ-
ated structural inertia plays a significant role.

The assumed 53.2 GtCO;-e of global emissions for 2010 falls within the esti-
mated range of anthropogenic greenhouse gas emissions in 2010 (49 + 4.5
GtCO;-e) (IPCC 2014). The assumed 54.0 GtCO;-e of global emissions for
2015 prior to major emissions cuts is based on an emissions projection made
by the World Resources Institute (WRI, Earthtrends, www.earthtrends.wri.
org). The assumption of 54.0 GtCO;-e is also similar to the global greenhouse
gas emissions projected for 2015 by the UNEP (2011).

Even though the 450 ppm stabilisation target is assumed to be ‘safe’, average
global temperatures will still rise to around 2 °C above the pre-industrial aver-
age. This implies a further rise of around 1.2 °C, which will undoubtedly have
some negative impacts on global biocapacity (see Table 1.4 and Fig. 1.10).
The impact of climate change on the ecosphere and its broader implications
for the total output of the economy are discussed at length in Chap. 6.

I say immediate production waste because, as a consequence of the first and
second laws of thermodynamics, all matter-energy embodied in the resources
entering the economy eventually exits the economy as waste (see Figs. 2.2
and 2.9).

It is worth noting that the need to cut global emissions reductions to 44.4
GtCO;-e by 2020 is consistent with a recent UNEP (2011) study of emissions
pathways.

The lack of data at the global level precludes a precise calculation of a global
GPIL.

The order-of-magnitude increases of 13.6 and 3.5 are implied by the 1,260.8
per cent and 252.0 per cent values at the bottom of the real GWP/emissions
and technical efficiency columns in Table 4.1.

Remember, these energy needs are based on pessimistic estimates of renew-
able energy development. A more rapid rate of increase in renewable energy
capacity would significantly reduce the need for nuclear energy expansion.
Renewable energy potential and renewable energy requirements are the same
for 2010 because it is assumed that the amount of energy available was the
same amount used.

Base-load energy sources are energy sources that are always available to meet
base-load energy requirements. Included in such sources are non-renewable
energy resources, one-half of wind power, one-quarter of solar-electricity,
hydro-electricity, biomass, and one-half of ‘remaining’ renewable energy
sources (e.g., tidal and geo-thermal). Based on Table 4.2, in 2080, the avail-
ability of these resources—assuming the world remains on track to achieve a
450 ppm stabilisation target—constitutes 78.7 per cent of total global energy
requirements. By 2100, this ratio increases to 91.8 per cent. These ratios are
more than sufficient to meet base-load energy needs.


http://www.earthtrends.wri.org
http://www.earthtrends.wri.org
http://dx.doi.org/10.1007/978-94-017-7502-1_1
http://dx.doi.org/10.1007/978-94-017-7502-1_1
http://dx.doi.org/10.1007/978-94-017-7502-1_6
http://dx.doi.org/10.1007/978-94-017-7502-1_2
http://dx.doi.org/10.1007/978-94-017-7502-1_2

180

20.

21.

22.

23.

24.

25.

26.

4 A Sustainable Versus a Growth-as-Usual Scenario

Based on estimates by the UN Department of Economic and Social Affairs
(Population Division) (WRI, Earthtrends, www.earthtrends.wri.org).

It might be argued that a much faster rate of growth in the growth-as-usual
scenario would lead to a larger annual increase in the human-made produc-
tion factor (8.Kpy) and hence to a faster rate of increase in the technical effi-
ciency of production. Although more producer goods would be generated in
the growth-as-usual scenario, less of them are likely to be of the efficiency-
increasing kind. Indeed, more are likely to be of the throughput-increasing
variety. This is because there would be none of the explicit resource con-
straints or additional policies imposed in the sustainable scenario that would
presumably induce much greater levels of efficiency-increasing progress.
Hence, whilst Ky would increase more in the growth-as-usual scenario, B is
likely to rise at a much slower rate.

A similar factor increase would be required in the 450 ppm scenario envis-
aged by Stern (2007), which Stern claims would be unachievable with current
and foreseeable technologies.

The 1,073.8 Exajoules required in 2100 is equal to the 2010 energy require-
ment of 495.0 EJ multiplied by the assumed factor increase in the global eco-
logical footprint over the 2010-2100 period (i.e., 1,073.8 = 495.0 x [39,524.2
gha/18,220.2 gha]). 1,073.8 Exajoules falls within the estimated the range of
900 and 1,350 Exajoules.

Although some studies indicate the technical potential for renewable energy
as a whole to be around 2.5 times as large as 2007 global primary energy
demand (e.g., IPCC 2011 and Fischedick et al. 2011), it is also widely
acknowledged that various factors—in particular, the infrastructure required
to accommodate variable output levels and transmit renewable electricity to
load centres—are likely to significantly limit the deployment of individual
renewable energy technologies before absolute technical resource limits are
reached. In other words, whilst, technically, there is great potential to generate
renewable energy, the ability to utilise all that can be generated is and always
will be severely restricted.

495 Exajoules = 523 Quadrillion Btu =+ 1.055 (Note: 1 Btu =
1.055 x 10~13 Exajoules).

29.2 Exajoules = 495 Exajoules x 0.059 (Note: The consumption of nuclear
energy constituted 5.9 per cent of total global energy consumption in 2010).
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of the Climate Change Crisis



Chapter 5
A Mainstream Economic Perspective
of the Climate Change Crisis

5.1 Introduction

How does the ecological economics perspective in Part I compare with the
mainstream economic position on climate change? Mainstream economists have
been working on the climate change problem since the early-1990s. More recent
mainstream work includes the well-known reviews by Stern (2007) and Garnaut
(2008), and the studies conducted by McKibbin and Wilcoxen (2002), van Kooten
(2004), Fankhauser and Tol (2005), Metz and Vuuren (2006), Tol and Yohe
(2006b), Nordhaus (2007b), Weitzman (2007), and Beinhocker et al. (2008).

In a general sense, the mainstream economic approach amounts to determin-
ing how much we should cut greenhouse gas emissions to reduce the negative
impacts of anthropogenic global warming.! More specifically, it involves ascer-
taining the most ‘economically efficient’ emissions trajectory that humankind
should travel along over time. To make such a determination, mainstream econ-
omists advocate the deployment of a benefit-cost analysis, which, in its simplest
form, involves comparing the benefits and costs of different emissions trajectories.
However, many mainstream economists go much further and argue that a benefit-
cost analysis should be conducted in the form of an optimisation exercise, such as
those conducted in the past by Nordhaus (1991, 1993), Peck and Teisberg (1992,
1994), Maddison (1995), Nordhaus and Yang (1996), Gupta and Bhandari (1999),
MacCracken et al. (1999), Manne and Richels (2001), Tol (2001, 2002a, b),
McKibbin and Wilcoxen (2002), Azar and Lindgren (2003), Fankhauser and Tol
(2005), and den Elzen and Meinshausen (2006).
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5.2 The Stern Review: An Example of a Mainstream
Economic Approach to the Climate Change Crisis

Despite mainstream agreement regarding the use of a benefit-cost analysis to
determine the extent and timing of emissions reductions, there is considerable dis-
agreement about how the benefits and costs should be estimated. To demonstrate
the level of disagreement that exists, I shall focus on the approach and subsequent
conclusions of the Stern Review (Stern 2007), since much can be learned from its
close scrutiny. Before I do, let me begin by refuting any suggestion that the Stern
Review is a non-mainstream economic document.

There are many commentators who believe that the Stern Review does not qual-
ify as a mainstream approach to the climate change crisis because it places exces-
sive weight on ethics and the risks associated with potentially catastrophic climate
change. According to these commentators, it is a consequence of this approach
that Stern’s recommended stabilisation target of 550 ppm of CO;-e is much lower
than many mainstream suggested targets, albeit it is considerably higher than the
upper 450 ppm limit recommended in this book. As we shall see, mainstream
economists have accused Stern of manipulating accepted assumptions and conven-
tional methods to arrive at an excessively stringent mitigation strategy. In my opin-
ion, this accusation is false and I shall return to the debate shortly.

What should not be debatable is the fact that as much as the Stern Review goes
beyond most studies to stress the importance of risk, uncertainty, and ethics, Stern
continues to deal with these issues within the context of a mainstream benefit-cost
framework. Amongst other things, the Stern Review internalises the risk of cata-
strophic climate change and its potential implications for future generations via
the use of a low discount rate. It does not adopt the ecological economics position
of avoiding unacceptably risky outcomes and confining choices over the atmos-
pheric concentration of greenhouse gases to a range of ‘safe’ or ecologically sus-
tainable alternatives. Moreover, Stern assumes that strong GDP growth up to 2100
is both desirable and ecologically sustainable; that climate change mitigation and
damage costs are best represented as GDP losses; that human-made capital is a
near perfect substitute for natural capital; and that the nexus between GDP growth
and greenhouse gas emissions can be severed. It is for these reasons that the Stern
Review can be considered, at best, a novel variation on the mainstream economic
approach to the climate change problem (Spash 2007).

5.2.1 Stern’s General Conclusions

As pointed out in Chap. 1, the main conclusion of the Stern Review is that at least
one per cent of Gross World Product (GWP) must be invested each year to prevent
climate change damage costs equivalent to the annual loss of 5-20 per cent of GWP,
now and forever (Stern 2007, p. xv).2 Viewed this way, the forgone one per cent of
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GWP constitutes the cost of mitigation, whereas the avoided loss of 5-20 per cent
of GWP constitutes the benefit. I should point out that as a consequence of faster
than expected climate change (IPCC 2007a), Stern has revised the cost of mitigation
from 1 to 2 per cent of GWP (Jowit and Wintour 2008). Nevertheless, because the
benefits of mitigation far exceed the estimated costs, Stern has argued for imme-
diate and decisive action to stabilise the atmospheric concentration of greenhouse
gases at no more than 550 ppm of CO;-e. All up, Stern’s suggested action amounts
to cutting global emissions by at least 25 per cent by 2050 (Stern 2007, p. xvi).

Despite acknowledging that the increase in greenhouse gas emissions has been
largely driven by the rise in GWP, Stern does not believe that a choice must be
made between averting climate change and rising real output. To the contrary,
Stern believes that new energy technologies and production processes should ena-
ble nations to ‘decarbonise’ their economies sufficiently to achieve climate stabi-
lisation without having to sacrifice GDP growth (Stern 2007, 2009). In this sense,
the Stern position on climate change mitigation resembles the growth-as-usual
scenario presented but rejected in the previous chapter.

5.2.2 Stern’s General Methodology

To arrive at his conclusions, Stern employed ‘bottom-up’ and ‘top-down’
approaches to determine the cost of climate change mitigation (Stern 2007). A bot-
tom-up method involves the estimation of what it costs to adopt conservation meas-
ures, geosequestration technologies, and low-emission energy resources to achieve
a specific stabilisation target. Conversely, a top-down method involves the use of
macroeconomic models to simulate the demand and supply for various resources
and likely feedbacks between emissions levels and output growth. These models
are utilised to compare the future paths of key macroeconomic variables under a
no-mitigation or base scenario and alternative mitigation scenarios. The cost of a
given mitigation policy constitutes the difference between the base scenario and
the policy-induced scenario. It was by weighing up the results from bottom-up and
top-down methods that Stern estimated the mitigation cost—in effect, the cost of
stabilising greenhouse gases at 550 ppm of CO,-e—at one per cent of GWP.

As for estimating the benefit of climate change mitigation—which equates to
the avoided cost of climate change damages—Stern relied heavily upon an inte-
grated assessment model referred to as PAGE2002 (Hope 2006).? Informed by the
integrated assessment literature and Nordhaus and Boyer (2000), Stern began his
assessment by using the PAGE2002 model to estimate the value of market dam-
ages plus the ‘willingness-to-pay’ to avoid the catastrophic effects of abrupt cli-
mate change. The model was then used to estimate the non-market impacts of
inaction. Finally, Stern added high climate change sensitivities and feedbacks into
the overall calculus. By combining all the estimated damage costs, Stern arrived
at an average reduction of 14.4 per cent in per capita consumption equivalents
or a total damage cost comparable to a 5-20 per cent decline in GWP.* When
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converted to the ‘social cost of carbon’, the cost of inaction amounted to US$85
per tonne of CO, or US$312 per tonne of carbon.’> Upon finally comparing the
benefits and costs of climate change mitigation, Stern estimated the global net
benefits from shifting to an emissions pathway that is consistent with a 550 ppm
stabilisation target at around US$2.5 trillion (at 2006 prices). Stern went further to
claim that the net benefits of climate change mitigation would increase over time.
It is worth explaining what is meant by the social cost of carbon, since it will
become particularly relevant in Chaps. 6 and 7. The social cost of carbon equals
the present value of the extended impact of climate change caused by the discharge
of one additional tonne of carbon today. In other words, the social cost of carbon
represents the marginal damage cost of today’s carbon emissions. Although the
social cost of carbon can be expressed in terms of dollars per tonne of carbon or
dollars per tonne of carbon dioxide, it is usually expressed as the price of carbon
emissions. However, given the radiative forcing potential of all greenhouse gases,
the term ‘social cost of carbon’ can also be used as a metaphor for the social cost of
all greenhouse gas emissions. In this case, the social cost of carbon is best viewed
as the price of all CO;-equivalent greenhouse gas emissions. For the sake of con-
venience, the social cost of carbon will henceforth be referred to in this manner.

5.2.3 Stern’s Choice of Discount Rate

What is not understood by many non-economists is that the result of a benefit-cost
analysis depends heavily on the present value estimates of monetary values. To put
this another way, the calculation of the net benefits in any conventional benefit-
cost analysis entails the prior discounting of all future benefits and costs. Although
the application of the discounting procedure does not reduce the raw magnitude
of any future benefit or cost, it does reduce how much we value, in the present, a
benefit or cost we envisage enjoying or incurring in the future. For example, at an
annual discount rate of 5 per cent, the present value of a $1 benefit/cost expected
in 50 years’ time is just 8.7 cents.

Since the seminal work of Ramsey (1928), it has generally been accepted that
the following formula should be employed when determining the most appropriate
discount rate for use in a benefit-cost analysis®:

r=38+ng (5.1)

where r = the annual discount rate; § = the pure rate of time preference and
reflects how much we value the consumption of something today as opposed to
consumption of the very same thing in the future; = the elasticity of marginal
utility (consumption elasticity) and represents the aversion to economic inequal-
ity among different generations; and g = the average rate of growth in per capita
consumption.

In the case of the Stern Review, present value calculations were made of the
growth-as-usual pathway by applying an annual discount rate of 1.4 per cent.
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A discount rate of this magnitude implies that a $1 benefit/cost expected in
50 years’ time has a present value of 49.9 cents. Stern attained the discount rate of
1.4 per cent by assuming: (i) a pure rate of time preference (8) of 0.1 per cent; (ii)
a consumption elasticity (1) of one; and (iii) a growth rate of per capita consump-
tion (g) of 1.3 per cent per annum (i.e., 1.4 % = 0.1 % + [1 x 1.3 %]). Stern’s
(2007) rationale for using these values was that:

e §of 0.1 per cent reflects the widespread view that it is unethical to regard a cost
borne by future generations as any less important than a similar cost borne by
the current generation. The miniscule value for § reflects the outside possibility
that future generations of human beings may not exist due to an unavoidable
catastrophe.

e 7 of one assumes that if the income of person A is twice that of person B, an
extra dollar received by both individuals will increase the utility of A by half as
much as it increases the utility of B.” According to Stern, an assumed value of
one best balances the rate of inter-temporal inequality aversion and risk aversion.

e g of 1.3 per cent represents most of the projected rates of increase in per capita
GWP over the coming century.®

5.3 Mainstream Criticisms of the Stern Review

In view of the media attention given to the Stern Review and its potential policy
influence, economists have had a great deal to say about Stern’s conclusions and
recommended mitigation strategy. Overall, most mainstream economists are criti-
cal of the Stern Review. The various criticisms can be classified into five catego-
ries. For instructive reasons, these will now be outlined and discussed.

5.3.1 Stern Underestimates the Cost of Climate Change
Mitigation

As mentioned above, the conclusions in the Stern Review depend considerably
upon the estimated benefits and costs of climate change mitigation. Many main-
stream economists believe that Stern has vastly underestimated the cost of miti-
gation, which has biased his recommended course of action towards deeper than
necessary emissions reductions over the next two to three decades. According to
Weitzman (2007), the underestimation is in part due to Stern’s consistent leaning
towards assumptions and formulations that emphasise optimistically-low miti-
gation costs. Tol and Yohe (2006a) agree with Weitzman, yet are intrigued as to
why Stern’s estimated mitigation cost is so low given that his team did little more
than review the prevailing mitigation cost literature and re-run existing integrated
assessment models (e.g., PAGE2002).°
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Although baffled, Tol and Yohe (2006a) believe the underestimation of the miti-
gation costs can be explained by a number of factors. Firstly, Stern relies heavily
upon the mitigation cost estimates included in a commissioned report produced
by Anderson (2006). These estimates are far more optimistic than those found in
previous studies. Secondly, Stern underplays the uncertainty associated with emis-
sions reduction costs despite emphasising uncertainties on the damages side of
their benefit-cost calculations. Had Stern given equal consideration to the uncer-
tainties pertaining to mitigation measures, then, according to Tol and Yohe, the
estimated cost of climate change mitigation would have been substantially higher.
As mentioned above, new evidence regarding the speed of climate change has
already prompted Stern to revise the annual mitigation cost from 1 to 2 per cent of
GWP. However, the IPCC has gone further and suggested that the annual cost of
mitigation could be 5 per cent of GWP, or more (IPCC 2007d).

Thirdly, Stern largely ignores the economy-wide impact of rising energy costs
that would inevitably follow the introduction of measures to reduce greenhouse gas
emissions (e.g., a carbon tax or an emissions-trading system). Fourthly, Stern over-
looks the cost of having to rapidly replace the existing stock of human-made capital
with low-emissions capital—potentially a major factor in mitigation cost calcula-
tions. Finally, Stern limits the estimation of mitigation costs to 2050. Thus, by trun-
cating the time horizon over which the mitigation costs are calculated, Stern ignores
numerous downstream costs that, according to the Energy Modeling Forum (Weyant
et al. 2006), are likely to increase the expected annual loss of GWP to 2.2 per cent
by 2050 and 6.4 per cent by 2100 (Note: compare this to the average annual loss of
1 per cent of GWP initially estimated by Stern for the period up to 2050).

5.3.2 Stern Overestimates the Cost of Climate Change
Damages

Many mainstream commentators believe that Stern has also overestimated the cost
of climate change damages and that this, too, has influenced Stern’s recommended
course of action. Once again, Weitzman (2007) and Tol and Yohe (2006a) have led
the way, albeit with Byatt et al. (2006), Nordhaus (2007a), and Mendelsohn (2007)
in support, by arguing that Stern consistently selected the most pessimistic dam-
age estimates when calculating damage costs. However, Tol and Yohe go further
by claiming that Stern has misleadingly treated all damages from climate change
as the potential benefit of climate change mitigation. Given Stern’s recommended
stabilisation target of around 550 ppm of CO;-e, Tol and Yohe point out that the
associated level of greenhouse gas abatement would merely slow, rather than pre-
vent, all damages from climate change. As such, the cost of inevitable damage
must be subtracted from the total damage costs to accurately estimate the benefit
of climate change mitigation.

Tol and Yohe’s criticism does not stop here. They also argue that Stern has dou-
ble-counted the risk of climate change. How? According to Tol and Yohe, Stern
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accounts for ‘catastrophic risk’ in his estimates of the willingness-to-pay to avoid
extreme climate change outcomes and again in the integrated assessment exer-
cises in which ‘catastrophic risk’ is incorporated as an uncertainty parameter. By
double-counting risk, Tol and Yohe believe an additional factor has contributed to
Stern’s high estimated damage costs. I should point out that Stern refutes this sug-
gestion and I shall return to this dispute shortly.

In another critical paper, Yohe (2006) highlights the distortionary impact of the
methods used by Stern to incorporate high climate sensitivities and feedbacks into
the Review’s damage cost estimates. Yohe begins by pointing out that Stern rightly
accounts for high climate sensitivities by assuming a 20 per cent likelihood of
large economic losses should global temperatures rise by 5 °C above pre-industrial
levels. However, Yohe then reveals how Stern accounts for climate change sensi-
tivities by extending the distribution for potential temperature increases by 0.4 °C
through to 2100. In doing so, Stern succeeds in anchoring an accelerated rate of
global warming for every emissions path even though feedback processes can, as
complexity theory informs us, generate outcomes that are characteristically non-
linear (Charney 1979; Faber and Proops 1990; IPCC 2007b; Hansen et al. 2008).

In the end, critics of Stern point to what they consider to be ‘proof in the pud-
ding’—namely, Stern’s estimated social cost of inaction (US$312 per tonne of
carbon) which is 8-10 times larger than the social cost suggested by standard eco-
nomic models (IPCC 2007a; Nordhaus 20070).10 Of course, it could be argued
that Stern’s very high damage cost estimate is essentially the result of the low
discount rate applied in the Stern Review. However, when the discount rate used
by Stern (1.4 per cent) is applied to a widely respected DICE model developed
by Nordhaus (1993, 2007c), the social cost of inaction increases to just US$159
per tonne of carbon, which is little more than one-half of Stern’s estimate.!!
According to most mainstream economists, this indicates that factors beyond the
choice of discount rate, such as the extreme and pessimistic assumptions outlined
above, are largely to blame for Stern’s high estimated damage cost.

5.3.3 The Discount Rate Used by Stern Is Too Low

As alluded to, the choice of discount rate plays a critical role in determining the
present value estimates of the benefits and costs of climate change mitigation.
Almost all mainstream economists believe that the 1.4 per cent discount rate used
by Stern is too low and a key reason behind Stern’s high damage cost estimates
(e.g., Yohe 2006; Tol and Yohe 2006a; Arrow 2007; Mendelsohn 2007; Dasgupta
2007, Nordhaus 2007a, ¢; Weitzman 2007). The major criticism of the 1.4 per cent
discount rate stems from the mainstream view that discount rates should reflect
real rates of return on capital, which are typically in the order of 4-6 per cent per
annum. As such, mainstream economists believe that Stern’s discount rate is at odds
with market rates of return on capital and observed savings rates (Nordhaus 2007c¢).
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With respect to savings rates, an optimal consumption trajectory requires a
society to save a constant amount (s) of permanent income. If r equals the real
rate of return on capital and g constitutes the implied balanced growth rate, then
g =s x rand Eq. (5.1) becomes:

r=358+mn(sxr) (5.2)
Rearranging (5.2) yields:
r—=_§
nr

In view of Stern’s use of § = 0.1 %, n = 1, and g = 1.3 per cent, Stern’s
assumed savings rate is 93 per cent (i.e., 0.929 = [1.4 % — 0.1 %]/1.4 %).
According to Dasgupta (2007), a savings rate of this magnitude is incongruous
since it far exceeds the 15 per cent savings rate observed in most countries. Worse
still, it absurdly implies that the current generation is willing to deprive itself
almost entirely of consumption to augment the consumption of future generations.
Concurring with Dasgupta, Weitzman (2007) accuses Stern of ignoring market-
based observations and behavioural inferences by treating them as largely irrel-
evant to the issue of long-run discounting. Although Weitzman concedes that valid
ethical reasons may exist for placing high weights on the welfare of future gen-
erations, Weitzman considers Stern’s use of a low discount rate, and the extreme
parameter values employed to arrive at it, as an unconvincing means of justifying
the call for strong emissions reductions.

Exactly how much of an influence does the 1.4 per cent discount rate have on
Stern’s conclusions? Nordhaus (2007c) provides a clue by drawing attention to
Stern’s claim that the cost of inaction could result in a 20 per cent cut in per capita
consumption, “now and forever”. As Nordhaus stresses, the substantial losses ‘now’
do not equate to substantial losses ‘today’. Indeed, Stern’s estimate of the actual
output losses ‘today’ is essentially zero. Nordhaus illustrates this by focusing on the
Stern Review’s high-climate change scenario. In this scenario, the mean losses of
GWP are 0.4 per cent in 2060, 2.9 per cent in 2100, and 13.8 per cent in 2200. Yet
this is reported as a loss in current per capita consumption of 14.4 per cent.

How, asks Nordhaus, do damages averaging around 1 per cent of GWP over
the next century equate to a 14.4 per cent loss of GWP, “now and forever”? The
conversion is made possible by applying a discount rate that is low enough for
the relatively small damage costs expected over the next two centuries to be over-
whelmed by the high damage costs expected beyond 2200. Indeed, as Nordhaus
highlights, more than half of the estimated damages “now and forever” occur after
2800. On the other hand, if a discount rate is used that is in keeping with the real
returns on capital and observed savings rates, the cost of inaction falls dramati-
cally—by at least one-half according to Nordhaus’s DICE model.

Given the criticism directed towards Stern, it is instructive to consider what
some mainstream economists believe is a more appropriate discount rate, includ-
ing what constitutes a more realistic set of parameter values. Because of uncer-
tainty, Weitzman (2007) believes that a plausible value for n, which also represents

5= (5.3)
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a coefficient of relative risk aversion, should be somewhere between 1 and 4, pref-
erably 2. As for §, the pure rate of time preference, Weitzman argues that it must
be significantly greater than zero to ensure the discount rate is consistent with
market behaviour and observed savings rates. In the end, Weitzman opts for a ‘trio
of twos’—namely, 6 = 2 per cent, n = 2, and g = 2 per cent, which results in a
discount rate of 6 per cent and an optimal savings rate of 33 per cent.!? It would be
remiss of me to conceal that Weitzman favours the application of a declining dis-
count rate that would approach the Stern rate of 1.4 per cent over time.

For different reasons, Nordhaus believes that a more appropriate pure rate of
time preference is 3 per cent, although he accepts a value of 1 for the elasticity
of marginal utility. Like many mainstream economists, Nordhaus argues for a
3 per cent pure rate of time preference on the basis that it more accurately reflects
the inherent discounting behaviour of individuals. If we accept Stern’s value of
1.3 per cent for g, Nordhaus’s preferred parameter values produce a discount rate
of 4.3 per cent and an optimal savings rate of 30 per cent.!

Contrary to Nordhaus, Dasgupta (2007) has little problem with the 0.1 per cent
value for the pure rate of time preference, but finds Stern’s value of n = 1 deeply
unsatisfactory. This is because an assumed value of n = 1 is equivalent to saying
that the distribution of well-being is not very important and, furthermore, that the
current generation should invest heavily in mitigation measures even though future
generations are likely to be considerably richer. From past experience, Dasgupta
explains why values between 2 and 4 for the elasticity of marginal utility are ethi-
cally more satisfactory. Dasgupta ultimately opts for a value of n = 3. Again, if we
adopt Stern’s value of 1.3 per cent for g, Dasgupta’s preferred parameter values
generate a discount rate of 4 per cent and an optimal savings rate of 32.5 per cent.'*

As can be seen, the discount rates assumed by Weitzman, Nordhaus, and
Dasgupta (6, 4.3, and 4 per cent respectively) are considerably higher than the dis-
count rate assumed by Stern and much closer to the average 4—6 per cent rate of
return on capital. Although the optimal savings rates of 33, 30, and 32.5 per cent
are double the typically observed savings rates of 15 per cent, they are well below
the extreme rate implied by Stern. More importantly, they are savings rates that
many mainstream economists believe are necessary to combat climate change in
the most efficient and equitable manner.

5.3.4 The Stern Review Does not Constitute
a Proper Benefit-Cost Analysis

I mentioned earlier that mainstream economists believe that a benefit-cost analy-
sis should be conducted in the form of an optimisation exercise. That is, to con-
duct a comprehensive benefit-cost analysis, it is necessary to equate the marginal
benefits and marginal costs of various emissions trajectories in order to deter-
mine the economically ‘most efficient’ trajectory (Nordhaus 2007¢). I might add
that because the benefits of mitigation are measured in terms of avoided climate
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change damages, an efficient emissions trajectory can also be viewed as one that
minimises the sum of total mitigation costs and total damage costs.

Figure 5.1 reveals two mainstream representations of an efficient emissions
level at time fp. In the top panel, the Total Damage Cost curve is upward sloping
to indicate that the higher is the level of greenhouse gases emitted at 7, the higher
are the damage costs of climate change, both at 7y and beyond (Note: future dam-
age costs are important because of the lengthy time that greenhouse gases remain
in the atmosphere (see Table 1.1)). The Total Damage Cost curve is relatively flat
because the additional damage cost of higher emissions at fy is minor compared
to the impact of a larger stock of greenhouse gases. Although downward sloping,
the Total Mitigation Cost curve is best viewed in terms of the cost associated with
reducing greenhouse gas emissions at #. The Total Mitigation Cost curve appears
in the form presented in Fig. 5.1 because, as mitigation levels are increased (i.e.,
as emissions levels are reduced), the additional mitigation effort required to further
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Fig. 5.1 An efficient level of greenhouse gas emissions at time #
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reduce emissions rises. As such, an incremental reduction in greenhouse gas emis-
sions is more costly to achieve. The Total Emissions Cost curve represents the sum
of the total damage and total mitigation costs at different emissions levels. Taken
together, the efficient emissions level at 7y is Eg, which occurs where the Total
Emissions Cost curve is at its lowest point (i.e., where the total cost of current
emissions is minimised). At Eg, the total emissions cost is TEC,.

The lower panel of Fig. 5.1 shows the Marginal Damage Cost curve and
Marginal Mitigation Cost curve. Whereas the former curve represents the present
value cost of emitting one additional tonne of greenhouse gases, the latter curve
represents the present value cost of reducing greenhouse gas emissions by one
tonne.'> The Marginal Damage Cost curve is upward sloping to indicate that total
damages rise at an increasing rate as emissions levels escalate. Given the nature of
the Total Mitigation Cost curve depicted in the top panel, the Marginal Mitigation
Cost curve is downward sloping with respect to increasing greenhouse gas emis-
sions or, equivalently, upward sloping with respect to decreasing emissions. The
efficient level of greenhouse gas emissions is represented by the intersection of the
Marginal Damage Cost and Marginal Mitigation Cost curves. Correspondingly,
the efficient price of greenhouse gas emissions (i.e., the social cost of carbon) is Py
per tonne of CO»-equivalent greenhouse gases.

It is important to recognise that the positions of the Total Damage Cost,
Marginal Damage Cost, and Total Emissions Cost curves depend not only on past
and present emissions levels, but on future emissions levels. Because greenhouse
gases remain in the atmosphere for a very long time, higher future emissions
increase the climate change impact of the greenhouse gases emitted today. Should
the emissions levels beyond 7y be greater than the levels assumed in Fig. 5.1, the
positions of the above-mentioned curves would be higher than those shown in the
figure. Moreover, the efficient emissions level at #y would be less than Eg and the
efficient price of greenhouse gas emissions would be higher than Py.

Whilst Fig. 5.1 shows the efficient emissions level at #, Fig. 5.2 goes further
to reveal the mainstream concept of an efficient emissions trajectory. As can be
seen in the top panel of Fig. 5.2, the Total Emissions Cost curve can be expected
to shift upwards at least until the atmospheric concentration of greenhouse gases
stabilises. The reason for this is that total emissions costs will continue to rise
as the concentration of greenhouse gases escalates. Why? As was explained in
Chap. 1, renewable resources of various kinds, ecosystems, and physical infra-
structure become increasingly vulnerable to global warming as the atmospheric
concentration of greenhouse gases increases. This, in turn, increases the damage
costs associated with any given emissions level. Furthermore, since ecosystem
and renewable resource degradation leads to greater resource scarcity and higher
resource prices, an escalating concentration of greenhouse gases also increases the
cost of maintaining greenhouse gas emissions at a particular level.

Consider time 7y again. The Total Emissions Cost curve is represented in the
top panel of Fig. 5.2 by TEC(#y). As with Fig. 5.1, the efficient emissions level is
Eo. Assuming that Eq exceeds the Earth’s greenhouse gas-absorbing capacity (A),
the atmospheric concentration of greenhouse gases rises. This causes the Total
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Fig. 5.2 An efficient emissions trajectory leading to an eventual stabilisation of greenhouse
gases at time

Emissions Cost curve at time #; to shift upwards to TEC(#1). Accordingly, the effi-
cient emissions level decreases to E;. Assuming that E; also exceeds the Earth’s
greenhouse gas-absorbing capacity, the Total Emissions Cost curve shifts upwards
to TEC(#,), thus resulting in a new efficient emissions level of E;. Since E, is
equal to the Earth’s greenhouse gas-absorbing capacity (i.e., E» = A), the concen-
tration of greenhouse gases stabilises. Provided emissions levels beyond #, remain
at E» and the stabilised concentration level does not increase climate change dam-
ages further, the Total Emissions Cost curve remains stationary at TEC,.1¢ Overall,
the efficient emissions trajectory depicted in Fig. 5.2 involves a reduction in green-
house gas emissions from time #y to #» and an increase in total emissions costs
from TEC, to TEC;.
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As for the lower panel, both the Marginal Damage Cost and Marginal Mitigation
Cost curves shift upwards for reasons just given. Assuming that the Marginal
Damage Cost curve rises more than the Marginal Mitigation Cost curve (to be
explained in Chap. 6), it can be seen that the shifting intersection of the two curves
corresponds to a lower emissions level (Ep to E) and a rise in the efficient price of
greenhouse gas emissions (Pg to P) (i.e., an increase in the social cost of carbon).

I should point out that the dynamics represented in Fig. 5.2 are based on the
assumption that many factors with the capacity to influence total mitigation and
damage costs—such as technological progress, learning-by-doing, the co-benefits
of mitigation, and changes in resource scarcity caused by factors other than global
warming—remain constant over time. As we shall see in Chap. 6, these factors are
likely to play a more significant role in determining mitigation and damage costs
than what has been acknowledged in past climate change studies, including the
Stern Review. Hence, they are likely to appreciably alter what might be considered
a desirable mitigation strategy.

In view of the mainstream perspective of an efficient emissions trajectory just
outlined, Mendelsohn (2008) and Tol and Yohe (2006a) believe that the benefit-
cost analysis conducted by Stern is seriously incomplete insofar as it narrowly
compares the cost of inaction with the cost of stabilising emissions at one particu-
lar concentration level (550 ppm of CO;-¢). Thus, rather than equating marginal
benefits and marginal costs in the manner illustrated in Figs. 5.1 and 5.2, Stern’s
approach amounts to little more than a comparison between the total benefits and
costs of one, aggressive, near-term, mitigation strategy.

Does this really matter? Potentially, yes. Let us assume that Stern is correct
and $US2.5 trillion of net benefits can be expected from stabilising greenhouse
gas emissions at 550 ppm of CO;-e, and by achieving a 550 ppm target via deep,
early, emissions reductions.!” How are we to know that higher net benefits would
not emerge from an alternative stabilisation target and emissions trajectory?
According to mainstream economists, we cannot, unless we explore benefit-cost
comparisons over a range of alternative emissions scenarios. Because Stern fails
to do this, mainstream economists believe it is highly probable that Stern’s recom-
mended course of action is well wide of the desirable mark.

In fact, according to Tol and Yohe (2007b), Stern’s recommended course of
action is, by deduction, sub-optimal. Tol and Yohe’s reasoning is this. Assume
that an optimal emissions strategy has been implemented. Since an efficient emis-
sions trajectory would be characterised by the minimisation of discounted mitiga-
tion costs, Tol and Yohe believe we should expect the marginal cost of mitigation
to rise over time as measures are taken to reduce greenhouse gas emissions. Indeed,
Tol and Yohe believe that marginal mitigation costs should rise in keeping with
the increase over time of the social cost of carbon. Yet, according to Tol and Yohe
(2007b), the results borrowed by Stern from Anderson (2006) suggest that marginal
mitigation costs are likely to decline over time. In other words, the variation over
time of the marginal mitigation costs used in Stern’s analysis is inconsistent with
the mainstream understanding of an efficient emissions trajectory. As such, Tol and
Yohe (2007b) believe that Stern’s mitigation strategy cannot be an optimal one.


http://dx.doi.org/10.1007/978-94-017-7502-1_6
http://dx.doi.org/10.1007/978-94-017-7502-1_6

196 5 A Mainstream Economic Perspective of the Climate Change Crisis

5.3.5 Stern’s Conclusions Are Incommensurate
with His Economic Analysis

Virtually all mainstream economists believe there is a need to reduce greenhouse
gas emissions. Furthermore, a number of them agree with Stern’s call to stabilise
greenhouse gas concentrations at around 550 ppm of CO»-e. Where they differ
from Stern is that they believe that the great majority of the required emissions
reductions should occur later rather than sooner.

Although Stern emphasises the importance of the physical implications of cli-
mate change, including the risks associated with different greenhouse gas concen-
tration levels (see Stern 2007, Chaps. 3-5), Stern still relies upon the results of his
economic analysis to justify the Review’s recommended course of action. This is
no better exemplified than by the ‘Summary of Conclusions’, which is dominated
by economic-based arguments and frequent references to the benefits and costs of
climate change mitigation.

Given that Stern’s economic results lie well outside the range of results
reported in most mainstream economic studies, it would seem odd that Stern’s
stabilisation target is much the same as that recommended by most mainstream
economists, even if the recommended pathway to its achievement is significantly
different. Many mainstream economists agree. Tol and Yohe (2006a), for exam-
ple, believe that in view of the benefits and costs used in the Stern Review, Stern
should have recommended a far more stringent emissions reduction strategy and a
much lower stabilisation target. Weitzman (2007), who agrees with Stern’s stabili-
sation target but not with his economic analysis, argues that Stern’s recommended
course of action is so incommensurate with the economic evidence presented that
Stern is effectively “right for all the wrong reasons”.

Many advocates of the need for urgent climate change mitigation might con-
ceivably argue that a desirable conclusion is what ultimately matters and that if the
potential risk of a climate change catastrophe justifies a course of action similar
to that recommended by Stern, all is well (assuming that a stabilisation target of
around 550 ppm is desirable, which I believe it is not). Tol and Yohe (2006a) disa-
gree. They argue that Stern’s flawed economic analysis plays into the hands of cli-
mate change sceptics by providing them with ammunition to fire at the proponents
of climate change action. Thus, instead of being a voice of reason, Tol and Yohe
believe that the Stern Review is a counter-productive document.

5.4 Stern’s Response to the Mainstream Criticisms
of the Stern Review

Given the above, Stern and his colleagues have spent considerable time and effort
responding to the many mainstream criticisms of the Stern Review (e.g., Dietz
et al. 2007a, b, c; Dietz and Stern 2008, 2009).18 Although Stern has addressed
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each of the above criticisms individually, the main thrust of Stern’s rejoinder is
that most of the criticisms display a gross misinterpretation of the Review’s results
and conclusions (Dietz et al. 2007b). According to Stern, this is best exempli-
fied by the undue attention paid to the aggregate modelling exercise conducted in
Chap. 6 of the Review. As important as aggregate studies can be in explaining the
logic surrounding key climate change issues, Stern has stressed that the main pur-
pose of the modelling exercise was to supplement the more pertinent statements
expressed in the Review regarding risks and ethics and why consideration of these
factors, alone, justifies stringent, up-front emissions cuts.

In defending the Stern Review, Stern points out that the methodology he
adopted reflects the sound policy-making approach developed long ago by James
Meade (1952). Widely employed in the 1960s and 1970s, Meade’s philosophy
involves a method of appraisal that not only addresses the specific problem at
hand, but accounts for all stakeholders (whether they be rich or poor or present
or future generations); the likely timing of benefits and costs; the development
path under consideration; and the potential impact of extreme, albeit low-risk out-
comes. Regrettably, in Stern’s opinion, Meade’s policy-setting philosophy has all
but been abandoned. It is for this reason that Stern believes that mainstream econ-
omists have dangerously elevated aggregate models to the centre stage of policy
considerations when it is clear that decision-making requires an understanding of
the intricacies of policy-setting in a risky, imperfect world characterised by price
distortions, irreversibility, and limited information (Stern 2009).

Furthermore, Stern believes that most criticisms of the Stern Review reveal the
reluctance of mainstream economists to contemplate ethical considerations—a
result of poor training, ignorance, and a conviction among mainstream economists
that ethics is something economists should strenuously avoid (Stern 2009). Given
the intergenerational nature of the climate change problem, Stern is adamant that
ethical considerations cannot be avoided. Yet it is because mainstream economists
shun any examination of ethics that, according to Stern, their restricted approach
compounds the very problems that an over-emphasis on formal climate change
models creates.

Ultimately, Stern believes that sound climate change policy requires all the evi-
dence pertaining to climate change to be assembled in a structured way. Despite
the informational value of formal economic modelling, Stern warns that these
models unavoidably omit key elements and crucial matters of concern. Thus, to
confine climate change analyses to formal economic models, one runs the risk of
drawing conclusions on the basis of modelling assumptions often chosen for mere
analytical convenience (Dietz and Stern 2008). Having said this, Stern believes
that the economic analysis conducted in the Stern Review is sufficient to sup-
port strong action on climate change because, unlike most mainstream studies, it
adequately accounts for risks and uncertainty and incorporates the latest climate
change science and mitigation possibilities (Dietz et al. 2007b). It is with the
importance of risks, ethics, and up-to-date science in mind that we now turn to
Stern’s response to the specific criticisms of the Stern Review outlined earlier in
the chapter.
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5.4.1 Stern Underestimates the Cost of Climate Change
Mitigation—Stern’s Response

As revealed above, mainstream economists believe that Stern has underestimated
the cost of climate change mitigation by basing mitigation cost estimates on opti-
mistic assumptions and forecast methods. Stern vehemently disagrees with this
assessment by stressing that his mitigation cost estimates are methodologically
robust and do not rest on any one particular assumption or modelling approach
(Dietz et al. 2007b). Moreover, Stern has argued that his mitigation cost estimates
are exclusively drawn from a comprehensive and up-to-date sweep of the mitiga-
tion cost literature. To support his claims, Stern points out that the mitigation cost
estimates revealed in the Stern Review have been verified by reputable organisa-
tions, such as the International Energy Agency (IEA 2006).

Besides Stern’s general response, there are many detailed reasons why Stern
believes the various criticisms of his mitigation cost estimates are unfounded.
To begin with, Stern believes that many of his critics have failed to sufficiently
account for probable future rates of technological innovation and the likely
deployment of mitigation technologies. In doing so, critics have downplayed the
likely emergence of substitution possibilities and options that, if exploited, would
significantly lower mitigation costs (Dietz et al. 2007b). In fact, according Stern,
the many pessimistic assumptions about technological innovation and substitution
possibilities, which have led to very high mitigation cost estimates, are entirely
at odds with past rates of technological progress. Conversely, Stern believes that
his assumptions regarding technological change are very conservative by historical
standards (Anderson 2006; Dietz and Stern 2008).

Secondly, and this relates to Stern’s first point, most mainstream economists
have ignored the facilitating role of future policy changes. In most studies, it has
been assumed that policy-induced price signals and institutional mechanisms,
including increased carbon trading opportunities, will remain largely unchanged
into the future. This, of course, is highly improbable. Instead, forthcoming policy
measures will almost certainly spur on mitigation efforts that, through learning-by-
doing and economies of scale, are likely to exert considerable downward pressure
on mitigation costs (Dietz et al. 2007b).

Thirdly, Stern believes that most modelling exercises have overlooked an
important link between primary energy costs and mitigations costs. To recall,
the cost of climate change mitigation is measured in terms of the cost associated
with meeting a particular emissions target. Many observers believe that a major
mitigation cost will be the rise in the cost of primary energy. Acknowledging
this, Stern points out that primary energy costs in most industrialised countries
currently amount to around 3—4 per cent of GDP (a little higher in most indus-
trialising nations). This means that if mitigation strategies increase the cost of pri-
mary fuels by no more than 25 per cent, as Stern and others predict, mitigation
costs are unlikely to rise above a maximum of one per cent of GDP (Dietz et al.
2007b). Whilst mitigation costs are likely to be higher in poorer countries, Stern
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believes that the gradual uptake of new technologies and a change in the compo-
sition of national output should bridge the mitigation cost gap between rich and
poor nations. Stern does concede that a shift towards biofuels could dramatically
increase the cost of primary energy; however, Stern believes that energy-saving
forms of technological progress should keep the cost of energy to a manageable
level, thus keeping a lid on the cost of climate change mitigation (Stern 2009).

Finally, since the cost of mitigation equals the cost of achieving a particular
greenhouse stabilisation target, then, as Stern highlights, any co-benefits associ-
ated with reducing greenhouse gas emissions must be subtracted to obtain the
‘true’ cost of mitigation. At various stages during the Stern Review (in particular,
Chap. 12), Stern outlines a range of benefits that would emerge as a consequence
of measures taken to reduce greenhouse gas emissions. These include soil conser-
vation benefits and averted landslides from avoided deforestation; the preservation
of ecosystem services; less waste and the reduced generation of many hazardous
forms of pollution; energy-cost savings from improved building design and the
supply of more energy-efficient appliances and modes of transport; and a reduced
reliance on non-renewable energy sources (Stern 2007). All of these co-benefits,
plus more, are often overlooked in mitigation cost studies, thus contributing fur-
ther to mitigation cost estimates well above those revealed in the Stern Review.

I mentioned earlier that, owing to new climate change information, Stern has
revised his estimated cost of climate change mitigation from one to two per cent
of GWP. Given this upward revision, there are some critics who would argue that
their criticism of Stern has been wholly confirmed. This is not so, since the basis
for Stern’s revision would apply to all mitigation cost studies, not just the study
conducted by Stern. Consequently, any relative difference between Stern’s cost
estimates and those of his critics remains. Also remaining intact is the validity of
Stern’s response—although, as we shall see, there are non-mainstream reasons for
believing that Stern has underestimated the cost of climate change mitigation.

5.4.2 Stern Overestimates the Cost of Climate Change
Damages—Stern’s Response

Of all the mainstream criticisms levelled at the Stern Review, the majority have
been directed at the alleged overestimation of the cost of climate change damages.
Stern and his colleagues have accordingly devoted most of their response efforts
defending this category of costs. Much of the argument put forward by critics to
explain Stern’s overestimation of damage costs have centred on Stern’s supposed
application of an unjustifiably low discount rate.

Before we consider Stern’s response to the discount rate allegation, it is worth
highlighting a number of other reasons why Stern believes the criticisms of his
damage cost estimates are groundless. To begin with, Stern argues that his critics
are wrong to claim his assessment of damages has been based on selective pick-
ings from the climate change literature. To the contrary, Stern stresses that his
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damage cost estimates are founded on a broad appreciation of damage cost studies
and an acknowledgment of the latest climate change science (Dietz et al. 2007b).
Secondly, and more importantly, Stern argues that most of the Integrated
Assessment Models (IAMs) used to calculate damage costs are restricted to a narrow
set of the most measurable impacts of climate change. Very few IAMs include the
impacts of large-scale, discontinuous changes to the climate system that are likely to
have a significant and non-marginal impact on future economic activity (Dietz et al.
2007a). Moreover, almost no IAMs have been extended to incorporate ‘socially con-
tingent” impacts, such as the potential cost of the rise in international conflict and
ecologically-induced migration. As a consequence, almost all IAMs are incapable of
accounting for the high damage costs that are likely to emerge if global temperatures
rapidly escalate. According to Stern, it is for this and other reasons that the losses of
welfare-equivalent consumption generated by most IAMs are just a few per cent of
GWP. On the other hand, when large-scale, discontinuous climate change impacts are
incorporated into climate change models—as Stern performs in the Stern Review—
comparable losses increase to at least 10 per cent of GWP (Dietz et al. 2007a).
Throughout Stern’s many responses to his critics, Stern refers to three addi-
tional reasons for the inadequate nature of most IAMs. Firstly, Stern believes that
most TAMs downplay the potential for rising greenhouse gas emissions to deplete
and degrade the stock of natural capital essential for human development (Dietz
et al. 2007a; Dietz and Stern 2008). Secondly, by assuming that increases in the
consumption of human-made goods can compensate for the loss of critical natu-
ral capital services, most IAMs overlook the detrimental impacts that would arise
from the irreversible loss of non-substitutable natural capital (Dietz et al. 2007a).1°
Thirdly, although most IAMs involve the use of Monte Carlo procedures that
allow climate change impacts to be modelled probabilistically, invariably the links
between greenhouse gas emissions and the economic impacts of global warming
are inadequately parameterised.?’ According to Stern, this arises because most
modelling strategies involve a ‘best guess’ of each parameter rather than a full esti-
mate of the uncertainty surrounding the various links. For example, it is recognised
by mainstream economists that a meaningful valuation of relative climate change
risks requires a proper application of expected-utility analysis (Dietz et al. 2007a).
In applying this form of analysis, most researchers use the Monte Carlo proce-
dure to generate a probability distribution of consumption in order to calculate the
discounted utility of mean expected utility. Stern believes this is an incomplete
application of the ‘economics of risk’ because it fails to preserve important infor-
mation about the probability distribution of consumption that is required to value
the probability distribution of social welfare. Given this blatant shortcoming, Stern
argues that modellers should calculate the discounted utility of each possible cli-
mate change outcome prior to making each Monte Carlo draw (Dietz et al. 2007a).
According to Stern, this approach would ensure retention of the critical informa-
tion embodied in the probability distribution. Not surprisingly, this alternative
approach constituted a core element of the welfare assessment performed in the
Stern Review. Moreover, it played a key role in the disparity between Stern’s esti-
mate of climate change damages and those revealed in other mainstream studies.
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Finally, Stern is at pains to stress that the impact function used to link damage
costs to global mean temperatures was formulated following a close examina-
tion of a wide variety of optimistic to pessimistic climate change ‘stories’ (Dietz
et al. 2007b). As such, Stern believes his raw damage costs lie at the centre of a
range of impact studies and do not constitute an outlier.2! What’s more, because
the PAGE2002 model employed by Stern omits many climate change impacts,
Stern admits he has probably underestimated the full cost of climate change
damages.

Before moving on, it was pointed out earlier that Tol and Yohe (2006a) believe
that Stern’s high damage costs can be partly attributed to Stern having double-
counted the risk of catastrophic climate change. To a large extent, Tol and Yohe’s
accusation has been prompted by Stern’s broader-than-usual treatment of uncer-
tainty and the incorporation of potentially large-scale climate change impacts.
Upon close scrutiny of Stern’s expected-utility analysis—which includes the spec-
ification of a high-climate change scenario to account for recent quantitative mod-
elling of positive natural feedbacks—it is clear that Stern has not double-counted
the risk of climate change. Stern has simply added an extreme, albeit low-proba-
bility climate change pathway in order to generate a probability distribution capa-
ble of providing a better assessment of the potential impacts of climate change.
As Stern emphasises, this constitutes a more comprehensive treatment of risk, not
a doubling up of risk. In all, Stern believes it is the majority researchers that are
at fault since, by failing to incorporate the potential for extreme climate change
impacts, they are only ‘part-counting’ risk (Dietz et al. 2007b).

5.4.3 The Discount Rate Used by Stern Is Too Low—Stern’s
Response

As mentioned above, a great deal of the criticism levelled at Stern’s climate
change modelling has centred on Stern’s choice of discount rate. As far as Stern
is concerned, this criticism reflects a gross undervaluation of risk and the ethical
considerations surrounding the climate change issue as well as an incorrect under-
standing of how Stern estimated the cost of climate change damages.

In an effort to defend his 1.4 per cent discount rate, Stern believes that the
choice of rate should be made on the basis of what most people would deem as
morally acceptable. If we consider the discount rate parameters of the Ramsey for-
mula, then, beginning with the pure rate of time preference (§), Stern stresses that
its value must be understood in terms of how we ethically discriminate by birth
date (Dietz and Stern 2008). Given that all generations should be regarded as peo-
ple of equal moral worth, Stern believes that § should be approximately zero per
cent.?? In other words, if all generations are more or less equally well off, there is
no reason why a climate change cost borne by future generations should be val-
ued any less than the same cost borne today. According to Stern, arguing any dif-
ferently amounts to a position that most people would find morally unacceptable
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(see, also, Broome 1992; Cline 1992). Yet this is the exact position taken by those
who believe Stern’s choice of discount rate is too low.

With regard to the elasticity of marginal utility (1), Stern explains how it also
constitutes an ethical parameter, since its value represents an assumed aversion to
economic inequality both within and between generations. In defending his choice
of n = 1, Stern begins by arguing that a value of n = O—which would assume
that the marginal utility of an extra dollar of income is the same for rich and poor
individuals—is seriously problematic (Dietz and Stern 2008). As Stern stresses,
although a value of n = 0 is used in many benefit-cost analyses, few people would
accept that an extra dollar of income would provide a millionaire with as much
additional utility as it would for a pauper.?3

As for n = 2, Stern invites readers to conduct a ‘leaky bucket’ experiment with
respect to the redistribution of income. In general, the aim of a redistribution policy
is to increase the net welfare of society. This is successfully achieved so long as
the increase in the utility of the poor exceeds the decrease in the utility of the rich.
With this is mind, the central question is this: How much ‘redistributed’ income can
be lost from administrative and other related processes without compromising the
aim of increasing the net welfare of society? As Stern highlights, when critics argue
that n should equal 2, they are effectively saying that if person A has five times the
income of person B, then taking one dollar from A and giving it to B will produce a
net social welfare gain even if 95 per cent of the redistributed income is lost during
the redistribution process (Note: this assumes that the marginal utility of an extra
dollar received by person B is 25 times more than it is for person A). With a value
of n = 1 (i.e., where the marginal utility of an extra dollar received by person B
is assumed to be five times more than for person A), a loss of up to 80 per cent is
tolerable. Given that many observers consider an 80 per cent loss to be extremely
high, Stern believes it is difficult to justify that n = 1 is too low (Dietz et al. 2007b;
Dietz and Stern 2008). Since it can be concluded that = 2 is too high and n = 0 is
unrealistic, Stern believes that a value of n = 1 is more than acceptable.

A key factor underlying the mainstream criticism of Stern’s 1.4 per cent dis-
count rate pertains to the relative merits of employing a ‘prescriptive’ or ‘descrip-
tive’ approach to discounting. The latter approach, which is preferred by most
mainstream economists, involves the assumption that the ethical preferences of
society can be adequately revealed by current market behaviour. For this reason,
many mainstream economists believe that discount rates should reflect real rates
of return on capital, which, as previously mentioned, are usually much higher than
Stern’s annual discount rate of 1.4 per cent.

For a variety of reasons, Stern vehemently disagrees with this logic. Firstly,
Stern stresses that discount rates are essentially marginal concepts designed to
deal with small changes around a specified development path. It therefore mat-
ters little at the macro level if a relatively high discount rate is used to assess an
individual project because a nation continues on much the same development
path regardless of whether the project proceeds. However, in the case of climate
change, where changes are likely to be severe and non-marginal, the choice of mit-
igation strategy is likely to have a profound impact on the future development path
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of a nation and the world generally (Stern 2009). As such, we cannot use rates of
return on capital to assess climate change policy in the same way that we assess
individual projects.

Secondly, Stern is quick to remind us that most market interactions involve
aggregated private decisions that take account of short-term and medium-term
benefits and costs. They do not involve collective decisions concerning actions
with potentially severe, long-term ramifications (Dietz et al. 2007b). Hence,
no financial market or other market of substance can be expected to reveal how
a generation of people, when faced with the possibility of inflicting major costs
on future generations, should conduct itself (Stern 2009). Nor, therefore, can any
market provide the signals upon which to base a discount rate for assessing cli-
mate change costs and the future direction of climate change policy.

Thirdly, even if we employ a descriptive approach to discounting, one discovers
that the recommended discount rate range of 4—6 per cent far exceeds the long-
term, inflation-adjusted, low-risk interest rates on consumption and other loans.
For instance, real long-term rates on government bonds are often in the order of
1.5 per cent over fifty years—a disparity in rates largely brought about by vary-
ing patterns of risk and capital market imperfections (Stern 2009). Upon careful
consideration of this disparity, Stern believes that a riskless real return of 1.5 per
cent on consumption loans reveals more relevant discount information than long-
term investment returns of around 4-6 per cent. The reason for this is that an
assessment of climate change mitigation strategies must involve a comparison of
pathways using a measure of social welfare expressed in terms of the discounted
utility of consumption over the indefinite future. It should therefore be our prefer-
ences over consumption possibilities, not returns on private investment decisions,
which guide climate change policy. Moreover, the riskless real return is of greater
relevance because uncertainty is best treated by explicitly incorporating it within
climate change models. Uncertainty should not, according to Stern, be separately
incorporated into the analysis via the discount rate (Stern 2009).

The above aside, Stern questions whether it is possible to confidently say
that investment returns on private capital will remain in the 4-6 per cent range.
If some of the expected climate change impacts materialise, long-term returns on
all forms of capital could fall to much lower levels than those enjoyed in the past
(Dietz et al. 2007b). In fact, ironically, it is the higher discount rate recommended
by most mainstream economists that is likely to result in a comparatively higher
concentration of greenhouse gases, greater climate change damage, and a reduced
possibility of long-term investment returns remaining in the 4-6 per cent range.

Fourthly, as referred to earlier, mainstream economists normally assume that
increases in the consumption of human-made goods can compensate for any loss
of the natural capital services caused by accelerated climate change. Apart from
the obvious fact that consumer goods cannot offset the degradation of critical
forms of natural capital, this view fails to account for the likely change in the rel-
ative prices of various goods and services over the coming century (Sterner and
Persson 2008; Stern 2009). As Stern explains, if we invest in human-made capital
as the primary means of generating goods and services and ignore the impact of
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climate change on natural capital, the balance between the flow of environmental
and human-made goods and services will, if only in the meantime, tip towards the
latter. As a consequence, the prices of environmental goods are likely to increase
relative to the prices of human-made goods. Should they do so, the future cost of
more expensive environmental goods will almost certainly exceed the cost of cli-
mate change mitigation, thus reflecting a deficient mitigation policy (Stern 2009).

How does this flaw in mainstream thinking relate to Stern’s criticism of the
descriptive approach to discounting? Since most people recognise the critical
nature of many natural capital services, there is, as Stern and others believe, a
good reason to believe that society has a lower discount rate for environmental
goods than for consumption goods (Quiggin 2008; Stern 2009). To therefore apply
an across-the-board discount rate based on perceived rates of return on human-
made capital would almost certainly result in the undervaluation of critical natural
capital services and an inadequately weak mitigation strategy. All things consid-
ered, Stern believes that a descriptive approach to discounting is seriously defec-
tive and that a normative or prescriptive approach is required.

Finally, and very importantly, there is a serious misunderstanding of how Stern
applied discount rates when estimating the present value of future climate change
costs. What is not widely recognised is that Stern’s 1.4 per cent discount rate was
calibrated on a growth-as-usual pathway unaffected by climate change—that is,
on a pathway where per capita consumption (g) was assumed to be increasing at
an average rate of 1.3 per cent per annum. The 1.4 per cent rate was not applied to
pathways affected by climate change.

How did Stern deal with climate change-affected pathways? It was mentioned
earlier that Stern believes modellers should calculate the discounted utility of each
possible climate change outcome prior to probabilistically modelling climate change
impacts via the use of a Monte Carlo procedure (Dietz et al. 2007a). Imagine, then,
a potential outcome where climate change damages reduce the increase in per capita
consumption to a rate of just 0.5 per cent per annum. To discount the future utility
of such an outcome, Stern altered the value of g to 0.5 per cent. Thus, with values of
n=1and § = 0.1 per cent employed, Stern assumed a discount rate of 0.6 per cent
(i.e.,0.6 % =0.1 % 4+ [1 x 0.5 %]).

In view of the wide range of per capita consumption values existing across a
given probability distribution, each possible consumption path possesses a unique
set of discount factors and hence a unique discount rate. In recognition of this,
Stern applied a different discount rate for each potential climate change outcome.
By doing so, Stern effectively applied what might be referred to as an endoge-
nous discount rate (Dietz et al. 2007a). In direct contrast, most researchers make
the mistake of applying a fixed exogenous discount rate. That is, they employ a
fixed value for g in the Ramsey formula even though the consumption growth rate
varies with each potential climate change outcome. As Stern explains, this latter
approach leads to an underestimation of the cost of climate change damages (Dietz
et al. 2007a). Thus, putting aside debates about the appropriate values of § and 7,
Stern believes it is not his own discount rate that is too low, but the discount rates
recommended by most mainstream economists that are too high.
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I would just like to conclude this sub-section with one last point. Despite all the
controversy surrounding Stern’s choice of discount rate, Stern believes his critics
have placed too much emphasis on the issue of discounting. To reinforce this con-
viction, Dietz et al. (2007a) have conducted a comprehensive sensitivity analysis
of Stern’s damage cost estimates. Dietz et al. begin their analysis by varying the
elasticity of marginal utility () between 1 and 3 and the pure rate of time prefer-
ence (§) between 0.1 and 1.5 per cent. What Dietz et al. reveal is that increases in §
significantly reduce the cost of climate change. For example, in a baseline climate
change scenario, with § increased from 0.1 to 1.5 per cent, the mean cost of cli-
mate change falls from 11.1 to 3.3 per cent of per capita consumption equivalents.
In the case of a high climate change scenario, the same increase in § reduces the
mean cost of climate change from 14.4 to 4.2 per cent of per capita consumption
equivalents Dietz et al. (2007a).

As for the elasticity of marginal utility, Dietz et al. (2007a) discover that an
increase in n has complex effects on the estimated cost of climate change. It is
well understood that a rise in 7 implies an increased aversion to risk and inter-
temporal inequality. What isn’t understood is that the discounting impact of the
elasticity of marginal utility varies as the severity of climate change damages rises.
To illustrate how, Dietz et al. begin by showing that, with § = 0.1 per cent, an
increase in n from 1 to 3 in the baseline climate change scenario causes the mean
cost of climate change to fall from 11.1 to 1.3 per cent of per capita consumption
equivalents. Dietz et al. then show that the same continuous decline does not occur
in the high climate change scenario. For example, while the mean cost of climate
change falls from 14.4 to 7.4 per cent of per capita consumption equivalents as 7
is increased from 1 to 2, it rises back up to 13.2 per cent as 7 is increased from
2 to 3 (Dietz et al. 2007a). The reason for this turn-around in costs is that when
higher values of 1 are applied to more extreme climate change scenarios, the aver-
sion to risk outweighs the aversion to inter-temporal inequality. In other words, as
n increases, we become increasingly averse to the high climate change scenarios
where future consumption is likely to be significantly affected.

To further demonstrate the alternating influence of 1 on the welfare cost of cli-
mate change, Dietz et al. increase the damage function exponent (y) embodied in
the PAGE2002 model from a value of 1-3. The damage function exponent is the
main exponent determining the modelled impact of global warming on consump-
tion-equivalent welfare. What Dietz et al. show is that, with § = 0.1 per cent and
n = 1, an increase in y from 1 to 3 boosts the mean cost of climate change from
5.4 to 33.3 per cent of per capita consumption equivalents. However, with n = 3,
the same rise in y increases the mean cost of climate change from 0.9 per cent to a
massive 51.9 per cent of per capita consumption equivalents (Dietz et al. 2007a).
Thus, a high value for 1, which produces a large discount rate, can, under particu-
lar circumstances, generate very high climate change costs.

Overall, Dietz et al.’s sensitivity analysis makes two things abundantly clear.
Firstly, it is wrong to assert that the low values ascribed to § and n, for which Stern
has been highly criticised, are the major factors behind Stern’s high damage cost
estimates. Secondly, Stern’s treatment of risk and uncertainty and incorporation of
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the latest climate change science had at least as much of an influence on the Stern
Review’s as Stern’s novel application of an endogenous discount rate—something
most economists have overlooked.

5.4.4 The Stern Review Does not Constitute a Proper
Benefit-Cost Analysis—Stern’s Response

To recall, the mainstream view of a benefit-cost analysis involves estimating the
‘optimal’ level of greenhouse gas emissions, which is determined by equating
the marginal damage cost of climate change and the marginal cost of mitigation.
According to mainstream economists, performing this exercise requires a thorough
investigation of benefit-cost comparisons over a wide range of alternative emissions
scenarios. As previously mentioned, Stern has been heavily criticised for confining
his analysis to a comparison between the cost of inaction and the cost of stabilising
emissions at one particular concentration level—namely, 550 ppm of CO»-e.

In response, Stern has argued that since the conclusions and policy recommen-
dations in the Stern Review did not rest on the results of a formal optimisation
exercise, it made little sense to conduct a benefit-cost analysis of the type advo-
cated by mainstream economists. Moreover, as much as Stern has acknowledged
that economic modelling can quantify the economic consequences of unabated cli-
mate change and can illuminate the implications of value judgements made with
regards to time preference, risk, and inequality aversion, Stern has also been at
pains to stress that aggregate modelling studies should, for the following reasons,
be treated with great circumspection (Dietz et al. 2007b).

Firstly, there are limits to information, multiple ethical objectives, and unrepre-
sented economic agents (i.e., future generations) that drive a wedge between eco-
nomic theory and reality. What’s more, this gap is magnified in relation to climate
change policy because the causes and consequences of climate change are global;
the risks and uncertainties are pervasive; and the impacts are long-term, persistent,
and potentially irreversible and non-marginal.

Secondly, since economic models represent an aggregated attempt to express
the impacts of climate change in terms of forgone future consumption, they are
highly simplistic and restricted to a relatively narrow set of the most measurable
climate change impacts. Consequently, economic models have an inbuilt tendency
to underestimate expected damages.

Thirdly, as mentioned, economic models inadequately represent the uncertainty
surrounding the impact of climate change. It is for this reason, according to Stern,
that aggregate modelling studies suppress most of what is interesting and troubling
about climate change (Dietz et al. 2007b; Dietz and Stern 2008).

Given the aforementioned, one might ask why Stern bothered to formally
model the economic impacts of climate change. Stern did so, not because for-
mal economic models provide precise estimates of climate change damages, but
because economic models, when appropriately calibrated, can provide what Stern
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refers to as a “canvas on which debates about intergenerational fairness, the dis-
tribution of wealth, and the management of risk and uncertainty can be painted”
(Dietz et al. 2007a, p. 323).

Thus, in sum, Stern believes it is both misleading and dangerous to base cli-
mate change policy on exercises designed to minimise the present value of the
sum total of damage and mitigation costs (Dietz and Stern 2008). Instead, Stern is
of the view that economic modelling is better confined to the less ambitious task
of determining whether the costs of strong and immediate mitigation action are
greater or less than the costs of climate change damages under a business-as-usual
approach (Dietz et al. 2007b). Stern makes no apologies for having made the lat-
ter assessment—an assessment that led Stern to conclude that a stabilisation target
above 550 ppm of CO»-¢ is too risky and that a target below 450 ppm is too costly.

Finally, as for the claim by Tol and Yohe (2007b) that Stern’s recommended
course of action is sub-optimal, Stern disagrees. To recall, Tol and Yohe argue that
an optimal emissions strategy requires the marginal costs of mitigation to rise over
time as measures are taken to reduce greenhouse gas emissions. Yet, according
to Tol and Yohe, the marginal mitigation costs borrowed by Stern from Anderson
(2006) decline over time. In response, Stern believes that Tol and Yohe have con-
fused marginal costs with average costs, since it is not marginal mitigation costs
but average mitigation costs which should be falling (Dietz et al. 2007b).2* In
order to forestall further criticism, Stern has stressed that declining average miti-
gation costs are entirely consistent with the academic literature on the evolution of
climate change costs.

5.4.5 Stern’s Conclusions Are Incommensurate
with His Economic Analysis—Stern’s Response

Although Stern’s recommended stabilisation level of around 550 ppm of CO»-e is
similar to the target advocated by many mainstream economists, it is Stern’s con-
viction that deep emissions cuts are required now, rather than later, that sets him
apart from most of his contemporaries. This said, it is Stern’s high damage cost
and low mitigation cost estimates which have led mainstream economists to argue
that Stern should have recommended a lower stabilisation target and a more strin-
gent emissions reduction strategy to achieve it.

In the time since the Stern Review was released, Stern has repeatedly indi-
cated that he did not rule out a lower stabilisation target than 550 ppm of CO»-e.
Indeed, Stern is quick to remind people that he essentially advocated a target range
between 450 and 550 ppm of CO;-e (Stern 2007, p. xvi). Because Stern’s recom-
mended target is more ambitious than what many economists recognise, Stern
believes his target is wholly commensurate with his economic analysis.

Even so, Stern stresses that a disproportionate amount of attention has been
paid to his economic modelling when it is clear that the climate change crisis
raises issues that cannot be resolved through economic analyses alone. As such,
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and since more than mere cost comparisons lie beneath the conclusions of the
Stern Review, Stern believes it matters little that his recommended emissions strat-
egy appears somewhat inconsistent with his modelling results.

5.5 Support and Further Criticisms of the Stern Review

5.5.1 Mainstream Support for the Stern Review

Despite the widespread criticism of the Stern Review, a number of mainstream
economists have openly supported Stern by endorsing many of the previously-out-
lined points made by Stern (e.g., Solow, Mirrlees, Arrow, and Stiglitz).25 Arrow,
for example, believes that even if there is a good reason to heavily discount uncer-
tainty and future climate change costs, Stern’s fundamental conclusion that we
should take immediate and sharp action to reduce greenhouse gases is entirely
justified. More specifically, Ackerman (2007) asserts that, in terms of the benefit
and cost comparisons of climate change, Stern’s economic reasoning is watertight,
which is evidenced by the unsuccessful attempts by critics to argue otherwise.
Ackerman also believes that Stern’s novel treatment of uncertainty and risk has
failed to receive the attention it deserves. Where economists have taken note, they
have generally addressed both aspects misleadingly and incorrectly. Reflecting the
views of most supportive economists, Ackerman remarks:

[T]he Stern Review takes us a long way toward understanding the economics of climate
change, posing many big questions and answering some of them quite well. The argu-
ments against conventional, high discount rates and the massive review of sectoral esti-
mates of damages and mitigation costs will be hard to improve on, except in issues of
detail (Ackerman 2007, p. 24).

Ackerman also touches on another crucial issue raised by many of Stern’s sup-
porters—namely, the false belief that the discount rate used in relation to climate
change should reflect market rates of return on capital. Like Stern, Ackerman
(2007) believes that the descriptive approach to discounting is erroneous and
grounded in abstract theories of perfect markets and the false view that people
have a consistent attitude towards short-term investment options and the non-
marginal impacts of long-term policy decisions, such as policies related to climate
change mitigation.

In defending Stern’s choice of a low discount rate, Quiggin (2008) raises the
equity premium puzzle and the concept of hyperbolic discounting to further invali-
date the descriptive approach to discounting. The equity premium puzzle refers to
the notion that, for plausible values of n (from the Ramsey formula), the difference
between the real bond rate and the rate of return on equities or stocks should be
no more than half a percentage point. However, historically, annual real returns on
US government bonds have been around 1 per cent whilst annual returns on US
stocks have averaged around 7 per cent. Hence, the real bond rate should be higher
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than what it is and the rate of return on equities should be much lower (Mehra and
Prescott 1985). Ultimately, the large discrepancy between bond and equity rates
can only be resolved by assuming the presence of a large risk premium, which
means having to assume a high aversion to risk and therefore very high values for
n. Yet, as Quiggin stresses, a high value for  implies a high discount rate, which
only exacerbates the equity premium puzzle.

As for hyperbolic discounting, Quiggin (2008) points to a substantial body of
literature on expected utility theory and behavioural economics which consistently
reveals that people apply a high discount rate to trades between the present and
the near future, but a low discount rate for trades between the near and the far
future. Furthermore, it has been shown that an individual’s choice of discount rate
is also affected by whether the trade involves something with minimal spillover
impacts or something with potentially pervasive consequences. Invariably, indi-
viduals attach a lower discount rate to circumstances involving potentially wide-
spread, risky, and deleterious impacts, such as those expected from climate change
(e.g., Kahneman and Tversky 1979). Taken together, the failure of researchers to
account for hyperbolic discounting and the equity premium puzzle, which has
prompted the use of discount rates equal to average rates of return on capital rather
than a riskless bond rate between 1 and 2 per cent, has led to untenable conclu-
sions and undesirable policy prescriptions.

I earlier referred to the implications of discount rates on the assumed savings
rate of an optimal consumption trajectory (Eq. 5.3). One of the mainstream criti-
cisms of Stern’s 1.4 per cent discount rate was that it assumes a ludicrously high
savings rate of over 90 per cent. To recall, savings rates in most countries are in
the vicinity of 15 per cent. DeLong (2006) has come to the aid of Stern by demon-
strating that the derivation of a very high savings rate is grounded on the implausi-
ble assumption that there is no future technological progress. Should technological
progress continue at current rates, as DeLong and others predict, Stern’s discount
rate implies an entirely believable savings rate and one wholly consistent with a
1.3 per cent growth rate in per capita consumption.

Whilst on rates of return and discount rates, I might take this opportunity to
question whether real rates of return on investment capital have actually been in
the 46 per cent range, as is generally assumed. It has already been suggested that
rates of return of around 4-6 per cent may not be achievable in a world afflicted
by extreme climate change. It is my view that a significant proportion of the seem-
ingly healthy rates of return has been due to the unsustainable conversion of natural
capital to human-made capital. To recall from Chap. 2, income is properly defined
as the maximum amount that can be consumed in the present without compromis-
ing the ability to consume the same amount in the future (Hicks 1946). Income is of
relevance here because real rates of return on capital depend on the income streams
generated by the capital stock. Should income streams of the past have been the
result of an unsustainable conversion of natural capital into human-made capital,
then, from a strong sustainability perspective, income steams have been overstated.
Likewise, perceived rates of return have exceeded genuine rates of return.
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Indeed, given that low-entropy matter-energy is the only true input of the
economic process, it follows that real rates of return on human-made capital are
entirely dependent on the rate at which human-made capital can generate real
goods and services from a sustainable flow of natural resources. This means that
real rates of return are equivalent to the regeneration rates of renewable natural
capital. These are typically in the range of 1-2 per cent (Lawn 2007).2° Thus, from
a strong sustainability perspective, it could be argued that a descriptive approach
to discounting would still lead to the application of a Stern-like discount rate.

Finally, I believe that Tol of Yohe’s (2007b) claim that Stern’s recommended
climate change strategy is sub-optimal is the result of their misunderstanding
of Stern’s explanation of the changing relationship between the marginal cost
and average cost of mitigation. To be fair to Tol and Yohe, I believe their confu-
sion may have arisen from the less-than-adequate explanation of the relationship
between the two classes of costs in Box 9.6 of the Stern Review (Stern 2007).

To remind the reader once more, Tol and Yohe have argued that an optimal mit-
igation strategy requires the marginal costs of mitigation to be rising over time as
mitigation measures are taken to reduce greenhouse gas emissions. Whilst Stern
(2007) stresses the need for marginal mitigation costs to rise in order to reflect
the increase in damages caused by a still-rising atmospheric concentration of
greenhouse gases, Stern argues that average mitigation costs should be falling.
According to Stern, the gradual decline in average mitigation costs is likely to
result from technological innovation, learning-by-doing, and the generation over
time of larger mitigation-related co-benefits.

Tol and Yohe’s confusion, it seems, stems from Stern’s claim that it is possi-
ble for average mitigation costs to be falling at the same time marginal mitiga-
tion costs are rising when the latter are higher than the former. In line with
textbook theory, Tol and Yohe (2007b) correctly point out that when marginal
costs exceed average costs, rising marginal costs typically imply rising aver-
age costs. Figure 5.3 presents a textbook view of the relationship between mar-
ginal cost (MC) and average cost (AC). It shows that the MC curve always cuts a
U-shaped AC curve at its minimum point. Consequently, when marginal costs are
greater than average costs (i.e., when Q > Qp), average costs must be rising as Q
increases—the exact opposite of what Stern believes should be happening to aver-
age mitigation costs as mitigation measures are ramped up.

To explain how Stern may have reached his conclusion, Tol and Yohe (2007b)
run a number of simple thought-experiments. In the end, the only way they can
decipher a coherent story from Stern’s reasoning is to presume that the short-
run mitigation cost curve must be getting steeper over time. Yet, as Tol and Yohe
explain, and as Stern argues in Fig. 2.2 of the Stern Review (Stern 2007), the short-
run mitigation cost curve is likely to shift downwards or become flatter over time.
In all, Tol and Yohe believe that Stern’s reasoning is contradictory. Moreover, given
Stern’s assumptions, Tol and Yohe believe it is impossible for a decline in average
mitigation costs to be accompanied by a rise over time in marginal mitigation costs.

I disagree with Tol and Yohe. May I say, I believe there other good reasons
why the average cost of mitigation could rise over time, which I shall leave to
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Chap. 6. For now, if we assume that technological progress can progressively shift
the Marginal Mitigation Cost (MMC) curve and Average Mitigation Cost (AMC)
curve downwards, it is entirely possible for marginal costs to rise as average costs
decline. Consider a scenario depicted in Fig. 5.4 based on changes in marginal and
average mitigation costs anticipated by Anderson (2006). We shall assume that
MMCy and AMC represent the respective Marginal and Average Mitigation Cost
curves in 2015.27 With the level of mitigation in 2015 at My, marginal mitigation
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costs are higher than average mitigation costs (Note: it has been estimated by
Anderson that marginal and average mitigation costs in 2015 will be around $100
and $60 per tonne of CO; respectively).?®

Assuming that the Marginal Mitigation Cost curve and the Average Mitigation
Cost curve shift downwards to MMC; and AMC; by 2025, and the level of climate
change mitigation rises to My, Anderson expects marginal mitigation costs to rise
to $125 per tonne of CO; and average mitigation costs to fall to $33 per tonne of
COs. Finally, by 2050, as the two curves shift to MMC, and AMC,, and the level
of mitigation increases to M, Anderson expects marginal mitigation costs to rise
to $180 per tonne of CO,. Over the same 25-year period, Anderson expects aver-
age mitigation costs to fall to $22 per tonne of CO;.

Of course, whether these changes in mitigation costs eventuate will depend on
the relative shifts of the Marginal Mitigation Cost and Average Mitigation Cost
curves plus the extent to which climate change mitigation measures are imple-
mented over time. Provided technological progress can sufficiently shift the two
curves downwards, a contemporaneous rise in marginal mitigation costs and
decline in average mitigation costs, as depicted in Fig. 5.4, are theoretically pos-
sible, thus supporting the viability of Stern’s argument.

5.5.2 Further Criticisms of the Stern Review

Mainstream economists are not the only group of economists critical of the Stern
Review. Economists from other schools of thought have also highlighted what they
consider to be its major shortcomings, although these are often unrelated to the
criticisms outlined in Sect. 5.3.

In a major attack on the Stern Review, Spash (2007) asks how Stern can
acknowledge the many intractable climate change problems that render a benefit-
cost analysis unsuitable for generating policy recommendations, yet still prescribe
a greenhouse mitigation strategy based, to a significant degree, on the results gen-
erated from an economic modelling exercise. Instead of dealing with the problems
appropriately, Spash believes that Stern has sidelined them by crafting what many
perceive is a ‘state-of-the-art’ benefit-cost approach. Although few people would
doubt that Stern’s economic analysis includes a number of novel innovations—
e.g., endogenous discounting, an ethical basis for risk aversion, and the inclusion
of extreme climate change possibilities—Spash argues that Stern has maintained
an allegiance with mainstream economic orthodoxy by perpetuating the standard
myth that GDP growth is both ecologically sustainable and desirable. Despite what
impression Stern gives to the contrary, Spash believes the Stern Review can in no
way be regarded as an alternative heterodox approach to the climate change crisis.

More specifically, Spash (2007) highlights a number of apparent deficiencies
of the Stern Review. The first of these is the constant framing of the Review in
terms of GDP growth. Not only does Stern regard the continued growth of GDP
an essential requirement for ongoing increases in human welfare, which Spash
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hotly disputes (see also Easterlin 1974, 1995; Daly and Cobb 1989; Redefining
Progress 1995; Kahneman and Krueger 2006; Lawn and Clarke 2008), Stern also
expresses the cost of climate change damages and mitigation in terms of equiva-
lent GDP losses. Yet if GDP growth beyond a certain threshold level no longer
increases human well-being (see Figs. 2.7 and 2.8), it is misleading to articulate
costs in this manner, since the forgone GDP no longer constitutes a net welfare
cost. Furthermore, as Spash reminds us, even in the presence of energy-saving
technological progress, GDP growth is highly correlated with energy use and is
therefore a significant driver of greenhouse gas emissions. Despite this, Stern, in
typical mainstream fashion, assumes that the impact of GDP growth on emissions
is unproblematic, claiming instead that global warming is the consequence of an
untreated environmental externality.

Secondly, Spash (2007) is critical of the expected-utility analysis used by
Stern to conduct his economic modelling of climate change. Although expected-
utility analysis is neat, compelling, and tractable, many observers believe it fails
to accurately represent typical human behaviour (Perrings 2003; Quiggin 2008).
Empirical evidence suggests that individuals apply considerably more weight to
low-probability extreme events than that implied by expected-utility analysis
(Kahneman and Tversky 1979; Weitzman 2007, 2009).

Thirdly, despite Stern’s acknowledgement of the inevitable change in the rela-
tive prices of human-made and environmental goods, Stern’s analysis is based on
comparative statics—in other words, on the shift over time from one equilibrium
outcome to another. The problem with comparative statics, according to Spash
(2007), is that it conceals complex processes of change, such as the evolution of
natural resource and final-goods prices and the allocation of resources that fol-
lows. More than this, the use of comparative statics allows Stern to miraculously
convert unknown and unknowable future outcomes (ignorance) to events with
seemingly known probabilities. In the process, it enables Stern to generate precise
climate-change outcomes and cost estimates when it is clear that computer-gen-
erated values are seriously incomplete and subject to very wide margins of error
(Howarth 2003; McGuire 2006; Spash 2007). I shall return to the issue of igno-
rance and its implications for the use of benefit-cost analysis in Chap. 6.

Fourthly, Spash (2007) is damning of the way in which Stern ‘internalises’ cat-
astrophic events when carrying out his economic modelling exercise. In Chap. 3
of the Stern Review, Stern emphasises the existence of ecosystem thresholds and
the potential for extreme outcomes to emerge should thresholds be exceeded. At
the same time, Stern models potentially catastrophic outcomes in Chap. 6 as ‘GDP
loss events’ of known probability with positive and increasing risk. As part of the
modelling exercise, Stern assumes that climate change catastrophes are most likely
to occur when global temperatures rise by 5 °C above pre-industrial levels.? In
doing so, Stern assumes that the catastrophic threshold is as much as 3 °C above
the critical threshold level assumed by many climatologists (i.e., 3 °C above a
‘safe’ temperature rise of 2 °C). According to Spash, these assumptions give the
impression that ‘moderate’ global warming of 3-5 °C is acceptable even if very
costly in terms of forgone GDP. More critically, it means that Stern is essentially
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relegating potentially irreversible and surprising disasters to the status of known,
bounded, threshold events expressed merely as GDP losses. Yet, as Spash (2007)
highlights, catastrophic events, which could be triggered by average temperature
rises of 3-5 °C, are inherently surrounded in unknowns and do not fit within nor-
mal probability density functions.

Fifthly, Spash believes that most rational and morally-driven individuals, if
informed about the potential implications of exceeding a catastrophic tempera-
ture threshold, would avoid catastrophic events at almost any cost. Consequently,
Spash contends, along with Perrings (2003), Baer (2007), and Ackerman (2007),
that an appropriate policy response to the climate change crisis requires the adop-
tion of the ‘precautionary principle’, which implies a climate change policy
explicitly designed to prevent the atmospheric concentration of greenhouse gases
exceeding a safe upper limit, such as the CO;-e level of 450 ppm recommended
in Chap. 1. By failing to rule out any greenhouse concentration level, Stern’s
modelling exercise excludes any consideration of safe upper limits, which is best
exemplified by Stern’s recommended target of up to 550 ppm—a level many cli-
matologists regard as ‘dangerously’ high.

Finally, despite Stern’s claims to the contrary, Spash (2007) believes that the
moral framework employed by Stern is seriously deficient. Spash’s criticism
begins with Stern’s conversion of stated moral theories into a concern for three
objects of desire most likely to be affected by climate change—human health,
environmental quality, and income/consumption (Stern 2007). Although Stern
invites the reader to view this approach with great circumspection, the manner in
which Stern treats the three categories of desire assumes they are commensura-
ble. For example, it is implicitly assumed that the benefits of increased consump-
tion can offset the cost of having to relocate people en masse. Worse still, the
increase in consumption deemed necessary to compensate a person expected to
be displaced in an impoverished nation is assumed to be less than the increase in
consumption required to compensate a relocated person in a high-GDP country.
Rather than explain the ethical basis for this approach, Spash (2007) believes that
Stern has done little more than answer these and other ethical dilemmas implicitly,
thus failing to adequately outline the moral framework used to select the intergen-
erational objective function employed in the Stern Review.

May 1 say, I don’t entirely agree with Spash’s final point. As previously
revealed, Stern has spent considerable time and effort discussing the ethical
dimensions of the climate change problem (e.g., the need to adopt a James Meade-
like policy philosophy) and has warned about the dangers of elevating economic
analyses above ethical concerns. Having said this, Spash (2002) is correct to point
out that the commensurability assumed in many economic studies of climate
change has resulted in such absurdities as equating the value of greater recreational
benefits in the USA with the loss of human life in low-GDP countries. Although
Stern does not explicitly make this assumption, and should be given credit for the
low value used to represent the aversion to economic inequality among differ-
ent generations (i.e., n = 1 in the Ramsey equation), Spash (2007) believes this
does little to address the commensurability predicament inherent in his analysis.
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The intractable problem with incommensurability is that it raises issues that
cannot be resolved through the use of economic analyses alone (Martinez-Alier
et al. 1998; Aldred 2002). This leads to the conclusion that only non-economic
tools of analysis can fully recognise the ethical and ecological values that must be
taken into account to determine and ultimately prescribe an emissions trajectory
capable of averting a potential ecological catastrophe (Spash 2007; Baer 2007).

Along similar lines to Spash’s incommensurability concerns, Neumayer
(2007) argues that the Stern Review fails to deal with the most pertinent of all
climate change issues—specifically, to what extent should greenhouse gas emis-
sions be reduced to prevent global warming exacting an irreversible loss of non-
substitutable natural capital. By ‘non-substitutable’, Neumayer implies instances
where the loss of natural capital cannot be offset by increases in the consump-
tion of manufactured goods and services. Seen in this light, Neumayer (1999b,
2003, 2007) believes that debates surrounding appropriate discount rates are
misguided given there is no point in comparing the net present value of different
mitigation strategies should many involve the irrecoverable loss of critical natu-
ral capital.

In what essentially amounts to a ‘strong sustainability’ view of the climate
change issue, Neumayer (2007) believes the justification for immediate and deci-
sive mitigation measures requires a convincing case explaining why the current
generation should undertake costly action to avoid climate change when the ensu-
ing damages will predominantly affect consumption-richer future generations.
According to Neumayer, such a case can be argued on the basis of one of two
approaches to the non-substitutability issue. The first is a utility-based perspec-
tive that involves embedding the disutility of climate change damages in the utility
or welfare function of society. This achieved, it is then necessary to demonstrate
that the disutility inflicted by excessive climate change is likely to become so great
that no amount of consumption growth can prevent a decline in the net welfare of
future generations.

The second line of reasoning involves the abandonment of utilitarianism and
an appeal to a deontological or rights-based approach. In this instance, it is neces-
sary to argue that the actions of the current generation should be based on a moral
obligation to respect the right of future generations to enjoy a climate system as
comfortable and amenable to life as it is at present.>’ According to Neumayer
(2007), the successful prosecution of such a case would require a rigorous demon-
stration that global warming beyond a critical temperature threshold would violate
this inalienable right, in which case the current generation would be duty bound to
take the measures necessary to prevent the threshold from being exceeded. Exactly
where this temperature threshold exists remains a moot point, although if we take
it to be a ‘safe’ upper limit of global warming as defined by Article 2 of the United
Nations Framework Convention on Climate Change, then, as argued in Chap. 1, it
would constitute a 2 °C rise and an upper limit of atmospheric greenhouse gases of
450 ppm of CO»-e.

Irrespective of which approach is adopted, Neumayer (2007) believes they
both lead to the same conclusion and therefore an identical mitigation strategy.
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Whilst T agree with Neumayer with regards to Stern’s failure to adequately deal
with the potential loss of non-substitutable natural capital, I don’t agree with
Neumayer’s belief that the utilitarian and rights-based approaches justify similar
climate change action. In view of our inability to know the preferences of future
generations and a similar inability to accurately estimate the cost of future climate
change damages (Funtowicz and Ravetz 1994; Howarth 2003; Ackerman 2007),
there is no reason why a utilitarian approach would not lead to a gross underes-
timation of natural capital depletion costs and a resultant conclusion that mitiga-
tion measures need only limit the rise in average global temperatures to, say, 3 °C.
If so, this would amount to limiting the atmospheric concentration of greenhouse
gases to a dangerously high 550 ppm of CO,-e (IPCC 2007b), which would con-
stitute a violation of the rights-based approach to climate change mitigation.

Continuing on with the non-substitutability theme, Sterner and Persson (2008)
believe that Stern’s recommended mitigation strategy, or one more stringent, can
be supported by a strong conviction that the cost of future climate change dam-
ages will be much higher than currently anticipated. The reason why Sterner and
Persson believe damage costs will be higher than expected is that climate change
will significantly reduce humankind’s access to environmental goods and services.
In doing so, climate change will increase the relative price of the category of envi-
ronmental amenities that are crucial to human welfare and are largely non-substi-
tutable. Compounding this problem is that even greater price pressures are likely
to emerge in the future given that the goods and services provided by natural capi-
tal are particularly vulnerable to non-market damages. Despite this, many of these
damages are completely overlooked in cost-projection studies.?!

To reinforce their point, Sterner and Persson (2008) have incorporated into a
benefit-cost analysis the relative price changes they envisage occurring as the scar-
city of environmental goods and services gradually increases. What they find is
that damage costs are not only higher than anticipated, but the additional cost out-
weighs almost any cost disparities that arise from the application of different dis-
count rates. Indeed, so much higher do Sterner and Persson expect future damage
costs to be, they believe that greenhouse gas targets of 450 ppm of CO;-e and less
can be justified on pure economic grounds.

With this in mind, Sterner and Persson (2008) are critical of the Stern Review
for two reasons. Firstly, they argue that the Review gives insufficient weight to
many non-market damages—a weakness readily conceded by Stern.3? Secondly,
although Stern raises the non-substitutability issue and expresses concern about
the impact of climate change on relative prices, Sterner and Persson argue that the
economic analysis conducted in the Review fails to analyse the effect of changing
relative prices on the composition of future output and its consequential impact
on future welfare. Furthermore, despite the fact that Stern downplays the primacy
of his economic analysis, Sterner and Persson believe that Stern’s failure to fully
grasp the impact of climate change on relative prices has tainted the Review’s final
conclusions and recommendations.

I believe Sterner and Persson are entirely correct in their assessment of relative
price changes and their future impact on climate change damage costs. However,
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it is my contention that the impact of price changes will have more extreme ram-
ifications than Sterner and Persson envisage. In my view, inevitable damages to
natural capital caused by climate change together with the likely introduction
of policies designed to ensure markets better reflect the true scarcity of the eco-
sphere’s source and sink capacities will for some time dramatically increase the
price of all natural resources. Just how much resource prices are likely to rise will,
for a given rate of technological progress, depend a lot on the rate of growth in
GWP, since a larger growth rate will increase the scarcity of natural resources.
Given that natural resources constitute the only true input of the production pro-
cess, a sharp rise in the prices of natural resources would significantly increase
the cost of everything. By ‘everything’, I mean not only the cost of supplying con-
sumption goods, but also the cost of providing throughput-reducing and low car-
bon-emitting capital/infrastructure plus the cost of all prospective climate change
mitigation and adaptation projects.

The reason why I believe Sterner and Persson underestimate the impact of
climate change on future costs is that they view the potential damage to natural
capital from a very narrow perspective. They do this in two related ways. Firstly,
they assume that climate change will merely reduce our direct consumption of
environmental goods and services. Secondly, Sterner and Persson (2008) do lit-
tle more than question whether the reduced consumption of environmental goods
and services can be adequately compensated by increases in the consumption of
human-made goods and services (i.e., whether an extra $1 of human-made goods
and services can compensate for a $1 loss of goods and services directly provided
by the ecosphere). Crucially, Sterner and Persson ask this question on the further
assumption that the aggregate quantity of human-made goods and services avail-
able for consumption can be increased indefinitely.

On what basis do Sterner and Persson make this latter assumption? Although
Sterner and Persson (2008) recognise the limits imposed by non-substitutable
natural capital on physical production possibilities, they argue that rising con-
sumption levels can continue to be enjoyed so long as the composition of human-
made output is shifted from goods to services. This ‘dematerialisation’ argument
employed by Sterner and Persson is based on the widely held view that, unlike
physical goods, the supply of services requires the use of few if any natural
resources. This is a fallacy. Services, or what essentially constitutes the output of
the tertiary sector of a nation’s economy, have a considerable physical dimension.
Unbeknown to many, the tertiary sector does not exist independently of the pri-
mary and secondary sectors. Indeed, the output of the secondary sector (manufac-
turing), which is made possible by the output of the primary sector (agriculture
and resource-extractive industries), effectively constitutes the input of the tertiary
sector. Consequently, the resource demands of the primary and secondary sectors
are a subset of the total resource demands of the tertiary sector, thus suggesting
that the tertiary sector is virtually as resource-intensive as any other (Costanza
1980; Ayres and Ayres 1999). Clearly, any attempt to increase consumption lev-
els, irrespective of its composition, will almost certainly place greater pressure on
resource prices and increase the future cost of climate change.
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What’s more, the biophysical limits imposed on all sectors of the economy
casts serious doubt over whether future generations will, in a severe climate
change-affected world, be as consumption-rich as many expect. Therefore, one
must not only question whether much higher consumption levels can fully com-
pensate for the loss of environmental goods and services, but whether there will be
enough human-made goods to provide the bare minimum level of compensation.
Based on the simulation exercises conducted in Chap. 4, where it is doubtful that
growth-as-usual output levels can coexist with a ‘safe’ greenhouse gas target of
450 ppm of COz-¢, it would appear not.

The final criticism of the Stern Review I would like to bring to attention is one
raised by Baer (2007). Baer believes the Review is a highly political document
in the sense that its recommendations are largely driven by the need to appease
various ‘audiences’. For example, given the dominant view that continued GDP
growth is a development requirement, Baer argues that Stern’s conclusion that
GDP growth will not be seriously impaired by climate change mitigation measures
was an expedient attempt to avert any widespread rejection of the Review’s recom-
mendations. Moreover, Baer believes that Stern’s dismissal of a greenhouse gas
target below 450 ppm is at odds with many of the crucial premises outlined in the
Review that support an extremely stringent emissions target.

I agree with Baer and believe that Stern has contradicted himself in the Stern
Review and in many of the climate change papers and books he has since had
published. For example, as indicated earlier, Stern believes that the results of eco-
nomic modelling should not be given precedence when making climate change
recommendations. Given Stern’s propensity to elevate the importance of risk and
his recognition of the enormous risks associated with a greenhouse gas concen-
tration above 450 ppm of CO»-e, one must ask why Stern ruled out a target at or
below this level? In the end, one is left believing that Stern came to his conclu-
sions by rejecting his own advice and giving primacy to his economic analysis.
Why, otherwise, would Stern contend that a target below 450 ppm is not ‘eco-
nomically’ justified, or, equivalently, that avoiding potentially catastrophic climate
change is not ‘economically’ warranted?

Like Baer, I believe that what matters most is our moral obligation to future
generations, not whether efforts to ensure a ‘safe’ greenhouse gas concentration
are too costly for the current generation to bear. As stressed, what is urgently
needed is a climate change policy premised on the precautionary principle—a
principle enshrined in Article 3.3 of the United Nations Framework Convention
on Climate Change. Honouring such a principle would require policy measures
aimed, first and foremost, at preventing the global concentration of greenhouse
gases from exceeding a safe or ecologically sustainable level. Once guaranteed,
it would then be acceptable to think in terms of allocative efficiency, which, to
achieve, would require separate policy measures to stabilise greenhouse gases
somewhere in the vicinity of the most efficient of all possible safe levels.>?

What does this ultimately imply? Assuming that the safe upper level is
450 ppm of CO»-e, it would mean stabilising at the most efficient greenhouse gas
concentration at or below the 450 ppm level.
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5.5.3 An Ecological Economics Perspective
of the Stern Review

To my knowledge, no official position on the Stern Review has ever been formally
released by the International Society for Ecological Economics or by a separate
collective of ecological economists. What therefore follows is my own interpreta-
tion of an ecological economics perspective of the Stern Review.3*

There are many elements of the Stern Review that I believe ecological econo-
mists would wholeheartedly support. These include Stern’s acceptance of the cli-
mate-change science; the ethical arguments underpinning Stern’s attitude to risk
aversion, as reflected by Stern’s use of n = 1 and § = 0.1 per cent in the Ramsey
equation; Stern’s exploration and elucidation of various mitigation and adapta-
tion possibilities; Stern’s concern for the extreme vulnerability of the world’s poor
nations and the need for rich countries to assist them; and, finally, the proposals
put forward by Stern to facilitate international collective action on climate change.

There are, however, a number of key aspects of the Review that ecological
economists would be highly critical of. Above all, in view of the primacy afforded
by ecological economics to the goal of ecological sustainability, ecological econo-
mists would consider Stern’s greenhouse stabilisation target of 550 ppm of CO;-e
as being too high. Equally, they would regard Stern’s recommended rate of emis-
sions cuts to be insufficiently stringent, although they would agree with Stern that
severe emissions cuts are required immediately.

Secondly, ecological economists would be critical of the manner in which the
Stern Review failed to position the climate change issue within the broader con-
text of sustainable development. By this I mean the failure of the Stern Review to:
(1) understand the inextricable relationship between sustainable development, GDP
growth, and greenhouse gas emissions; (ii) identify the three major policy goals
(outlined in Chap. 3) that require adequate resolution to avert catastrophic climate
change in the most cost-effective and equitable way; and (iii) recognise the distinct
policy instruments that need to be applied to resolve the three sustainable develop-
ment goals. Had Stern adopted a broader contextual framework based on an eco-
logical economics perspective of sustainable development, it is doubtful he would
have contemplated a stabilisation target above 450 ppm of CO»-e.

As for the mainstream criticisms of the Stern Review outlined earlier in the
chapter, ecological economists would broadly disagree with the mainstream con-
tention that Stern overestimated the cost of climate change damages. To the con-
trary, ecological economists would argue that the Review grossly underestimated
future damage costs. There are basically three reasons why. Firstly, Stern neglected
many non-market impacts of climate change and, by his own admission, over-
looked many of its social impacts. Secondly, as already explained, Stern did not
adequately account for the likely loss of non-substitutable natural capital, both in
terms of its direct impact on the consumption of environmental goods and services,
and its indirect impact on production possibilities. Thirdly, in view of the second
reason, Stern overlooked the full effect of relative price changes on the future cost
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of having to use much scarcer and poorer quality natural resources. For the same
reasons, ecological economists would also argue that Stern underestimated the cost
of climate change mitigation, particularly given his assumed rate of GWP growth.

Ecological economists would also go much further than mainstream econo-
mists in their criticism of Stern’s estimation of damage costs. In keeping with
Spash’s (2007) concerns, ecological economists would disapprove of the manner
in which Stern calculated damage costs in terms of GDP losses, particularly given
that the approach is based on the false assumptions that continued growth is desir-
able and sustainable, and that the nexus between real GDP and greenhouse gas
emissions can in essence be severed. In response, ecological economists would
insist on a different means of estimating the cost of climate change that would
consequently lead to a different representation of the benefits of climate change
mitigation.3>

Although ecological economists would be less critical of Stern’s use of a
low discount rate—in particular, Stern’s use of an endogenous discount rate—
they would be quick to point out that matters concerning the most appropriate
discount rate are largely irrelevant in terms of climate change policy. This is
because a discount rate is a form of ‘price’. A price essentially represents what
an individual or society is willing to forego in order to obtain something else. For
example, if having ‘A’ means having to forego ‘B’, then B constitutes the price
of choosing A. In an inter-temporal sense, a discount rate represents how much
the current generation is willing to forego a future benefit in order to receive a
benefit now. As a means of illustration, a 10 per cent annual discount rate implies
that, in a year’s time, the current generation would need to receive a benefit
that is 10 per cent more than a benefit it could receive today to be indifferent
between the two benefits on offer (i.e., the current generation would be indiffer-
ent between $100 offered now and $110 offered in 12 months’ time). Thus, in a
very real sense, a discount rate constitutes an ‘inter-temporal’ price. Moreover,
the net present value calculated via the application of a particular discount rate is
nothing more than an inter-temporal efficiency quotient.

What is the significance of this? In Chap. 3, it was explained that allocative
efficiency does not guarantee ecological sustainability. Since a low discount rate
does little more than generate a different efficiency quotient than a high discount
rate, the application of a low discount rate cannot guarantee a ‘sustainable’ out-
come. For example, while low discount rates promote environmentally-benign
activities, they also encourage a greater volume of activities. Should the ‘scale’
effect of more projects exceed the ‘low impact’ benefit of having a greater propor-
tion of environmentally-benign activities, it is conceivable for low discount rates
to have a negative net impact on the natural environment—a case of the Jevons’
Paradox explained in Chap. 3. It is not surprising, therefore, that almost all benefit-
cost studies of the climate change problem yield stabilisation targets that, regard-
less of the discount rates used, carry unacceptably high probabilities of inducing
catastrophic global warming.3¢
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In terms of the benefit-cost analysis conducted in the Stern Review, ecologi-
cal economists would concur with the mainstream criticism that Stern’s analysis
involved no attempt to equate the marginal benefits of climate change mitigation
with the marginal damage costs of global warming. That said, ecological econo-
mists would draw attention to the fact that Stern’s use of an endogenous discount
rate (i.e., one that reflects the per capita consumption associated the emissions tra-
jectory under investigation) is a major improvement on most standard approaches.
However, once again, ecological economists would stress that the use of an endog-
enous discount rate is largely irrelevant given that a benefit-cost analysis cannot
guarantee a greenhouse gas strategy that is ecologically sustainable.

Worse still, as we shall see in Chap. 6, a benefit-cost analysis is incapable of
determining the most efficient emissions trajectory. This is because future cli-
mate change outcomes are unknowable—in other words, our understanding of
future climate change outcomes is plagued by ‘ignorance’ rather than by ‘risk
and uncertainty’. Also unknowable are future rates of technological progress; the
co-benefits of the mitigation measures likely to be undertaken to reduce green-
house gas emissions; future growth rates of real GDP; and eventual changes in
resource scarcity and resource prices, all of which are likely to affect future emis-
sions levels and our capacity to respond to the climate change crisis. As a con-
sequence, damage and mitigation costs cannot be estimated by climate change
models with any degree of precision. Complicating matters further is the fact
that, as explained earlier in the chapter, the positions of the Total Damage Cost,
Marginal Damage Cost, and Total Emissions Cost curves depend on future emis-
sions levels as well as past and present emissions. Thus, an absurd situation exists
where determining an efficient emissions pathway requires having to make an ini-
tial assumption on what the pathway is. I shall return to this illogical circular rea-
soning in Chap. 6.

Given the above concerns, ecological economists believe that a least-cost green-
house target generated by a benefit-cost analysis is unlikely to lie within the range
of ‘safe’ atmospheric concentration levels (i.e., one that is at or below 450 ppm
of COs-e). Ecological economists therefore reject the use of a benefit-cost anal-
ysis as a dominant form of climate change investigation. Despite this, ecological
economists believe that much can be learned from closely examining the likely
source and evolution of climate change damage costs and mitigation costs. For
this reason, considerations of costs will be comprehensively explored in the next
chapter, including an explanation as to how future changes in costs are likely to
affect mitigation responses. Also to be explained in greater detail will be the argu-
ments underpinning the inherent shortcomings of benefit-cost analyses. By the end
of Chap. 6, it should be abundantly clear why resolving the climate change crisis
will require the atmospheric concentration of greenhouse gases to be restricted to
a range of safe levels prior to permitting an adjustment—essentially through the
agency of a market mechanism—to a concentration level that is economically effi-
cient (i.e., one that contributes to an optimal scale of economic activity).
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Notes

1. By negative impacts, mainstream economists essentially mean the detrimen-
tal impact of climate change on future consumption together with the cost of
adapting to a warmer climate.

2. The damages include some non-market as well as market damages which, in

total, would be the equivalent of losing 5-20 per cent of GWP. Importantly, it

has been estimated that the damages would be disproportionately borne across
the planet with many of the world’s poorest nations suffering the most.

The details of PAGE2002 are described in Chap. 6 of the Stern Review.

4. The 14.4 per cent reduction in per capita consumption equivalents is sur-
rounded by a 5th and 95th percentile range from 2.7 per cent to 32.6 per cent.
It is based on a high climate-change scenario (Stern 2007, Table 6.1, p. 163).

5. This conversion is based on one unit of carbon being equivalent to 3.67 units
of COs.

6. See Quiggin (2008) for an explanation of the logic behind the Ramsey
Equation.

7. This is based on the assumption that the relative difference in the utility
enjoyed by persons A and B upon them both receiving an extra dollar for
spending purposes is represented by AUs/AUp = 1/(Incomea/Incomep)”. As
a means of comparison, if n = 0, it is assumed that an extra dollar received by
both persons will increase their utility by the same amount (e.g., 1/2° = 1). If,
however, n = 2, it is assumed that the utility of B will increase four times as
much as the utility of A (e.g., 1/2% = 1/4).

8. The 1.3 per cent value is based on different GWP projections than the projec-
tions used in the growth-as-usual simulation in Chap. 4 (Table 4.3).

9. As uneasy as Tol and Yohe (2006a) are with the numbers produced by Stern,
they admit to being more uneasy with their perceived view that the numbers
were unsupported by new science and/or analytical techniques.

10. The average social cost of carbon from a survey of 100 estimates in 2005 was
US$43 per tonne of carbon (IPCC 2007a).

11. DICE is an acronym for a Dynamic Integrated model of Climate and the
Economy.

12. The discount rate of 6 % = 2 % + [2 x 2 %] and the savings rate of
33 % = [6 %—2 %]/12 %.

13. The discount rate of 4.3 % = 3 % + [l x 1.3 %] and the savings rate of
30 % = [4.3 %—3 %]/4.3 %.

14. The discount rate of 4 % = 0.1 % + [3 x 1.3 %] and the savings rate of
32.5% = [4 %—1.3 %)/12 %.

15. Marginal damage costs equal dTDC/dE, where TDC denotes total damage
costs and E denotes tonnes of greenhouse gas emissions. Marginal mitigation
costs equal dTDC/dM, where TDC denotes total damage costs and M denotes
tonnes of reduced greenhouse gas emissions.

(O8]
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16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.
29.

In reality, global temperatures will not stabilise immediately upon the stabili-
sation of greenhouse gases. The assumption that they do is for diagrammatic
simplicity only.

To recall, a specific stabilisation target can be achieved in a variety of ways—
for example: (i) through deep, early, emissions cuts and then a more gradual
reduction in emissions; and (ii) minor, initial, emissions cuts followed by
drastic reductions in later years. In the second example, it is technically pos-
sible to overshoot a particular stabilisation target and then dramatically reduce
greenhouse gas concentrations to the desired target.

A large team was assembled to undertake the climate change modelling con-
ducted in the Stern Review. For the remainder of this chapter, references to
‘Stern” will imply references to any paper defending the Review published by
a member or members of the Stern team.

Because of this, most IAMs are based on the ‘weak sustainability’ position
outlined in Chap. 2.

The Monte Carlo procedure involves running a particular scenario many times
over (e.g., 1000 times), where a set of uncertain parameters are randomly
‘drawn’ from a pre-determined range of possible values. In terms of climate
change, the range of parameter values are, or at least should be, calibrated
in accordance with the latest scientific and economic literature on climate
change. The benefit of a Monte Carlo procedure is that it generates a probabil-
ity distribution of results rather than a single point estimate of damage costs.
This is evidenced by the support given to Stern in the IPCC Fourth
Assessment Report (IPCC 2007c).

To recall, Stern’s choice of § = 0.1 per cent rather than zero reflects the small
probability that an unavoidable catastrophe could abruptly end humankind’s
existence.

See, also, Robinson (1962), Easterlin (1974, 1995), and Daly (1991).

Average mitigation costs equal TMC/M, where TMC denotes total mitigation
costs and M denotes the total quantity of emissions reductions.

Taken from ‘PDF file of comments on the Stern Review by leading econo-
mists’, http://www.hm-treasury.gov.au/media/9F3/38/20061028_Quotes-7.pdf.
These four selected economists are all Nobel Laureates.

Of course, human-made capital presumably adds value to the incoming
resource flow. Hence, nominal rates of return on human-made capital may be
much higher than 1-2 per cent. But once the price-increasing effect of any
value added is eliminated in the calculation of real income, real rates of return
to human-made capital more closely resemble the real rates of return on natu-
ral capital.

These cost changes are based on reducing fossil fuel emissions to 18 GtCO;
by 2050.

The costs presented here are based on US dollars.

A similar assumption has been made by Nordhaus and Boyer (2000).
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This would amount to a climate change system that offers future generations
with the same opportunities that are currently enjoyed by existing people.

The non-market impacts of climate change can take the form of biodiver-
sity loss; ecosystem destruction; natural resource depletion; direct impacts
on human well-being (e.g., illness, death, and loss of human amenities); the
impact of natural disasters and extreme weather events; and socially contin-
gent consequences, such as forced relocation, social unrest, and wars brought
on by the international competition for increasingly scarce resources. Many of
the non-market impacts expected to affect different regions of the world are
outlined in Table 1.4.

Sterner and Persson (2008) believe that Stern has done an excellent job of
presenting the probable non-market impacts of climate change (e.g., Stern
2007, Table 3.1, pp. 66—67). However, they argue that Stern has given insuf-
ficient weight to non-market damages in his overall analysis. In the Review
itself, Stern admits that efforts to incorporate non-market damages into the
PAGE2002 model were seriously incomplete (Stern 2007, pp. 164—173).

This would ensure that the goal of allocative efficiency remained subordinate
to the primary goal of ecological sustainability.

Many of the viewpoints and criticisms outlined in this sub-section were
expressed in the previous (Sect. 5.5.2). This simply indicates that many of the
criticisms outlined were expressed by ecological economists.

To recall, the benefits of mitigation are equivalent to the value of avoided cli-
mate change damages.

Many people believe that low discount rates are always better for the natural
environment than high discount rates. There are two main factors behind this.
Firstly, most environmental damages usually emerge well after an environ-
mentally-damaging activity has taken place or has been initiated. Secondly,
because of the first factor, future environmental costs are not heavily dis-
counted when low discount rates are applied. Consequently, low discount
rates, by generating net present values that are lower for environmentally-
damaging activities than for environmentally-benign activities, discourage the
uptake of the former.

However, what is often overlooked is that low discount rates render more
investment projects economically viable. This is because an investment project
will generally proceed if the rate of return on the project exceeds the discount
rate applied. Thus, low discount rates encourage the uptake of more activi-
ties. In the end, the net environmental impact depends on whether the ‘scale’
effect of more projects is larger or smaller than the benefit of having fewer
‘high-impact’ activities. Ultimately, achieving ecological sustainability boils
down to explicitly limiting the rate of resource throughput—via throughput
restrictions—so that the rate of throughput does not exceed the ecosphere’s
sustainable carrying capacity. If done, the choice of discount rate would only
determine the extent to which the sustainable incoming resource flow is con-
sumed or invested.
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Chapter 6
An Ecological Economic Perspective
of the Climate Change Crisis

6.1 Introduction

The previous chapter concluded with the recognition—frequently highlighted by
ecological economists—that the use of a benefit-cost analysis to determine the
most desirable emissions pathway is rendered ineffectual by the inherent inabil-
ity to accurately estimate all climate change-related costs. Notwithstanding this, it
was suggested that much can be gained from examining the factors affecting these
costs and by considering how they are likely to vary over time. As we shall see,
an examination of climate change-related costs can provide valuable insights into
probable mitigation responses and, in the event that a global emissions-trading
system is introduced, how nations might adjust to a gradual tightening of emis-
sions caps.

Before I proceed, it is worth pointing out that the views expressed in this
chapter are not based on any climate change modelling on my part, except for
some inferences drawn from the simulation exercises conducted in Chap. 4. As
such, I will not be attaching monetary values to my predictions. I will simply
be declaring what I anticipate climate change costs will be in relation to the
cost estimates generated in the past by climate change modellers (i.e., whether
they will be higher or lower) and whether I expect these costs to rise or fall
over time, and why. What I ultimately aim to show is that many factors affect-
ing climate change-related costs have been seriously overlooked and that these
oversights have grossly distorted cost assessments and recommended emissions
trajectories.
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6.2 Measuring Climate Change Damage
Costs and Mitigation Costs

In this first section of the chapter, a close examination will be made of climate
change damage costs and mitigation costs as well as the manner in which they
are estimated. To do this, it is expedient to consider whether it is better to embark
on climate change mitigation measures; adapt to climate change; or undertake a
mixture of both (Henson 2011, p. 322). We have already seen that avoiding cata-
strophic climate change will require the implementation of mitigation measures
that stabilise the atmospheric concentration of greenhouse gases at no more than
450 ppm of COj-e. At the same time, adaptation measures are needed if only
because detrimental climate change impacts can be expected regardless of what
action is taken to curb human-induced climate change.! Clearly, without the
implementation of vital adaptation measures, future human development will be
gravely compromised, especially in poor nations where development in the broad-
est sense of the word is most needed. Unquestionably, then, it will be necessary to
embark on a desirable mix of mitigation and adaptation strategies—a mix that will
depend upon a wide range of factors, some of which have been seriously over-
looked in much of the climate change literature.

6.2.1 The Total Cost of Climate Change Damages

The total cost of climate change damages includes all the costs associated with
the climate change arising from a human-induced increase in the atmospheric con-
centration of greenhouse gases.” It therefore comprises the costs directly and indi-
rectly pertaining to the detrimental impacts of human-induced climate change plus
the costs associated with humankind’s response to current and expected changes
in the Earth’s climate. It does not include the costs associated with the measures
needed to limit human-induced changes to the Earth’s climate system (i.e., climate
change mitigation costs). For this reason, the total cost of climate change damages
is essentially the sum of two categories of costs.

The first category comprises the direct and indirect costs of climate change
damages, such as increasing water shortages; declining agricultural output; eco-
system service losses; dwindling forestry and fishery stocks; coastline losses and
seawater inundations; damage to physical infrastructure; increases in the fre-
quency and severity of natural disasters; and a likely escalation in resource-based
conflicts and wars.®> The second category involves adaptation costs and includes
such things as better flood control; the establishment of drought-resistant crops;
improvements in water, forestry, and fisheries management to minimise the cli-
mate change diminutions of natural capital stocks; the construction and/or expan-
sion of dykes and levees; improved monitoring and control of disease outbreaks;
and the establishment of heat-health warning systems and natural-disaster action
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plans.* In view of anticipated regional variations in the impact of climate change
and the different response capacities of nations (see Chap. 1), the total cost of cli-
mate change damages is likely to vary enormously from country to country.

Although adaptation costs contribute to the total cost of climate change dam-
ages, it is important to recognise that adaptation measures can reduce total damage
costs. This can be demonstrated by way of Figs. 6.1 and 6.2. Consider Fig. 6.1,
where it is assumed that, at time 7, the potential exists to emit greenhouse gases
up to a level of G3'. The horizontal curve of DCi(fy) represents the climate change
damage costs at #y should the exact amount of adaptation be undertaken to keep
damage costs constant across a greenhouse gas emissions range of Ep to Eg'. The
adaptation costs associated with these various adaptation levels are represented by
the ACy(fo) curve. The shape of the ACi(#y) curve reflects the fact that adaptation
measures are subject to diminishing returns, which means that as emissions levels
rise, it becomes increasingly more difficult to prevent damage costs from escalat-
ing (Stern 2007).

The reason why the DC(#p) curve terminates at Ey' is because E(' represents,
for given human know-how, the maximum emissions level where climate change
damage costs can be kept at DCj by way of additional adaptation measures. Thus,
beyond an emissions level of Eq’, climate change damage costs rise irrespective of
how much additional adaptation is undertaken. At this point, the sensible course
of action requires the cessation of further adaptation efforts and, painfully, the
acceptance of higher climate change damage costs. This is because the cost of the
former now exceeds the latter. Assuming this is done, an examination of damage
costs and adaptation costs shifts to consideration of DC»(#p) and AC;(#y). For much
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Fig. 6.1 A range of climate change damage costs and adaptation costs for different greenhouse
gas emissions levels at time 7
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Fig. 6.2 Minimised total damage costs for different emissions levels of greenhouse gases at time
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higher ranges of greenhouse gas emissions, cost considerations move to DC3(#g)
and AC3(#p) and, finally, to DC4(#9) and ACa(p).

Because the total cost of climate change damages equals the sum of climate
change damage costs and adaptation costs, Fig. 6.2 reveals four Total Damage
Cost curves—TDC(#p), TDCx(19), TDC3(t), and TDC4(fg). These four curves rep-
resent the summation of the four sets of damage cost and adaptation cost curves in
Fig. 6.1. If we put climate change mitigation considerations aside for the moment,
it is in a nation’s best interest to minimise the total cost of climate change dam-
ages by engaging in the optimal balance between accepting additional climate
change damage costs and attempting to reduce damages costs by way of adapta-
tion. In other words, it is rational for a nation to adopt the adaptation measures
necessary at different emissions levels to ensure it operates on the lower envelope
of the different Total Damage Cost curves. Operating in this cost-minimising way
is represented by the bold ‘Minimum Total Damage Cost (with adaptation)’ curve
in Fig. 6.2. It contrasts sharply with the dotted ‘Minimum Total Damage Cost
(no adaptation)’ curve which represents the cost of climate change damages if no
adaptation measures are undertaken to lessen the impact of climate change. As can
be seen, adaptation measures exist as a viable means of limiting the total cost of
climate change damages associated with a given greenhouse gas emissions level
(Stern 2007).

Of course, what is presented in Fig. 6.2 is merely an illustration of how total
damage costs can be minimised for different emissions levels given an assumed
level of technological progress and human know-how. Improvements over time
in adaptation measures through technological advances, learning-by-doing, and
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economies of scale (i.e., average cost reductions that arise because of the sheer
scale of the adaptation measures undertaken) can further limit the damage costs
from climate change. However, advances in adaptation can only go so far in lower-
ing damage costs. Indeed, should greenhouse gas emissions continue to rise, no
amount of adaptation would be capable of preventing the eventual onset of cata-
strophic climate change. For this reason, adaptation alone should never be viewed
as a means of overcoming the climate change problem. In a roundabout way, this
is reflected by the manner in which the ‘Minimum Total Damage Cost (with adap-
tation)’ curve in Fig. 6.2 continues to rise as emissions levels increase.
Importantly, the capacity of adaptation measures to reduce the total cost of
climate change damages alters what many observers would consider an effi-
cient greenhouse gas emissions level. The mainstream representation of an effi-
cient emissions level was revealed in Chap. 5 (Fig. 5.1). Figure 6.3 illustrates the
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Fig. 6.3 An efficient level of greenhouse gas emissions at time #y (with and without adaptation)


http://dx.doi.org/10.1007/978-94-017-7502-1_5
http://dx.doi.org/10.1007/978-94-017-7502-1_5

230 6 An Ecological Economic Perspective of the Climate Change Crisis

difference in an efficient emissions level when adaptation measures have been
undertaken and when they have not. The top panel of Fig. 6.3 shows two Total
costs where no adaptation measures have been implemented. Conversely, TDC4
represents the total damage costs where adaptation measures have been imple-
mented to keep damage costs to a minimum. Because there are two Total Damage
Cost curves, there also happen to be two Total Emissions Cost (TEC) curves. The
lower of the two curves (TEC,) represents the sum total of mitigation and damage
costs where adaptation measures have been undertaken. As the top panel shows,
the minimum point of the TECs curve—which denotes the efficient emissions
level—exists to the right of the minimum point of the TECna curve. As such, the
efficient emissions level in the presence of adaptation (E*4) is higher than when
there is no adaptation (E*na). What’s more, the emissions cost associated with this
higher efficient emissions level is lower (As < ANA)-

Corresponding to the top panel, the bottom panel reveals that the Marginal
Damage Cost curve ‘with adaptation’ (MDCp) is lower than the Marginal Damage
Cost curve ‘without adaptation” (MDCnga). Given that an efficient emissions
level is denoted by the intersection of the Marginal Damage Cost and Marginal
Mitigation Cost curves, the bottom panel again shows why the efficient emis-
sions level is much higher with adaptation than without (E*s > E*Na). The bottom
panel also reveals that the efficient price of greenhouse gas emissions—that is, the
price per tonne of CO»-equivalent greenhouse gases—is much lower when adapta-
tion takes place (Pa < Pna).

It was pointed out in Chap. 5 that it is nigh impossible to determine the exact
positions of the various cost curves from which an efficient emissions level and
an efficient price of greenhouse gas emissions can be determined. This raises the
question as to why it is worth highlighting the effect of adaptation on an elusive
efficient greenhouse gas emissions level. It is worthwhile because, as Fig. 6.3 indi-
cates, adaptation measures can reduce emissions costs and thus reduce the extent
to which greenhouse gas emissions need to be cut to achieve a desirable stabilisa-
tion target. In saying this, it needs to be stressed that the emissions level must be
consistent with a pathway that stabilises the atmospheric concentration of green-
house gases at no more than 450 ppm of CO5-e.> Thus, in no way am I suggesting
that adaptation relieves humankind from the confines of a 450 ppm upper limit.
But it may, for example, permit a 430 ppm target that is less costly and more desir-
able than a 400 ppm target with no adaptation. The fact that the exact positions
of the various cost curves cannot be accurately determined, which means that a
desirable emissions pathway cannot be ascertained with precision, says something
about the shortcomings of conventional benefit-cost analysis, not about a diagram-
matic investigation of adaptation and its potential impact on desirable emissions
targets. I shall return to this issue later in the chapter.
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6.2.2 The Total Cost of Climate Change Mitigation

As already indicated, the total cost of climate change mitigation includes the
costs associated with measures undertaken to limit human-induced changes to the
Earth’s climate system. There are many measures and technologies, both existing
and potential, which fall into the mitigation category. They include energy effi-
ciency measures to reduce the rate of fossil fuel use; a general shift from fossil
fuels to renewable forms of energy, such as wind, solar, tidal, wave, biomass, and
geothermal energy sources; reduced deforestation; reforestation; altered consump-
tion patterns (e.g., the reduced consumption of meat products); increased rates of
material recycling; greater product durability; the development and deployment of
carbon capture-and-storage technologies; geo-engineering solutions; reductions in
real output; and population growth control strategies.

Although some of these mitigation measures and their potential benefits are
well understood, others are not. I will therefore briefly outline what some of these
measures entail and the benefits they could possibly generate. Carbon capture-
and-storage—otherwise known as carbon geosequestration—is designed to pre-
vent fossil fuel-generated CO, from entering the Earth’s atmosphere. The process
involves a number of phases. The first phase entails the capture of CO; generated
from the burning of fossil fuels. The second phase involves compressing or lique-
fying the captured CO,. The final phase involves injecting the compressed or lig-
uefied CO; into suitable spaces within the Earth’s crust or pumping it directly into
deep layers of the world’s oceans. Although some observers hold out great hope
for carbon capture-and-storage technologies, others are more sceptical.

Geo-engineering technologies come in a variety of forms, each with different
aims and purposes. The aim of four of the most commonly proposed technologies
is to extract CO; from the Earth’s atmosphere. The first entails the construction of
large devices to facilitate a reaction between CO, and lye (a strong alkaline solu-
tion) to remove CO, from the surrounding air (Keith 2009). The second involves
the erection of ‘synthetic’ trees containing an ion-exchange resin to also remove
CO; from the atmosphere (Adam 2008; Henson 2011; Markelova 2011). The
third approach entails fertilising the ocean with iron filings to promote the rapid
growth of CO,-absorbing phytoplankton. Because dead phytoplankton sinks, it
is envisaged that the dead phytoplankton will transport absorbed carbon out of
harm’s way by sending it to the bottom of the ocean (Buesseler et al. 2004, 2007,
2008; Flannery 2008). The final approach involves the modification of agricul-
tural practices to increase the carbon locked up in soils. As a critical component
of the Earth’s carbon cycle, soils constitute a huge reservoir of stored carbon. Past
agricultural practices have played a significant role in releasing large quantities of
carbon into the atmosphere. It is therefore anticipated that a shift towards sustain-
able agricultural practices can vastly increase the quantity of carbon stored in the
Earth’s soils (Lehmann 2007; Laird 2008; Fynn et al. 2009).

The remainder of the commonly proposed geo-engineering technologies
involves efforts to reduce the solar radiation reaching the Earth. Hence, rather than
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reduce the global warming potential of rising greenhouse gases, these measures
are designed to reduce the warming potential of incoming solar radiation. The
most popular measure of this type entails a large-scale release of aerosols (sul-
phates) into the stratosphere to reflect sunlight (Crutzen 2006; Rasch et al. 2008;
Robock et al. 2009). A second proposed measure involves the deployment of stra-
tegically positioned mirrors and lenses in space to deflect and refract sunlight
before it reaches the Earth’s atmosphere (Early 1989; Stern 2009; Henson 2011).

It would be remiss of me to overlook the fact that many of these mitigation
technologies remain unproven and/or carry unknown dangers and major uncertain-
ties. For example, experiments involving the ocean fertilisation of iron filings have
yielded disappointing results. An ocean fertilisation experiment performed in 2004
in the Southern Ocean revealed that no significant quantity of carbon had been
transported into deep ocean layers via the death of carbon-rich phytoplankton.
Indeed, only a miniscule quantity of carbon had fallen in 21 days to a depth of just
100 m. It was therefore concluded that the quantity of carbon likely to be seques-
tered on the sea floor via the ocean fertilisation of iron filings would be inadequate
to absorb any meaningful proportion of the quantity of carbon emitted each year
by humans (Buessler et al. 2004). More disturbingly, Buessler et al. found that,
when fertilised, certain species of phytoplankton thrived at the expense of others,
thus raising the possibility that ocean fertilisation could lead to a loss of ocean
biodiversity (Note: phytoplankton serves as a base food source for many aquatic
species further up the oceanic food chain).

At present, carbon capture-and-storage technology exists at the embryonic
stage of development, with only minor advances having been made over the past
decade. Even if rapid improvements materialise, it is widely acknowledged that
the application of carbon geosequestration measures will be limited by both the
high costs involved (IEA 2009) and the enormous volume of space required to
store liquefied CO,. The magnitude of the space required is a key constraint given
that very few subterranean reservoirs are stable enough to be safely exploited for
geosequestration purposes (Flannery 2008). Moreover, experiments involving the
pumping of compressed CO; into the ocean’s depths have led to high death rates
of organisms in the vicinity of CO; plumes—a consequence of the pumped CO;
turning the adjacent seawater acidic (Barry et al. 2004). This again raises the issue
of biodiversity loss and ecosystem degradation which would undoubtedly limit
geosequestration possibilities.®

Although opportunities to fix carbon in soils appear promising, agriculture
involves the cultivation and removal of short-lived vegetation (crops and animal-
feed). As a consequence, carbon sequestration via modified agricultural prac-
tices can only keep additional carbon out of circulation for short periods of time,
even if such practices can lock up large quantities of carbon at any point in time.
This shortcoming must be considered in light of the fact that much of the carbon
already and likely to be released has been safely locked away for eons (Flannery
2008). Thus, questions remain as to how effective carbon sequestration via altered
agricultural practices can seriously reduce the atmospheric concentration of green-
house gases. Overall, it would seem that carbon sequestration technology in all
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its varieties will be of some assistance in reducing greenhouse gas concentrations,
but will not, alone, come close to resolving the climate change problem. What’s
more, carbon sequestration technologies are unlikely to be deployed to any exten-
sive level before 2050—a time when most emissions cuts must be made to avert a
potential climate change catastrophe.

Finally, the use of gigantic mirrors and lenses to deflect and refract sun-
light has been called into question given its possible ecological implications.
Climatologists warn that a modified sunlight/carbon mix could radically alter
regional and global weather patterns. Should we fear such a possibility? This
largely depends on whether the exact amount of sunlight can be deflected and
refracted to precisely offset the warming effect of an excessive atmospheric con-
centration of greenhouse gases. Of course, it would be delusional to believe that
human beings could master the technology sufficiently to guarantee a benign
climate outcome. Thus, attempting to deflect and refract sunlight could be just
as detrimental to ecological and natural resource systems as the global warming
that these technologies seek to address (Henson 2011). Making matters worse in
this regard is the ever-present danger that a nation could unilaterally embark on
a risky geo-engineering exercise. This concern is no better exemplified than by
calls emanating from the United Nations Convention on Biological Diversity to
impose a de facto moratorium on the development of large-scale geo-engineer-
ing strategies until the risks and uncertainties of geo-engineering technologies
have been thoroughly investigated. Thus, even at this early stage, the potential
hazards of employing geo-engineering technologies have been internationally
recognised.

I would like to finish with an important point before moving on to how total
damage and total mitigation costs are estimated. One cannot overemphasise the
importance that early mitigation action can have in terms of future mitigation
costs. Given that the physical capital and technology being used at any point
time is inextricably linked to the capital and technology used in the past—a con-
sequence of the path-dependency’ of economic systems (David 1985; Arthur
1989)—early mitigation action, whether mandated or induced, would greatly limit
the rise in future mitigation costs (Ackerman 2007; Stern 2009; Ekins et al. 2011).
In fact, early action could even reduce mitigation costs. Furthermore, waiting in
the sense of taking little action initially and drastically bumping up mitigation
action later on requires a radical shift in the use of physical capital and technology.
Radical and abrupt shifts in the use of physical capital entails the premature retire-
ment of large chunks of capital infrastructure. This is very costly.

The cost advantages of early action are also magnified by the associated ben-
efits of early learning-by-doing, economies of scale, energy-efficiency gains,
and a reduced climate-change impact on the natural resources needed to under-
take further mitigation action. May I say, the benefits of early action also apply
to adaptation measures. Early preparation to defend physical infrastructure from
future climate change impacts lessens the need for costly emergency actions.
Furthermore, much can be learned and gained from increasing the urgency
with which adaptation measures are undertaken, such as accelerated attempts to
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develop drought-resistant crops and improve the management of natural resource
stocks. In all, early action with regard to adaptation measures is likely to vastly
reduce the total damage costs of climate change.

6.2.3 How Are Total Damage Costs and Mitigation
Costs Estimated?

6.2.3.1 Estimating the Total Cost of Climate Change Damages

As explicated in Chap. 5, estimating the total cost of climate change damages
involves the use of Integrated Assessment Models (IAMs) to simulate the impact
of human-induced climate change. IAM simulation exercises essentially entail
the modelling and linking of the various stages of the climate change process and
its impact on human welfare. The first major stage modelled is the link between
human activities and the greenhouse gas emissions they generate, such as the
influence on emissions levels of real output, population growth, technological pro-
gress, and the types of resources used to fuel the economic process. The second
major stage modelled is the link between emissions levels and their impact on
the Earth’s climate system. The third stage modelled is the link between climate
change and its likely impact on physical infrastructure, ecosystems, and cultivated
natural resources (e.g., timber plantations and crops). In the final major stage,
IAMs estimate the impact of affected natural and human-made capital on human
well-being.®

There are various ways in which IAM estimates of total damage costs are pre-
sented. As noted in Chap. 5, they are often presented in the form of annual real
GDP losses or annual reductions in per capita consumption equivalents.” To
achieve this, IAMs estimate the difference between expected real GDP levels with
and without the impact of human-induced climate change, albeit the expected
future losses of real GDP are discounted to calculate the present value of climate
change damages.'? Whilst real GDP levels in the presence of climate change are
derived via the process explained above, the real GDP levels applicable to the ‘no
climate change’ scenario are generated by deactivating the elements within the
IAMs that simulate the future impacts of climate change.

In some modelling exercises, such as Stern (2007), a subtraction is made to real
GDP to account for the adaptation measures undertaken in response to the nega-
tive impacts of climate change. These adaptation measures, which are costs, con-
stitute defensive and rehabilitative expenditures. Although they boost real GDP,
they are necessary to maintain a nation’s productive capacity in the face of climate
change. They are not undertaken for beneficial consumption purposes. Hence,
unless these expenditures are subtracted from real GDP, the measure of national
income generated in the ‘climate change’ scenario is overstated in the Hicksian
(1946) sense.!! For this reason alone, the total cost of climate change damages
tends to be underestimated by most climate change modellers.
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To calculate total damage costs, IAMs initially focus on the climate change
damages inflicted upon sectors of the economy where the market prices of the
impacted goods and services already exist or can be imputed with relative ease.
These sectors are referred to by climate change modellers as ‘market’ sectors. The
obvious shortcoming of the market-sector approach is that it omits non-priced and
socially contingent factors. In doing so, the market-sector approach fails to capture
many of the direct impacts of climate change on environmental quality, social sta-
bility, and human health (Stern 2007).

To overcome this deficiency, many climate change modellers have employed
an assortment of techniques to calculate the monetary value of some non-market
impacts. This has enabled IAMs to account for a greater proportion of all climate
change damages. Nevertheless, in a number of cases, modellers have elected not to
include non-market impacts because of ethical and practical difficulties that ren-
der the incorporation of many such factors highly problematic. A good example
of this is the modelling undertaken in the Stern Review, where Stern chose not
to incorporate many non-market impacts in the PAGE2002 model (Stern 2007).
Furthermore, even though Stern included non-market costs, such as the loss of
human life and declines in environmental quality, much of the Review presented
these costs alongside income comparisons to avoid summarising non-market costs
in monetary terms.

In Chap. 1, I outlined a range of surprises and feedbacks with the potential to
generate abrupt and large-scale changes to the Earth’s climate system. Past model-
ling work (e.g., Nordhaus and Boyer 2000; Stern 2007) has shown that the inclu-
sion in IAMs of possible extreme temperature changes greatly increases damage
cost estimates. Unfortunately, very few IAMs account for potentially radical
changes to the Earth’s climate system. As for moderate rises in average global
temperatures (e.g., 2-3 °C), their impact on damage cost estimates depends on the
assumptions incorporated into IAMs. These include assumptions relating to: (i)
how climate change damages should be aggregated across regions; (ii) how the
cost of climate change should be valued in poor nations/regions relative to rich
nations/regions; and (iii) how well nations are able to implement adaptation meas-
ures to limit the impact of climate change.

The above assumptions are crucial because the prices of marketed goods and
the imputed monetary values of human life and environmental quality are invari-
ably higher in rich countries than in poor countries. Hence, a given climate
change impact is often valued much more if it is incurred by a high-GDP nation.
Many modellers find this approach unacceptable. In response, they often employ
‘equity’ weights to reduce the cost discrepancies across nations and regions (e.g.,
Nordhaus and Boyer 2000; Tol 2002; Stern 2007). Where modellers ignore equity
weights—that is, where they estimate the global cost of climate change dam-
ages by simply adding the real GDP of all nations—substantial climate change
impacts on poor nations are frequently overwhelmed by much smaller impacts on
rich nations. Since many poor nations are expected to endure the worst impacts
of future climate change, a failure on the part of modellers to incorporate equity
weights results in a significant underestimation of global damage costs.
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It has already been shown that the implementation of adaptation measures can
minimise the cost of climate change damages. How adaptation is modelled and
what assumptions are made with respect to adaptation measures greatly influences
damage cost estimates. The assumptions with the largest influence on damage
costs are those pertaining to: (i) likely adaptation levels, with or without policy
incentives; (ii) the effectiveness of adaptation measures in limiting climate change
damages; and (iii) how much it will cost to implement specific adaptation meas-
ures. There is, unfortunately, very little consistency across IAMs when it comes
to the modelling of adaptation responses. Notwithstanding other critical factors,
in cases where adaptation is modelled optimistically, estimates of total climate
change damage costs tend to be very low (e.g., Mendelsohn et al. 2000b).

With most IAMs, adaptation is treated as an implicit, inseparable component of
a mathematical equation that describes the damages applicable to different levels
of global warming (e.g., Nordhaus and Boyer 2000). This results in many IAMs
failing to recognise the role that an appropriate level of adaptation can play in
keeping total damage costs to a minimum (as represented in Fig. 6.2). As a con-
sequence, the manner in which most IAMs are constructed renders it difficult to
investigate what constitutes a desirable mix of adaptation and mitigation measures.
There are, however, many IAMs that make the contribution of adaptation meas-
ures explicit. One of the best examples is the PAGE2002 model used in the Stern
Review. Assumed in this model was the following (Dietz et al. 2007b):

e Adaptation will reduce the climate change impact on the market sectors of indus-
trialised economies (e.g., agriculture) by 90 per cent at all levels of warming.

e Adaptation will reduce the climate change impact on the market sectors of low-
GDP economies in Africa, India, Southeast Asia, and Latin America by 50 per
cent at all levels of warming.'?

e Adaptation will reduce the climate change impact on the non-market sectors of
all economies (e.g., human health and environmental quality) by 25 per cent at
all levels of warming.

According to Stern, the lower adaptive capacity assigned to non-market sectors
reflects the difficulties associated with shielding ecosystems and renewable natural
resource stocks from rapid shifts in local climatic conditions.'? Critics of Stern
have argued that the adaptation assumptions in PAGE2002—which constitute a
subset of Stern’s overall assumptions regarding total damage costs—are overly
pessimistic. Stern disagrees. In fact, Stern believes his assumptions are optimistic.
Why? Although Stern recognises that higher GDP levels and more advanced adap-
tation technologies are likely to increase humankind’s capacity to adapt to climate
change, Stern points out that a rise in average global temperatures will increase
the extent to which adaptation measures must be applied to maintain their protec-
tive effect (Dietz et al. 2007b). Moreover, Stern acknowledges that the assumed
ability of industrialised nations to keep reducing the impact of rising temperatures
on market sectors by 90 per cent is dubious. Indeed, Stern concedes there is good
reason to suppose that the cost of adaptation will rise faster than average global
temperatures given that what will be required to limit damage costs will, despite
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technological progress, become much more difficult to accomplish.!* If so, this
implies that adaptation costs are convex. Yet PAGE2002 and similar IAMs treat
adaptation costs as if they are concave (i.e., increase at a slower rate than average
global temperatures). Stern has consequently urged climate change modellers to
reappraise the assumed relationship between temperatures and adaptation costs.

6.2.3.2 Estimating Climate Change Mitigation Costs

In Chap. 5, it was explained that climate change mitigation costs can be estimated
via the use of ‘bottom-up’ or ‘top-down’ modelling approaches. To recall, the
former involves determining the cost of adopting various mitigation measures to
achieve a specific greenhouse stabilisation target, whereas the latter involves com-
paring key macroeconomic variables under a no-mitigation scenario and alterna-
tive mitigation scenarios.

If we consider these two approaches in more detail, the top-down method
entails the use of macroeconomic models to simulate substitutions from high-
emissions to low-emissions techniques in the face of changing relative prices
(Dietz and Stern 2008). In order to design and construct top-down models,
assumptions must be made regarding mitigation targets; the price of high-carbon
fuels; the development and uptake of new technologies; the flexibility of differ-
ent mitigation technologies; the spillover savings and co-benefits of mitigation;
and the extent and nature of government policies to induce the shift to low-carbon
technologies.'> Past studies reveal that the assumptions made by modellers have
greatly affected the mitigation cost estimates generated by top-down models.

To estimate total mitigation costs from a global perspective, users of top-down
models first determine the probable rise in real Gross World Product (GWP)
should no action be taken to reduce greenhouse gas emissions. They then choose a
greenhouse gas stabilisation target and insert into the model the emissions reduc-
tions required to achieve the target. The model is subsequently run to estimate the
likely decline in real GWP from having to make the necessary emissions cuts. It is
the projected loss of real GWP—the real GWP gap—which researchers deem as
the total cost of mitigation. This is illustrated in Fig. 6.4.1¢

The estimated fall in real GWP depends on many factors. To understand what
they are and how they affect mitigation costs, consider the following equation:

GHG R
GHG = —— X —— | x GWP 6.1)
R GWP

where GHG = greenhouse gas emissions; R = natural resource (energy) inputs;
GWP = real Gross World Product (global real output).

The GHG/R ratio is the ratio of greenhouse gas emissions to energy inputs and
can be decreased, for example, by substituting from coal-generated to solar-generated
electricity. The R/GWP ratio is the ratio of energy inputs to real output and can be
reduced by raising the technical efficiency of production (i.e., by reducing the energy
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Fig. 6.4 Total mitigation costs (2050) depicted as the loss of real GWP arising from the imple-
mentation of mitigation measures to meet a specific stabilisation target. Source Adapted from
OECD (2008)

resources consumed to produce a given quantity of real output).!” The product of the
two ratios—(GHG/R x R/GWP)—represents the greenhouse gas emissions-intensity
of real GWP and can be lessened by engaging in mitigation measures, such as those
described above, which can reduce one or both ratios.

Consider, then, a hypothetical situation where there are no technological
advances or shifts over time in the types of resources used. Because there would
be no variation in the two ratios in Eq. (6.1), the emissions-intensity of real
GWP would remain unchanged. In these circumstances, it would only be possi-
ble to reduce greenhouse gas emissions by cutting real GWP. Thus, if a stringent
stabilisation target is in place, minimising the decline in real GWP and therefore
decreasing what is generally considered the total cost of mitigation, will require
structural changes that reduce the GHG/R and R/GWP ratios.

Given the way in which top-down models are used to estimate total mitigation
costs, some of the modelling assumptions have a greater impact on cost estimates
than others. Since an assumed high rate of technological progress accelerates the
decline in the GHG/R and R/GWP ratios, it predictably leads to relatively low mit-
igation cost estimates (i.e., smaller real GWP gaps) (Grubb et al. 2006; Kohler
et al. 2006; TARU 2009; Edenhofer et al. 2009). So, too, does an assumed high
degree of flexibility between different abatement technologies and various indus-
tries within the economy. For example, if it is easy to use a different form of
technology or transfer production from one industry to another, the potential for
cost-effective emissions reductions increases significantly (Stern 2007). Also hav-
ing a marked effect on mitigation cost estimates are the assumed spillover savings
and the co-benefits arising from the implementation of mitigation measures. If it
is assumed that the magnitude and scope of the co-benefits are considerable (e.g.,
if it is assumed that energy-efficiency savings will be large with the capacity to
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dramatically reduce production costs across the entire economy), mitigation cost
estimates are often substantially lowered. Conversely, more stringent stabilisation
targets produce relatively higher mitigation cost estimates, although, as we shall
see, it may be possible for total mitigation costs to be significantly reduced if the
concomitant need for deeper emissions cuts generates very large scale economies
and/or co-benefits.!® Mitigation cost estimates are also likely to be reduced if
emissions cuts are accompanied by lower real output levels arising from nations
making the orderly transition to a qualitatively-improving steady-state economy.

As for the bottom-up approach, it does not involve the use of macroeconomic
models. Rather, it involves a microeconomic analysis of various mitigation tech-
niques across different sectors of the economy to determine the probable cost of
achieving a specific mitigation target (Stern 2009). It is therefore based on much
greater detail than the top-down method—an aspect that some observers believe
lends it a distinct advantage given that many top-down models are devoid of
important information about individual mitigation techniques and abatement
technologies.

According to Stern (2009), another advantage of the bottom-up approach is
that it facilitates a more practical assessment of different mitigation techniques
and provides a do-it-yourself guide for calculating mitigation costs under vari-
ous assumptions. A good example of how the bottom-up method can simplify the
estimation process has been demonstrated by Nauclér and Enkvist (2009). What
Nauclér and Enkvist have done is construct a Marginal Mitigation Cost curve by
estimating the ner cost of achieving different mitigation targets by 2030. The curve
and the means by which it has been constructed are revealed in Fig. 6.5.1

The vertical axis in Fig. 6.5 indicates the additional net cost incurred as annual
global emissions are reduced relative to a business-as-usual scenario (measured
in Euros per tonne of CO»-e). The horizontal axis indicates the amount by which
annual global emissions can be reduced between now and 2030 by using mitiga-
tion techniques currently available or likely to become available in the near future
(measured in Gigatonnes of CO»-e). The various techniques are ranked along the
horizontal axis from cheapest to the most expensive.?’

The net cost reflected on the vertical axis is based on the cost of employing
different mitigation techniques minus the spillover savings generated from their
use. For instance, if the use of energy-efficient lighting reduces greenhouse gas
emissions via reductions in electricity consumption, the net cost of switching to
energy-efficient lighting equals the cost of the lighting less the savings from lower
electricity expenses.

The net cost ‘bar’ applicable to each mitigation technique reveals two pieces
of information. Firstly, the width of each bar indicates the quantity of greenhouse
gases that each technique has the potential to abate. Secondly, the height of each
bar shows the marginal cost per tonne of emissions abated. As can be seen from
Fig. 6.5, some of the net cost bars lie below the horizontal axis. This indicates
that the net cost of employing some mitigation techniques is likely to be negative.
In other words, we can expect the spillover savings generated by some mitigation
techniques to exceed the cost of employing them. Based on Nauclér and Enkvist’s
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cost estimates, negative mitigation costs can be obtained by reducing annual emis-
sions by up to 11 GtCO»-e by 2030.

Assume, for a moment, that mitigation measures end up reducing annual global
emissions by 2030 by 20 GtCO»-e. If we want to know the net cost of reducing
global emissions by an additional tonne, we merely search for ‘20’ on the hori-
zontal axis and look across to the vertical axis to identify the net cost. According
to Nauclér and Enkvist’s estimates, this is around €10.2! Returning to the horizon-
tal axis, it can be seen that the most cost-effective way of reducing annual global
emissions by an extra tonne beyond 20 GtCO»-e is through the reforestation of
degraded land.??

Of course, the ultimate reason for reducing global emissions is to stabilise
greenhouse gases at a particular concentration level. If one looks closely along the
horizontal axis, three mitigation levels are highlighted—20, 30, and 40 GtCO»-e.
These three levels approximate the annual emissions reductions required by 2030
to move to stabilisation paths of 550, 500, and 450 ppm of CO»-¢ respectively.??
In order to estimate the total mitigation cost of moving towards one of these stabi-
lisation targets—say, 550 ppm of CO,-e—one simply aggregates the marginal cost
values between 0 and 20 GtCO»-¢e of abatement.2* Thus, total mitigation costs are
represented by the area between the Marginal Mitigation Cost curve and the hori-
zontal axis. For emissions cuts of up to 20 GtCO;-e per annum, the combined area
of negative mitigation costs (0—11 GtCO;-e of cuts) outweighs the combined area
of positive mitigation costs (11-20 GtCO;-e of cuts). Hence, according to Nauclér
and Enkvist’s estimates, the total mitigation cost of moving to a 550 ppm stabili-
sation target is likely to be negative. Indeed, total mitigation costs only become
positive once cuts to annual global emissions exceed around 30 GtCO;-e, which
corresponds to stabilisation trajectories below 500 ppm of CO;-e.

I should emphasise that if there is a high probability of total mitigation costs
being negative for low emissions cuts, this would not support calls for limited mit-
igation action. Minimal mitigation implies the likelihood of high climate change
damage costs which must be added to total mitigation costs to determine the total
cost of greenhouse gas emissions, as exemplified by the Total Emissions Cost
(TEC) curve in Fig. 6.3. Hence, apart from being ‘unsafe’, minimal mitigation is
likely to be very costly in the long-term.

Given that stabilisation at no more than 450 ppm of CO;-e is necessary to avoid
a potentially catastrophic climate change outcome, how might we use Fig. 6.5 to
estimate the total mitigation costs of moving to a 450 ppm trajectory by 2030? If
we assume that the total cost of reducing annual greenhouse gas emissions by 30
GtCO;-¢ relative to a business-as-usual scenario is zero, we first need to estimate
the marginal cost of having to reduce annual emissions by an extra 10 GtCO;-e
to 40 GtCOy-e.?> With the marginal cost of the additional emissions cuts rang-
ing from €20 to €60 per tonne of CO;-e, we can reasonably assume that the mar-
ginal cost will average around €40 (approximately US$60 per tonne of COs-¢).
If we then multiply the marginal cost of US$60 by the additional 10 GtCO;-e of
required emissions cuts, we obtain a total mitigation cost (globally) of US$600
billion.”® Assuming that US$600 billion is a reasonable estimate of the total cost
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of moving to a 450 ppm stabilisation trajectory by 2030—which I would refute—I
believe that this would be the most appropriate way to present the total cost esti-
mate. For reasons to be given soon, I do not believe that a further step should be
taken to present total mitigation costs as real GWP losses or as a percentage of
real GWP.?

It is important to recognise that Nauclér and Enkvist’s (2009) Marginal
Mitigation Cost curve is not stationary. Not unlike top-down models, the position
and the shape of the curve depend on assumptions with regard to technological
progress, learning-by-doing, transition costs, the range of available mitigation
options, indirect savings, and the policies implemented by governments to encour-
age the use of low-emissions techniques. For example, rapid learning-by-doing
and greater advances in abatement technologies would increase the abatement
potential of mitigation techniques. In doing so, they would shift the Marginal
Mitigation Cost curve downward and thus reduce the total mitigation costs appli-
cable to a given mitigation level. The Marginal Mitigation Cost curve would also
shift down if the spillover savings generated from the application of mitigation
techniques increased (e.g., if mitigation measures led to much lower energy costs).

Although many analysts are aware of the impact that the above factors can have
on mitigation costs, most fail to understand the potential effect of other key factors
and assumptions. These include the impact of: (i) future real output levels; (ii) the
health and integrity of ecological systems; (iii) the scarcity of natural resources
and associated natural resource prices; (iv) the value of mitigation co-benefits; (v)
information failures; (vi) past investments in mitigation technologies; (vii) techni-
cal, deployment, and economic constraints; and (viii) interactions between miti-
gation techniques. I will return to the impact of these factors on mitigation costs
shortly.

6.3 Overlooked Factors Affecting Climate Change Damage
Costs and Mitigation Costs

6.3.1 Climate Change Damage Costs—Overlooked Factors

As outlined at length, there are many perspectives on how climate change dam-
ages should be estimated and what assumptions should be made when doing so.
Although a lot of attention has focused on the fact that [AMs ignore non-market
and socially-contingent impacts and inadequately account for the potential effects
of extreme global warming, too much attention has centred on discount rates. At
the same time, there are justifiable concerns that the assumed commensurability
of climate change impacts and a lack of equity considerations have contributed to
distorted damage cost estimates. Since these shortcomings lead to the underesti-
mation of damage costs, more must be done to overcome them.
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These concerns aside, it is my belief that a number of other factors have been
overlooked which, if they were taken into consideration, would vastly alter per-
ceptions of climate change damage costs. In this sub-section, I will discuss three
of them: (i) the likely impact of climate change on natural resource scarcity and
its flow-on effect on natural resource prices and the real output of the economys;
(i1) the increased vulnerability of the ecosphere to climate change arising from
higher real output levels; and (iii) the impact on damage costs of temporarily
overshooting an upper limit on the safe concentration of greenhouse gases (i.e.,
exceeding 450 ppm of CO;z-e).

6.3.1.1 The Direct and Indirect Impacts of Climate
Change on the Economy

Table 1.4; Fig. 1.10 in Chap. 1 revealed something that cannot be ignored. Should
human-induced climate change increase average global temperatures by more than
2 °C above pre-industrial levels, it will have a moderate to significantly detrimen-
tal impact on the ecosphere (natural capital).?® Whilst most IAMs incorporate the
cost of these impacts in circumstances where market prices are readily obtainable
or easy to impute, the estimated damage costs are usually confined to industries
directly affected by climate change, such as agriculture, forestry, fisheries, and the
energy industry (i.e., the primary sector). Conversely, the damage costs applicable
to the industries indirectly affected by climate change, such as the manufacturing
and service industries (i.e., the secondary and tertiary sectors), are often over-
looked or inadequately accounted for.

There are two main reasons for this omission. Firstly, the significance of the
impacts on the primary sector is often downplayed on the false belief that because
the sector constitutes a relatively small proportion of the GDP of most nations, the
damage costs are negligible. This is no better exemplified than by the following

claims?:

Agriculture, the part of the economy that is sensitive to climate change, accounts for just
3 % of national output. That means there is no way to get a very large effect on the US
economy (Nordhaus 1991).

Even if the net output of agriculture fell by 50 % by the end of the next century, this is
only a 1.5 % cut in GNP (Beckerman 1997).

In the developed world, [agriculture] is practically the only sector of the economy affected
by climate, and it contributes only a small percentage—3 % in the United States—of
national income. If agricultural production were drastically reduced by climate change,
the cost of living would rise by 1 or 2 %, and at a time when per capita income will likely
have doubled (Schelling 1997).

Secondly, there has been a widespread underestimation of the impact that a
decline in the primary sector would have on the secondary and tertiary sectors.
This lack of recognition is based on an implicit assumption that the primary, sec-
ondary, and tertiary sectors are largely independent of each other—the result of
a general failure to understand the complementary relationship between natural
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resources and human-made factors of production. A good example of this is
reflected in the following statement:

Industrial sectors are generally thought to be less vulnerable to the impacts of climate
change than other sectors, such as agriculture and water services. This is in part because
their sensitivity to climate variability and change is considered to be comparatively lower
and, in part, because industry is seen as having a high capacity to adapt in response to
changes in climate. The major exceptions are industrial facilities located in climate-sensi-
tive areas (such as coasts and floodplains), industrial sectors dependent on climate-sensi-
tive inputs (such as food processing), and industrial sectors with long-lived capital assets
(IPCC 2007c, p. 366).

No-one would dispute that food processing industries are greatly exposed to
climate change. However, as stressed in Chap. 5, what is not widely recognised
is that material and energy resources—many of which are extremely suscepti-
ble to climate change—constitute the only true input of all economic activity. Of
course, labour and human-made capital are also required to produce goods and
services, but they are made from natural resources and serve only as the resource-
transforming agents of the production process. As such, all industries are climate-
sensitive, even if some are less sensitive to direct climate change impacts than
others. In fact, it is the high susceptibility of the primary sector to the effects of
climate change—as the original source of the natural resources used in the produc-
tion of all up-stream goods and services—that renders the secondary and tertiary
sectors extremely vulnerable to climate change.

To better explain how, consider the following hypothetical example represented
by Fig. 6.6.3% The left-hand panel depicts the primary sector of the economy (i.e.,
agriculture and the resource-extractive industries). The output of the primary sec-
tor (Qp) is a function of the human-made capital (Kp), labour (Lp), and natural
resources (R) devoted to the primary sector. The functional relationship between
these factors of primary production is described by way of a Bergstrom produc-
tion function revealed in Chap. 4. In other words, the output of the primary sector
is constrained by the quantity of matter-energy embodied in the natural resources
devoted to the sector (e.g., land, water, and energy).3! At time #, the output of the
primary sector (100 units) and the price of the sector’s output ($20) are determined
by the intersection of the demand curve (Dp) and the initial supply curve (Sp°).
Because the output of the primary sector comprises essential consumption goods
(necessities) as well as the resources needed to produce goods and services in the
secondary and tertiary sectors, the demand curve for the primary sector is steeply
sloped. Hence, the demand for primary-sector output is relatively insensitive to
changes in the price of primary sector goods. The supply curve for the primary
sector is also very steep. The reason for this is that many of the natural resources
used in the primary sector are either fixed in quantity (e.g., fertile land) or supplied
at a naturally regulated rate (e.g., sunlight and rainfall). In addition, any increase
in the quantity of labour and human-made capital allocated to the primary sec-
tor is only capable of augmenting primary-sector output by advancing the effi-
ciency of primary-sector production.>? Hence, a very large increase in the quantity
of human-made capital and labour is required to make a perceptible impression


http://dx.doi.org/10.1007/978-94-017-7502-1_5
http://dx.doi.org/10.1007/978-94-017-7502-1_4

245

6.3 Overlooked Factors Affecting Climate Change ...

QLIS 0) UMEIP

jou aIe saXe [BIUOZLIOY 270N “(epdwexs TeonoyiodAy) ndino pue seorid [e10309s U0 aSueyo ajewI Jo joedwr oY) pue sarouapuadopIalul [e10109S 9°9 *SI

(150) Amueng) 0001 0SL  00S (#0) Amuen) 001  SL  0S
\ ia
F\mD
puetiisp 0zs$
$S9dXT

0£$

S€$
ors$ or$

d d
s 1sgq oS S ! aq
(["NOD — 0] ‘[97 — 7] 1oy — Y1) = 15O ( 97 “4y) =4O

$.10)99S AIBI)Id [ /AIePU0IIS

J10)99§ ATewiLi



246 6 An Ecological Economic Perspective of the Climate Change Crisis

on primary-sector output. For all these reasons, it is difficult for primary sector
producers to significantly increase their output in response to higher commodity
prices.

For ease of exposition, the right-hand panel of Fig. 6.6 depicts the combined
secondary and tertiary sectors of the economy (i.e., the manufacturing and service
industries). In this panel, it is assumed that the human-made capital ([K — Kp])
and labour ([L — Lp]) employed in the secondary/tertiary sector are what remains
after some of both factors of production have been allocated to the primary sec-
tor. Because of sectoral interdependencies (i.e., because some of the output of the
primary sector becomes resource inputs of the secondary/tertiary sector), it is also
assumed that the natural resources used in the secondary/tertiary sector equals the
difference between the total output of the primary sector and the portion of pri-
mary-sector output already allocated for consumption purposes ([Qp — CONp]).
Once again, the output of the secondary/tertiary sector is constrained by the natu-
ral resources devoted to the sector, although on this occasion the output of the sec-
tor is constrained by the non-consumed output of the primary sector. At time f,
the output of the secondary/tertiary sector (1000 units) and the price of the sector’s
output ($30) are determined by the intersection of the demand curve (Dg/r) and the
initial supply curve (Ss/r°). Unlike the primary sector, the demand curve for the
secondary/tertiary sector is relatively flat because the output of the sector contains
many non-essential goods and services (luxuries). Consequently, the demand for
the secondary/tertiary sector’s output is very sensitive to changes in the price of
the sector’s output.

Imagine the Earth’s climate changing so drastically that it precipitates a col-
lapse in agriculture, forestry, and fisheries production between time #y and #1. As a
result, the supply curve of the primary sector shifts left to Sp’, thus causing a mas-
sive decrease in the output of the primary sector to 50 units at the prevailing price
of $20. Given the essential nature of primary-sector output and the now excess
demand for primary sector goods, labour and human-made capital from the sec-
ondary/tertiary sector are urgently reallocated to the primary sector to boost the
latter sector’s output. This has two effects. In the primary sector, output increases
to 75 units and the price of primary sector goods rises to $40 (as represented by
a movement along the new supply curve). Simultaneously, the transference of
human-made capital and labour to the primary sector causes the supply curve in
the secondary/tertiary sector to shift left to Sg/1’. The output of the sector subse-
quently falls to 750 units and the price of the sector’s output increases to $35.

Importantly, since the non-consumed output of the primary sector consti-
tutes the natural resources used in the secondary/tertiary sector, the large rise in
the price of primary-sector output increases the cost of secondary/tertiary sector
production. This causes the supply curve in the secondary/tertiary sector to shift
upwards to Sg/r”’. Consequently, the output of the secondary/tertiary sector falls to
500 units and the price of the combined sector’s output rises to $40. Overall, the
climate change impact on the primary sector has the following effects:
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e primary sector—a moderate decrease in output (100 to 75 units) and a large

increase in price ($20-$40);

e secondary/tertiary sector—a large decrease in output (1000-500 units) and a

moderate increase in price ($30-$40);

e total economy—a significant decline in total output (real GDP) and a moderate

to large increase in the price/cost of all forms of output.

To better appreciate the possible output effects of climate change, consider the
before and after values of nominal and real GDP and the relative contributions
of the primary and secondary/tertiary sectors. From Table 6.1, it can be seen that
the contribution made by the primary sector towards nominal GDP at time 7y is
$2,000, which is 6.25 per cent of the nation’s nominal GDP of $32,000. At the
same time, the contribution made by the secondary/tertiary sector towards nomi-
nal GDP is $30,000 or 93.75 per cent of the total. It should be noted that I have

Table 6.1 The impact of climate change on total output (real GDP) and sectoral prices and out-

put (hypothetical example)

At time fo
* Primary sector

Pp = $20

Qp = 100 units

Contribution to nominal GDP (GDPp) = $20 x 100 = $2,000
 Secondary/tertiary sector

Pg/r = $30

Qs/t = 1,000 units

Contribution to nominal GDP (GDPg/t) = $30 x 1,000 = $30,000
* Economy

Nominal GDP = GDPp + GDPg/t = $32,000

Real GDP (using 7y as the base year) = $32,000

Contribution of primary sector to nominal GDP = 6.25 %

Contribution of secondary/tertiary sector to nominal GDP = 93.75 %

At the end of time 7;
* Primary sector
Pp = $40
Qp = 75 units
Contribution to nominal GDP (GDPp) = $40 x 75 = $3,000
e Secondary/tertiary sector
Ps/r = $40
Qs/T = 500 units
Contribution to nominal GDP (GDPg;1) = $40 x 500 = $20,000
* Economy
Nominal GDP = GDPp + GDPg/t = $23,000
Real GDP (using 7y as the base year) = ($20 x 75) + ($30 x 500) =
$1,500 + $15,000 = $16,500
Contribution of primary sector to nominal GDP = 13.04 %
Contribution of secondary/tertiary sector to nominal GDP = 86.96 %
Decline in real GDP = 48.44 %
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chosen these values so that the representative contribution of the primary sector
approximates the relative contribution of climate-sensitive primary-sector output
in most industrialised nations.

By the end of time #1, primary-sector output has fallen by 25 per cent (100-75
units). Based on the views expressed by Nordhaus (1991), Beckerman (1997), and
Schelling (1997), the nation’s real output (real GDP) should have fallen by around
1.56 per cent (i.e. 1.56 % = 25 % x 6.25 %). Yet not only does real GDP decline
appreciably more than the overall fall in primary-sector output (48.44 per cent),
the relative contribution of the primary sector rises from 6.25 per cent to 13.04
per cent of nominal GDP.

Could we really expect human-induced climate change to trigger such dramatic
changes to prices and output levels as this? The situation just described is only a
hypothetical example and it may be that output and price changes would be con-
siderably less than those postulated above, particularly if the concentration of
greenhouse gases was stabilised at no more than 450 ppm of CO;-e. Having said
this, should adequate mitigation action not be taken, there is every reason to expect
extreme climate changes to bring about substantial changes to prices as well as total
and compositional output. For as Daly (2000) has highlighted, even modest climate
change would boost the relative GDP contribution of the primary sector given that an
inevitable increase in the relative scarcity of primary-sector output would undoubt-
edly bring about a sizeable increase in natural resource prices. The relative GDP
contribution of the primary sector would also be expected to rise because the reallo-
cation of productive factors to recover some primary-sector output losses would lead
to a lower-than-expected level of secondary/tertiary-sector output. Moreover, even
though a higher price of primary-sector output would flow through to the secondary/
tertiary-sector output in the form of higher input costs, any price increase in the sec-
ondary/tertiary sector would be relatively smaller than in the primary sector because
the former sector’s output includes many non-essential goods and services.

It must be said that the accentuated impact of climate change arising from the com-
plementary relationship between natural resources and human-made factors of pro-
duction has not been entirely overlooked. In a variety of ways, a number of climate
change analysts have sought to incorporate the complementary relationship in their
assessment of climate change damage costs. However, as mentioned in Chap. 5, they
have done so inadequately. For example, Neumayer (2007) and Sterner and Persson
(2008) have only sought to address the question of whether an increase in human-
made consumption goods can offset a climate change-induced fall in environmental
goods/natural resources. By taking this narrow view, they have overlooked the inevita-
ble impact that a large decline in primary-sector output would have on the secondary/
tertiary sector and on the total output of the economy as a whole. What’s more, Sterner
and Persson (2008) have erred further by suggesting that a gradual shift towards ‘ser-
vices’ can increasingly dematerialise a nation’s total output and overcome any effect
that a fall in primary-sector output would have on the secondary/tertiary sector. As
explained previously, this view is based on the assumption that services can be sup-
plied with the minimal use of natural resources—a view that has no theoretical or
empirical support (Lawn 2009, Chap. 1).
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In another effort to address the complementarity issue, Dietz et al. (2007a)
claim that some IAMs, such as the PAGE2002 model used in the Stern Review,
perform admirably when it comes to evaluating the effects of extreme climate
change by incorporating a production function that accounts for any deleterious
impact that climate change has on total output (see Dietz et al. 2007a, Eq. (3)).
Dietz et al. believe the production function serves this useful purpose by embody-
ing a climate change damage equation that incorporates the potential real output
effect of abrupt, discontinuous, and large-scale changes to the Earth’s climate sys-
tem (see Dietz et al. 2007a, Eq. (6.1)).3 According to Dietz et al., this additional
specification enables the PAGE2002 model to simulate the effects of high-dam-
age scenarios in circumstances where average global temperatures exceed critical
threshold levels.

Despite good intentions, it is my belief that these models fail to properly tackle
the complementary issue. As Dietz et al. (2007a) readily concede, the production
function employed in the PAGE2002 model excludes natural capital and the envi-
ronmental goods and services that natural capital generates as separate productive
factors. Consequently, the PAGE2002 model suffers from two major weaknesses.
Firstly, since human-induced climate change is expected to reduce primary-sector
output and natural resource availability, the PAGE2002 model fails to simulate the
full impact of rising global temperatures on total output.

Secondly, even if natural resource inputs were acknowledged, the production
function employed in the PAGE2002 model is an example of a Cobb-Douglas
production function. Unlike the Bergstrom function described in Chap. 4, the
Cobb-Douglas production function ‘mathematically’ permits physically implausi-
ble outcomes—more specifically, outcomes that violate the first and second laws
of thermodynamics (Georgescu-Roegen 1979). To explain this further, Cobb-
Douglas production functions permit increases in the total output of the economy
by assuming that sufficiently large expansions in the stock of human-made capi-
tal can offset the decline in natural resource inputs caused by diminutions in the
stock of natural capital, including diminutions resulting from climate change.
As intimated in Chap. 2, there is one major problem with this assumption—the
production of a given quantity of physical goods, including human-made capi-
tal, requires a minimum input of natural resources (low-entropy matter-energy).
Consequently, producing a given quantity of physical goods requires a minimum
quantity of resource-providing natural capital. Thus, while Cobb-Douglas produc-
tion functions assume that human-made capital and natural capital are substitutes,
they are unquestionably complementary forms of capital. It therefore follows that
the PAGE2002 model incorporates the same erroneous assumption.

Given the failure of climate change analysts to properly account for the com-
plementary relationship between natural and human-made factors of production,
can we say that climate change damage costs will be higher than most analysts
expect? There is no doubt in my mind that the negative impact of climate change
on the real GDP of nations will be much greater than many anticipate. But does
this represent a net welfare loss? After all, it has been argued throughout this book
that, to increase per capita economic welfare, there is a need for high-GDP nations


http://dx.doi.org/10.1007/978-94-017-7502-1_4
http://dx.doi.org/10.1007/978-94-017-7502-1_2

250 6 An Ecological Economic Perspective of the Climate Change Crisis

to immediately begin the transition to a steady-state economy, which will require
many of them to reduce their real GDP (de-growth).

Before answering the above questions, it is worth recognising that the extent
to which a lower-than-expected level of real GDP amounts to a net welfare loss
depends, in part, on the policies pursued by a nation and the institutions it has in
place. It also depends on where the nation’s economy is with respect to its optimal
macroeconomic scale (i.e., with respect to S= in Fig. 2.4). If a rich nation, which
would more than likely be operating beyond its optimal scale, continues with
growth-oriented policies and institutions, then, for some time, lower-than-expected
levels of real GDP are likely to incur a greater net welfare loss than an equivalent
rise in real GDP.3* Bear in mind, increases in per capita GDP are already reduc-
ing per capita economic welfare in most rich countries (see Figs. 2.7 and 2.8) and
so what we are comparing are the net welfare losses from ‘uneconomic’ growth
and the potential net welfare losses arising from a growth-oriented economy that is
failing to grow at a targeted rate because of climate change.?

The reason why, in a growth-oriented setting, a lower-than-expected real GDP is
likely to incur a larger net welfare loss than a rise in real GDP is because growth-
oriented policies primarily focus on boosting production, throughput-increasing
technological progress, and the hope that income will trickle down from the rich to
the poor. Hence, welfare gains from growth are heavily dependent on the benefits
that emerge from a rise in the consumption of human-made goods and services. This
is not the case with a qualitatively-improving steady-state economy where welfare
gains are likely to accrue from policies and actions explicitly aimed at producing
better rather than more goods; redistributing income from the rich to the poor3;
increasing leisure time; and reducing environmental losses per unit of economic
activity. Consequently, whereas welfare losses from lower-than-expected levels of
real GDP would be counter-balanced in a steady-state context by non-consumption-
related welfare gains, the same would not occur in a growth-oriented setting. Indeed,
a continuation of growth-oriented policies would almost certainly lead to net welfare
losses closely approximating the real output losses caused by climate change.

This final point is an important one because it highlights that the real GDP
losses emanating from climate change cannot be automatically classed as climate
change damage costs—a false conclusion made by virtually all climate change
analysts. For example, whether a 2 per cent loss of real GDP constitutes a dam-
age cost of the same monetary value depends on its broader welfare implications.
As just explained, a 2 per cent real output loss may be significant in a growth-ori-
ented setting; however, it may be relatively insignificant in a steady-state context.
For this and other reasons outlined in Sect. 3.7 on national accounting reform, the
cost of climate change should not be assessed in terms of its impact on real GDP.
Given the uneven global impact of climate change and the different development
stages that rich and poor nations find themselves, there is even less justification for
assessing the cost of climate change in terms of its aggregate impact on real GWP.
Ultimately, damage costs should be assessed and expressed in terms of the impact
that climate change has on the Genuine Progress Indicator (GPI) or some other
broad indicator of human welfare.
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Naturally, I do not want to give the impression that there would be no climate
change damage costs in a steady-state context. Climate change-induced reductions
in real output would exert downward pressure on the GPI regardless of a nation’s
policy-orientation. This is because two of the benefit items that make up the GPI
are ‘private consumption’ and ‘non-defensive public consumption’ (Lawn 2007;
Lawn and Clarke 2008). Both items would be lower than desired as a result of
climate change which, to recoup, would require the costly use of more resources.
Needless to say, there would be no overwhelming desire to restore the value of
these items in a steady-state setting since greater effort would be devoted towards
boosting non-consumption-related benefits and reducing social and environmental
costs. Nonetheless, lower-than-expected consumption levels in a steady-state set-
ting would constitute a negative component in a full assessment of climate change
damage costs. The important point is that total damage costs would be much lower
in a steady-state setting than in a growth-oriented setting.

By and large, what I have just discussed applies to a high-GDP country. What
about the impact on poor countries? As stressed in Chap. 2, poor countries des-
perately need a further dose of real GDP growth to enjoy increases in per capita
economic welfare. With this in mind, a climate change-induced decline in the real
GDP of nations would incur significant welfare losses on the world’s impover-
ished countries. More particularly, severe climate change impacts would have dis-
astrous consequences for the world’s most disadvantaged people.

Finally, in answer to an earlier question, I believe it is safe to conclude that
climate change damage costs will be much higher than most analysts expect.
Although the extent of the damage costs will depend, in part, on prevailing poli-
cies and where a nation’s economy is in relation to its optimal macroeconomic
scale, there is little doubt that the widespread failure of climate change analysts to
recognise sectoral interdependencies and the complementary relationship between
natural and human-made factors of production has resulted in the gross underesti-
mation of future damage costs.

6.3.1.2 High Real Output Levels Further Increase Damage Costs by
Rendering the Ecosphere More Vulnerable to Climate Change

We have just seen how growth-oriented policies, by failing to generate significant
non-consumption-related benefits, are likely to increase the net welfare losses aris-
ing from climate change. There is, nonetheless, an additional growth-related rami-
fication that would further magnify climate change damage costs. It also happens
to be another factor overlooked by climate change analysts when making damage
cost assessments.

In Chap. 4, it was revealed that a 2.3 per cent average annual rise in real GWP
would increase the ratio of humanity’s ecological footprint to global biocapacity
to around 3.16 by 2100 (see Table 4.3).>” Even without climate change, this would
undoubtedly lead to the diminution of natural capital stocks and seriously damage
or destroy many key ecosystems (Vitousek et al. 1986; Wackernagel et al. 1999;
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Rockstrom et al. 2009). At the same time, it would render the global ecosphere
less resilient and more vulnerable to the effects of climate change (Hare 2003;
Leemans and Eickhout 2004; Malcom et al. 2006; IPCC 2007c¢). By doing so, the
growth in real GWP would amplify the damage costs associated with a given rise
in average global temperatures and any given increase in the intensity and fre-
quency of extreme weather events.

Exactly when might these additional damage costs emerge? Let’s assume that,
without climate change, a 2.3 per cent annual growth rate of real GWP is achiev-
able up to 2100.3® Since a growth rate at or near this level would transpire through
an emphasis on growth rather than a concerted effort to make the transition to a
steady-state economy, any ensuing damage costs from climate change would
closely approximate any future climate change-related losses of real GWP. This is
because there would be very little increase in non-consumption-related benefits to
fill the void.

May 1 say, this conclusion raises an apparent contradiction. After all, on the
one hand, a high growth rate of real GWP would supposedly render the ecosphere
more vulnerable to climate change, which would increase the climate change-
induced losses of real GWP. On the other hand, any large losses of real GWP
would reduce the rate of growth and lessen the vulnerability of the ecosphere to
climate change.

Can this apparent contradiction be reconciled? Yes it can, but only by recog-
nising that a more vulnerable ecosphere will not eventuate until there is consid-
erably more growth in real GWP and substantially more damage to ecosystems
and natural resource stocks. To put it another way, should growth remain the over-
riding policy objective, we would expect most of the additional output losses aris-
ing from an increasingly vulnerable ecosphere to occur in the latter part of the 21st
century and beyond. By this time, much of the targeted increase in real GWP over
the first half of this century would have been realised. That said, should growth-
related damages to natural capital substantially increase the vulnerability of the
ecosphere to climate change, there is every possibility that real GWP could start
falling not long after 2050.3 If so, total damage costs would increase dramatically
towards the end of this century.

As for a steady-state setting, climate change-induced losses of real GDP are
unlikely to be further amplified because humanity’s reduced resource demands
would not increase the vulnerability of the ecosphere to climate change. In
fact, because the transition to a steady-state economy would return the ecologi-
cal footprint/biocapacity ratio to a sustainable level, the ecosphere would regain
much of its former resilience.*” This would significantly reduce real GWP losses,
although with policies in place to generate most welfare benefits from non-con-
sumption-related activities, damage costs would only be marginally lowered.

Given the aforementioned, what effect would a high rate of growth have on
the Total Damage Cost (TDC) curve depicted in Fig. 6.2?7 Compared to a steady-
state economic setting, we would expect the Total Damage Cost curve to rise
more rapidly over time as the expanding economy increases the vulnerability of
the ecosphere to the damaging impacts of climate change. Moreover, we would
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Fig. 6.7 Rising total damage costs (with adaptation) pertaining to two different growth rates of
real GWP (real GWP’ > real GWP)

expect the curve to rise more rapidly in the presence of much higher growth rates
of real GWP*! This is illustrated in Fig. 6.7. At time fo, total damage costs are
represented by the TDC(fy) curve. As the rise in the atmospheric concentration of
greenhouse gases between time fy and #3 increases average global temperatures,
the Total Damage Cost curve gradually shifts upwards. In Fig. 6.7, the upward
shifts of the Total Damage Cost curve to TDC(#1)’, TDC(z2)', and TDC(#3)" cor-
respond to a higher growth rate of real GWP than the shifts to TDC(#;), TDC(#,),
and TDC(#3) (i.e., real GWP’ > real GWP).

Although it is impossible to predict the exact position of the shifting Total
Damage Cost curves, and hence it is impossible to accurately estimate the impact
of growth on damage costs, Fig. 6.7 emphasises that the true cost of climate
change damages depends on more than the sheer quantity of greenhouse gas emis-
sions. Furthermore, as we shall later see, the light that Fig. 6.7 sheds on the cost
impact of growth can significantly aid our understanding of a desirable greenhouse
gas trajectory. Above all, since the impact of real GWP growth on damage costs
is regularly ignored, Fig. 6.7 constitutes a further example of how climate change
analysts routinely underestimate total damage costs.

6.3.1.3 Overshooting Desired Stabilisation Targets Increases Damage
Costs by Inducing Higher Temporary Temperature Rises

Throughout this book, it has been assumed that 450 ppm of CO;-e constitutes
the upper limit on the safe concentration of greenhouse gases. It has also been
pointed out that there are many ways to achieve a particular stabilisation target.
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For example, it can be achieved by decelerating the rise in the atmospheric con-
centration of greenhouse gases and stabilising the concentration once the desired
target has been reached. Alternatively, it can be achieved by overshooting the tar-
get and reducing emissions sufficiently to return the concentration of greenhouse
gases to the desired level.

Since the atmospheric concentration of greenhouse gases already stands at
approximately 440 ppm of CO;-e and is rising at a rate of around 2 ppm per year,
it will be impossible to stabilise greenhouse gases at 450 ppm without overshoot-
ing the upper safe limit.*> Just how far are we likely to exceed the 450 ppm level?
As stringent as the initial emissions cuts must be to replicate the 450 ppm stabili-
sation trajectory advocated by Anderson and Bows (2008), the atmospheric con-
centration of greenhouse gases is likely to peak at around 500 ppm of CO»-e (see
den Elzen and Meinshausen 2006). As disconcerting as this seems, bear in mind
that it is possible to achieve the 450 ppm target by making smaller initial emis-
sions cuts than Anderson and Bows recommend and much deeper cuts later on.
However, exercising this option would simply increase the disparity between the
peak and the desired concentration of greenhouse gases. That is, it would lead to
the desired stabilisation target being overshot by a greater margin.

From a damage cost perspective, the chosen stabilisation trajectory is crucial.
This is because a trajectory taken to achieve a 450 ppm stabilisation target can have
a marked effect on near-term concentration and temperature profiles (Schneider
and Mastrandrea 2005; Nusbaumer and Matsumoto 2008). Studies have shown that
overshooting a stabilisation target is likely to induce higher transient temperature
rises. This significantly raises the probability of temporarily or permanently sur-
passing key climate-system thresholds and vulnerabilities (Hammitt and Shlyakhter
1999; Harvey 2004; O’Neill and Oppenheimer 2004; Hare and Meinshausen 2005;
Knutti et al. 2005; Schneider and Mastrandrea 2005; IPCC 2007b). Consequently,
overshooting a target increases the climate change damages associated with a par-
ticular stabilisation target. Worse still, more extensive overshooting of a desired tar-
get further magnifies climate change damage costs.

To represent the effect of overshooting in a way that will be instructive later
on, consider Fig. 6.8. Unlike earlier figures, the Total Damage Cost (TDC) curve
depicts the total damage costs associated with different atmospheric concentra-
tions of greenhouse gases (stock) as opposed to different greenhouse gas emis-
sions (flow). The distinction is important to understand because it is possible
for the atmospheric concentration of greenhouse gases (G) to be rising as emis-
sions (E) are falling. For this to occur, the prevailing emissions level need only
be greater than the Earth’s greenhouse gas-absorbing capacity (A) (i.e., E > A).%
In Fig. 6.8, a stable concentration of greenhouse gases occurs when the prevail-
ing level of emissions equals the Earth’s capacity to assimilate greenhouse gases
(E = A). As for a situation where the concentration of greenhouse gases is declin-
ing, greenhouse gas emissions would be less than the Earth’s greenhouse gas-
absorbing capacity (E <A).

With these dynamics in mind, the TDC curve is upward sloping to represent
the rise in total damage costs as the concentration of greenhouse gases increases.
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Fig. 6.8 Total damage costs (with adaptation) associated with rising and declining greenhouse
gas concentrations

Provided a stabilisation target—say, 450 ppm (Gj)—is approached from a lower
concentration level, total damage costs rise in accordance with the TDC curve and
settle at ®(Gp). However, should the atmospheric concentration of greenhouse
gases rise to Gy before stabilising at G (a minor overshoot scenario), total damage
costs do not settle at ®(Gy). Because of the harmful effect of a transient boost in
global temperatures, they instead settle at ®(Gy)". This is represented by the move-
ment back along the TDC(G) curve. If, on the other hand, the concentration of
greenhouse gases rises to G3 before stabilising at G; (a moderate overshoot sce-
nario), transient temperature increases are much larger and total damage costs set-
tle at a much higher level of ®(G)”. This is represented by the movement along
the TDC(G3) curve. Finally, the fall in the concentration of greenhouse gases from
G4 to Gy (an extreme overshoot scenario) results in total damage costs settling at
an even higher level of ®(G1)"”. As is clearly evident from Fig. 6.8, the total dam-
age costs associated with a stabilisation target of 450 ppm—or any target for that
matter—are greater the more the desired target is exceeded (i.e., the larger is the
gap between the peak concentration of greenhouse gases and the desired stabilisa-
tion target).

What does this all mean with respect to anticipated damage costs? Although
the damage functions used in [AMs to estimate climate change damage costs
rely upon global mean temperature as a major cost-influencing variable (see, for
example, Stern 2007, p. 660, Eq. (6.1)), the range of temperatures inserted into the
models are closely allied to assumed changes in the atmospheric concentration of
greenhouse gases. Little regard, however, is given to the potential impact of over-
shoot scenarios which, as we have seen, can increase the total damage costs asso-
ciated with a particular concentration level. It is for this reason that climate change
analysts further underestimate total damage costs.



256 6 An Ecological Economic Perspective of the Climate Change Crisis

6.3.2 Mitigation Costs—Overlooked Factors

I mentioned earlier that climate change analysts take account of a number of
important factors when making their assessments in connection with climate
change mitigation costs—for example, technological progress, learning-by-doing,
indirect savings from the mitigation measures likely to be undertaken in the future,
and government policy inducements to encourage the uptake of low-emissions
techniques. However, just like damage cost assessments, analysts fail to recognise
the impact that a high growth rate of real GWP is likely to have on climate change
mitigation costs. Along with an explanation as to how the growth in real GWP and
higher-than-expected natural resource prices would affect mitigation costs, I will
briefly discuss a range of mitigation cost factors frequently overlooked by climate
change analysts.

6.3.2.1 The Direct Impact of Real GWP Growth on Mitigation
Costs—More Growth Requires More Abatement

In my earlier elucidation of how top-down models are used to estimate climate
change mitigation costs, it was explained that global greenhouse gas emissions
are closely linked to the real output of the global economy (real GWP). Using
Eq. (6.1), it was shown that if real GWP is rising, substantial cuts in greenhouse
gas emissions can only be achieved by engaging in measures that reduce the
emissions-intensity of global real output. This leads to a self-evident but rather
important corollary—the higher is the prevailing growth rate of real GWP, the
greater must be the rate of abatement to achieve a specific emissions target. This
is reflected in Fig. 6.9. The top curve represents the assumed emissions path per-
taining to a 2.3 per cent annual growth rate of real GWP should no mitigation take
place. The middle curve represents the emissions path pertaining to the steady-
state economic scenario simulated in Chap. 4—again, if no mitigation takes place.
The bottom curve represents the emissions path recommended by Anderson and
Bows (2008) to achieve a 450 ppm stabilisation target.

As can be seen in Fig. 6.9, to move to a 450 ppm stabilisation trajectory, it is
necessary to reduce annual greenhouse gas emissions to 30 GtCO;-e by 2030 (also
see Table 4.1). In order to achieve this emissions target under a growth-as-usual
scenario, annual emissions in 2030 would have to be 40 GtCO;-e lower than they
would without mitigation. Conversely, annual emissions would have to be just 29
GtCO»-¢ lower under a steady-state scenario.**

Since more abatement is required under a growth-as-usual scenario, the cost of
abatement vis-a-vis the steady-state scenario is much higher. In fact, if we bor-
row the mitigation costs estimated by Nauclér and Enkvist (2009) to derive the
Marginal Mitigation Cost curve in Fig. 6.5, the net mitigation cost associated with
moving to a 450 ppm stabilisation pathway by 2030 would be around zero for
the steady-state scenario. This compares with the previously calculated US$600
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Fig. 6.9 Greenhouse gas emissions abatement required to move to 450 ppm stabilisation
trajectory—GWP growth-as-usual versus steady-state economy

billion for the growth-as-usual scenario. Unfortunately, most climate change mod-
ellers confine their mitigation cost estimates to calculating the cost of replacing
cheaper high-emissions technologies with more expensive low-emissions tech-
niques. In doing so, they take no account of the underlying growth rate of real
GWP. Hence, they overlook the cost discrepancy identified above.

There are, it must be said, a number of analysts who recognise that a larger gap
between emissions targets and the probable emissions levels under a no-mitigation
scenario leads to higher mitigation costs (e.g., Stern 2007, p. 272). However, these
analysts assume that a larger-than-expected mitigation gap is solely attributable to
the inappropriate choice of both production technologies and energy sources rather
than the growth rate of real output. Yet, as Eq. (6.1) highlights, the mitigation gap
and any additional mitigation costs associated with it depend on the latter as well
as the former combination of factors.

To demonstrate how a rising rate of real GWP growth might affect total mitiga-
tion costs, consider Fig. 6.10. For convenience, we shall assume that the rate of
resource-saving and pollution-reducing technological progress is less than the rate
of growth in real output (Note: this implies that emissions would continue to rise
in a ‘no-mitigation’ scenario). The TMC(#y) curve represents the total mitigation
costs associated with the real GWP generated at time 9. As real GWP expands
between time 7y and 73, the emissions cuts required to achieve a particular stabilisa-
tion target rises.*> More particularly, additional mitigation measures are required
merely to keep emissions at fy levels. Since this increases total mitigation costs,
the Total Mitigation Cost curve gradually shifts up. The upward shifts to TMC(#;)’,
TMC(t;)’, and TMC(#3)’ correspond to a higher growth rate of real GWP than the
shifts to TMC(#1), TMC(#,), and TMC(#3) (i.e., real GWP’ > real GWP).

Although Fig. 6.10 shows the Total Mitigation Cost curve shifting upwards, many
factors would be dampening the upward pressure on total mitigation costs. These
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Fig. 6.10 Rising total mitigation costs pertaining to two different growth rates of real GWP (real
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would include improved mitigation techniques, greater resource-use efficiency,
learning-by-doing, and any increased co-benefits from mitigation. I shall return to
these factors shortly. For now, it should be clear that the failure to acknowledge the
impact of real GWP growth on required mitigation levels is likely to contribute to
the underestimation of climate change mitigation costs. More crucially, it is likely
to result in climate change analysts overlooking the enormous potential that exists to
reduce mitigation costs by moving to a lower rate of growth or, better still, by mak-
ing the transition to a qualitatively-improving steady-state economy.

6.3.2.2 The Indirect Impact of Real GWP Growth on Mitigation
Costs—More Growth Increases the Cost of Using
All Technologies

As explained, climate change mitigation costs are conventionally estimated by cal-
culating the difference between the cost of using high-emissions methods to gener-
ate a unit of real output and the cost of employing low-emissions technologies to
generate the same unit of real output but with fewer greenhouse gas emissions.
Regardless of whether top-down or bottom-up models are used to perform this
exercise, the cost difference is assumed to be a function of the price gap between
low-emissions technologies and the high-emissions technologies they would dis-
place—the latter often referred to as ‘marker’ technologies (Anderson 2006). An
example of the price gap is the difference between the price of a kilowatt-hour
of wind-generated electricity (low emissions) and a kilowatt-hour of cheaper coal-
generated electricity (high emissions).
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Using the price gap as an indicator of net cost, bottom-up models involve mak-
ing a detailed microeconomic assessment of individual mitigation technologies.*®
As we have seen, the net cost of employing the various low-emissions techniques
is summed to obtain the total cost of achieving a specific emissions target (see
Fig. 6.5). In the case of top-down models, where mitigation costs are viewed from
a macroeconomic perspective, the price gap is used as a determining factor in the
evolution of consumer preferences, structural modifications to the economy, and
the development and uptake of low-emissions techniques and low-carbon fuels.
These adjustments are subsequently used to estimate the likely impact on real
GWP of having to reduce greenhouse gas emissions to achieve a particular emis-
sions target (see Fig. 6.4).

It is important to understand how a change in the cost of marker technologies
and high-carbon fuels affects conventional estimates of mitigation costs. Consider,
firstly, bottom-up approaches to mitigation cost estimates. Should the cost of
marker technologies and fossil fuels increase—either through market forces or
government policies—it is assumed that the price gap between low-emissions and
high-emissions technologies automatically narrows, thus making the former tech-
nologies economically more viable to employ. Since this would shift the Marginal
Mitigation Cost curve in Fig. 6.5 downwards, it is believed that the increase in the
cost of marker technologies and fossil fuels would reduce total mitigation costs.

With top-down models, it is also assumed that a rise in the cost of marker tech-
nologies and high-carbon fuels would narrow the price gap between low-emissions
and high-emissions technologies. Because this would increase the attractiveness
of low-emissions goods and services, it is further assumed that the smaller price
gap would alter consumer preferences and induce producers to substitute towards
low-emissions techniques as well as develop cleaner production methods. Since
this lowers the emissions-intensity of production, it decreases the extent to which
real output must be reduced to achieve a specific emissions target. It is the less-
ened need to reduce real GWP which reinforces the belief amongst mainstream
commentators that an increase in the cost of marker technologies and fossil fuels
would reduce total mitigation costs.

One of the biggest problems with this estimation method is the assumption
that an increase in the cost of high-emissions technologies and fossil fuels will
have little or no effect on the cost of low-emissions techniques, which implies
that an increase in the cost of high-emissions technologies will always reduce
the price gap between low-emissions and marker technologies. This ignores the
fact that high-emissions technologies and fossil fuels must be used to install low-
emissions techniques and establish renewable energy systems on a broad scale.
As Georgescu-Roegen (1978-79, p. 1053) once emphasised, “Any use of a pres-
ently feasible recipe [...] is a parasite of the current technology”. Hence, not
unlike the flow-on effect of higher primary-sector prices on the cost of secondary/
tertiary-sector production, an increase in the cost of high-emissions technologies
and fossil fuels would inflate the cost of employing low-emissions technologies.
Consequently, the price gap between low-emissions and high-emissions technolo-
gies would not decrease to the extent expected, if at all.
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Given this, a number of implications follow. Firstly, in the case of the bottom-
up approach to mitigation cost estimates, there will be a tendency to underestimate
the net cost of employing low-emissions technologies. Secondly, in the case of
the top-down models, the extent of any substitution towards low-emissions tech-
nologies will be overestimated. In both instances, total mitigation costs will be
undervalued. Thirdly, it is reasonably safe to conclude that a high growth rate of
real GWP will seriously inflate the cost of high-emissions technologies and fossil
fuels—a consequence of the impact of a high rate of growth on natural resource
prices and its flow-on effect on the secondary-tertiary sector.*’ Hence, the higher
is the growth rate of real GWP, the more likely it is that total mitigation costs will
be undervalued. Furthermore, because a high rate of growth increases the cost of
all technologies, it would undoubtedly increase the total cost of mitigation relative
to a steady-state scenario.

6.3.2.3 Overshooting Desired Stabilisation Targets
Increases Mitigation Costs

In much the same way that overshooting a stabilisation target would increase the
total damage costs from climate change, so would overshooting a desired target
increase total mitigation costs. To begin with, overshooting would bring on the
harmful effects of a transient boost in global temperatures, which would increase
the cost of employing low-emissions technologies. More than this, overshooting
a desired target by a significant margin would lead to irreversible investments in
emissions-intensive human-made capital (David 1985; Arthur 1989; Dietz and
Stern 2008). This would lock economic systems into high-emissions technologies
and foreclose numerous mitigation possibilities.

The impact of overshooting a desired stabilisation target on total mitigation
costs is represented by Fig. 6.11. The four curves are not so much mitigation
cost curves, but what I have labelled Total Greenhouse Gas Stock-Reducing Cost
curves (TGSRC curves). The reason for the name change is because the TGSRC
curves depict the total costs associated with reducing the atmospheric concentra-
tion of greenhouse gases (G) rather than reducing emissions per se. Like Fig. 6.8,
a rightward movement along the horizontal axis represents an increase in the
atmospheric concentration of greenhouse gases, which occurs whenever emissions
levels (E) exceed the Earth’s greenhouse gas-absorbing capacity (A) (i.e., E > A).
As previously explained, this may or may not coincide with a reduction in green-
house gas emissions. A decrease in the concentration of greenhouse gases is rep-
resented by a leftward movement along the horizontal axis, which can only occur
if the cut in emissions is sufficient to reduce emissions levels below the Earth’s
greenhouse gas-absorbing capacity (E < A). No movement either way along the
horizontal axis represents a stable atmospheric concentration of greenhouse gases
(E=A).

The four TGRSC curves in Fig. 6.11 are upward-sloping to reflect the fact that
shrinking the stock of greenhouse gases requires ever-more emissions cuts, which
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Fig. 6.11 Total mitigation costs associated with reducing the concentration of greenhouse gases
from different peak levels to 450 ppm (G4 > G3 > G2 > Gy)

become increasingly costly to accomplish.*® Which of the TGSRC curves we hap-
pen to be operating on depends on the prevailing concentration of greenhouse
gases and whether the stock of greenhouse gases is rising or falling. For exam-
ple, if the atmospheric concentration of greenhouse gases has been rising and is
currently at Gy (450 ppm of CO»-e), the cost associated with reducing the stock
of greenhouse gases is depicted by TGSRC(G1).*? At the same time, the cost of
remaining at 450 ppm of CO»s-e is 6(Gy). If, however, the concentration of green-
house gases rises to Gy, the increased mitigation costs associated with exceeding
G means that the cost of reducing the stock of greenhouse gases is depicted by
TGSRC(Gy). Consequently, the cost of stabilising at 450 ppm of CO;-e increases
to 6(G1)’. Should the concentration of greenhouse gases swell to G3 or Gy, the rel-
evant cost curves become TGSRC(G3) and TGSRC(Gy). The cost of stabilising at
450 ppm of CO,-¢ therefore rises to 6(G;)” and 6(G1)"” respectively. As Fig. 6.11
clearly shows, the cost-effective achievement of a desirable stabilisation target
requires deep initial emissions cuts, not the reverse as recommended by some
commentators.

With this in mind, it is worth considering how well mainstream analysts have
accounted for the impact that overshooting will have on mitigation costs. Many
mainstream analysts, like Stern (2007, 2009), Ackerman (2007), and Garnaut
(2008) have implicitly recognised the importance of limiting the extent of any
overshooting by acknowledging the cost-moderating effect of early and size-
able emissions reductions. They have also warned against the dangers of waiting
and becoming locked into long-lived, emissions-intensive, human-made capital.
Nevertheless, the mainstream argument for deep, initial emissions cuts has centred
on the cost-reducing benefits of technological advances, economies of scale, and
learning-by-doing—all of which should rapidly emerge if governments institute



262 6 An Ecological Economic Perspective of the Climate Change Crisis

the necessary policies to kick-start an early and vigorous mitigation programme.
Although these developments are crucial in terms of keeping mitigation costs
down, the cost-inflating impact of transient temperature rises has largely been
ignored. It is because of this oversight that climate change modellers have further
underestimated total mitigation costs.

6.3.2.4 Other Key Factors Overlooked in the Estimation
of Mitigation Costs

In what is an important critique of bottom-up estimates of mitigation costs, Ekins
et al. (2011) have recently outlined a number of factors which also explain why
total mitigation costs are generally underestimated by climate change analysts.
In their examination of Marginal Mitigation Cost curves, such as those derived
by Nauclér and Enkvist’s (2009) (see Fig. 6.5), Ekins et al. cast serious doubts
over their applicability as a bottom-up tool for estimating mitigation costs and
as a practical means of determining the cost-effectiveness of various mitigation
techniques.””

In the first of their concerns, Ekins et al. (2011) question some of the input
assumptions used to derive Marginal Mitigation Cost curves. They argue that
because the curves are based on circumstances expected in twenty or more years’
time, assumptions regarding the life-time of capital assets, technological progress,
and investment costs are highly conjectural. Ekins et al. therefore believe it is
incumbent upon practitioners to explain the reasoning behind many of the assump-
tions used in their cost calculations. Apart from failing to do this, the likes of
Nauclér and Enkvist (2009) also fail to examine how sensitive their mitigation cost
estimates are with respect to slight variations in their underlying assumptions.>!
According to Ekins et al., this makes it difficult to ascertain whether bottom-up
estimates of mitigation costs are plausible.

The second concern of Ekins et al.’s (2011) relates to expected mitigation out-
comes in the presence of particular market conditions. It was earlier revealed that
Nauclér and Enkvist’s Marginal Mitigation Cost curve indicates that annual emis-
sions reductions of up to 11 GtCO,-e by 2030 can be obtained at a negative net
cost. This implies that a large proportion of the mitigation measures required by
2030 can more than pay for themselves, even in the absence of a greenhouse gas-
emissions price.’> According to Ekins et al. (2011), this is incompatible with the
existence of an efficient market, since, if markets were working effectively, miti-
gation measures with negative net costs would have already been undertaken.
Because many have not, Ekins et al. argue that either Nauclér and Enkvist’s nega-
tive mitigation costs are illusionary or there are factors obstructing the imple-
mentation of what would ordinarily be viable mitigation activities. Assuming that
Nauclér and Enkvist have accurately estimated project costs, Ekins et al. believe
that the absence of viable mitigation measures must be the upshot of one or more
of the following factors: (i) an insufficiently extensive definition of mitigation
costs; (i1) non-financial barriers to the implementation of mitigation measures; and
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(iii) the asymmetric application of discount rates. I would argue that another rea-
son why some mitigation measures have not been undertaken is that many of them
involve the construction of large-scale infrastructure and human-made capital
with significant public goods characteristics (e.g., waste recycling and renewable-
electricity generation). Consequently, many mitigation projects are unlikely to be
undertaken by the private sector. Thus, without sufficient public-sector investment,
mitigation levels are likely to be considerably less than what Fig. 6.5 predicts.

With regards to the first of these factors, Ekins et al. discover that Nauclér
and Enkvist’s definition of mitigation costs is narrowly confined to pure ‘project’
costs, which simply includes the cost of installing and operating a low-emissions
activity. As a result, Nauclér and Enkvist ignore technology, sectoral, and broader
macroeconomic costs in their overall estimate of mitigation costs.>> Ekins et al.
consequently believe that Nauclér and Enkvist’s Marginal Mitigation Cost curve
fails to represent the full extent of the real-world costs of implementing various
mitigation projects. Furthermore, since many activities with a low pure project
cost have high external costs, Ekins et al. believe that the Marginal Mitigation
Cost curve fails to accurately represent the ascending cost order of individual miti-
gation projects.

As for implementation barriers, Ekins et al. (2011) outline a range of market
imperfections that significantly impede or discourage the uptake of mitigation
measures.”* They include:

e Agency issues or split incentives. This occurs when the spillover savings from
the implementation of mitigation measures are largely enjoyed by external par-
ties (e.g., where the savings benefits from installing solar panels on the roof of
rented properties are enjoyed by tenants rather than landlords).”>> From a miti-
gation perspective, the inability of investors to capture all financial savings
reduces their incentive to invest in low-emissions technologies.

e [nformation failures. This is where investment in low-emissions technologies is
stifled by uncertainty about future energy prices and a lack of knowledge con-
cerning energy-efficiency options and potential savings opportunities.

e Financing hurdles. This situation arises when individual households and busi-
nesses have difficulty accessing financial capital markets. The ability to finance
low-emissions projects is also rendered problematic by the fact that investments
in low-emissions technologies often involve a combination of large upfront
costs and meagre short-term pay-offs.

e [nertia and satisficing behaviour. This is where individual households and busi-
nesses act habitually or according to existing cultural norms. Consequently, they
invariably overlook economically viable low-emissions technologies.

e Path-dependency. As previously mentioned, this occurs when businesses get
locked into emissions-intensive production methods because: (i) many capital
assets are long-lived; (ii) the general characteristics of on-coming physical capi-
tal are closely related to the features of currently and previously utilised capital,
which is often emissions-intensive; and (iii) the use of productive capital often
involves large sunk costs.
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The final impediment to efficient market outcomes raised by Ekins et al. (2011)
concerns the discount rate applied by investors when making decisions regarding
low-emissions technologies. To construct their Marginal Mitigation Cost curve,
Nauclér and Enkvist (2009) apply a 4 per cent discount rate to future benefits and
costs.”® However, for the Marginal Mitigation Cost curve to represent the potential
for annual global emissions reductions in 2030, the 4 per cent discount rate must
be applicable to all investors.>’ At best, this discount rate is an average rate that is
largely pertinent to industrialised nations. It is not particularly relevant to inves-
tors in many low-GDP countries where nominal borrowing costs are much higher
than 4 per cent. Yet Nauclér and Enkvist claim that their Marginal Mitigation Cost
curve represents global mitigation possibilities.

To complicate matters, the 4 per cent discount rate reflects what might be
regarded as a social discount rate, albeit many people would consider a 4 per
cent rate to be well above the desirable social rate (see Chap. 5). Putting aside the
debate about appropriate discount rates, whether individuals choose to invest in
low-emissions technologies depends largely on their private discount rate, not the
social discount rate. Investment decisions also depend on project-related risks and
interest rates on loans, which are likely to be higher than the rate faced by govern-
ments. When all of these factors are taken into account, observed discount rates in
the private sector are likely to be much higher than Nauclér and Enkvist’s assumed
4 per cent discount rate (DeCanio 1993).

All things considered, private-sector decisions regarding investment in low-
emissions technologies are based on the marginal abatement costs faced by indi-
vidual investors which are inadequately represented by a Marginal Mitigation Cost
curve derived from a range of social factors averaged across the global economy.
There is, therefore, little doubt that Nauclér and Enkvist’s Marginal Mitigation
Cost curve cannot be used to predict the level of mitigation expected from the pri-
vate sector with or without a government-generated price signal for greenhouse
gases.

On top of these impediments to efficient market outcomes, Ekins et al. (2011)
reveal many other weaknesses with Nauclér and Enkvist’s (2009) Marginal
Mitigation Cost curve. The most glaring is the fact that the curve only serves
as a snapshot for a single year (e.g., 2030). It therefore provides no information
about what has happened prior to the year in question or what is likely to occur
thereafter. Yet insights into the timing and rate of investments in each mitigation
technology are important because, as already illuminated, past investments in low-
emissions technologies as well as government policies to encourage the uptake
of low-emissions techniques can greatly affect current mitigation potentials and
costs. This, in turn, can have a significant impact on the position and shape of the
Marginal Mitigation Cost curve.

A less obvious weakness of the Marginal Mitigation Cost curve is the manner
in which each mitigation measure is independently assessed in terms of its cost
and abatement potential. In reality, changes caused by the implementation of miti-
gation measures are dynamic in nature. As Ekins et al. (2011) explain, the instal-
lation of one particular mitigation technology alters the abatement potential of all
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other low-emission technologies. For example, a shift to low-emissions electricity
generation dramatically reduces the mitigation potential of all electricity-saving
technologies. Crucially, this dynamism goes completely unrecognised when mit-
igation measures are assessed separately. Thus, by ignoring system interdepend-
encies, Nauclér and Enkvist seriously overestimate abatement potentials. In the
process, they underestimate many of the costs that collectively comprise the real-
world costs of mitigation.

Although Nauclér and Enkvist (2009) can be accused of underestimating many
mitigation-related costs, Ekins et al. (2011) also highlight a number of the poten-
tial co-benefits of mitigation overlooked by Nauclér and Enkvist that would help
reduce net mitigation costs. To recall, the net mitigation costs represented by
the Marginal Mitigation Cost curve includes the spillover savings obtained from
the use of various mitigation techniques (e.g., lower electricity expenses arising
from the use of energy-efficient lighting). However, the net mitigation costs used
to derive the Marginal Mitigation Cost curve do not include many wider ancil-
lary benefits that, if accounted for, would lower net mitigation costs. To support
their point, Ekins et al. (2011) detail a number of mitigation co-benefits ignored
by Nauclér and Enkvist. They include the positive health benefits from lower air-
pollution levels (Pearce et al. 1996; OECD et al. 2000; Syri et al. 2001; Woodcock
et al. 2009); a reduced reliance on fossil-fuel imports and a subsequent increase in
national energy security; and improved indoor air quality in residential buildings
located in low-GDP countries (Jakob 2006).58

Although taking account of these co-benefits would lower net mitigation
costs, it is unlikely they would outweigh the previously-mentioned costs that
Nauclér and Enkvist have overlooked. Altogether, it seems safe to assume that
the Marginal Mitigation Cost curve would underestimate net mitigation costs by a
substantial margin. Having said this, a combination of direct climate change poli-
cies and sustainable development policies of the type outlined in Chap. 3 would
significantly increase the co-benefits generated by mitigation activities, which
would go a long way towards quelling future rises in mitigation costs.

Finally, Ekins et al. (2011) believe that excessive reliance upon a Marginal
Mitigation Cost curve to assess mitigation options can create the false impres-
sion that abatement potential is exclusively about cost-minimisation. According to
Ekins et al., this can lull decision-makers into believing it is sufficient to establish
a greenhouse gas-emissions price—either through a tax or an emissions-trading
system—and that all the abatement potential rendered economically viable at the
new emissions price will be realised. Unfortunately, because of the above-men-
tioned hidden costs, non-financial barriers, and complex interactions between the
various mitigation technologies, government intervention beyond mere emissions
pricing is necessary to achieve emissions targets in the most cost-effective manner.
The need for further government intervention—in particular, government invest-
ment in low-emissions infrastructure—is also required given, as mentioned, a
considerable portion of this infrastructure will have public goods characteristics.
Some of the additional government policies and economic participation required
to supplement an emissions-trading system will be outlined in Chaps. 7 and 10.
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6.4 Future Changes in Marginal Damage Costs
and Marginal Mitigation Costs and Its Implications
for the Social Cost of Carbon

Given the findings of the previous section, we can conclude that climate change
analysts have almost certainly underestimated climate change damage costs and
mitigation costs. As significant as this conclusion might be, we are still left to con-
sider the following policy-related questions:

e Are marginal damage costs and marginal mitigation costs likely to rise or fall
over time and to what extent will the growth rate of real GWP play its part in
their change?

e [If marginal damage costs and marginal mitigation costs are likely to decline at
some point, when might they begin to fall and under what circumstances?

e What effect will the gradual change in marginal damage costs and marginal mit-
igation costs have on the social cost of carbon and the price of greenhouse gas
emissions over time?

Before answering these questions, it is important to understand the distinction
between marginal mitigation costs and average mitigation costs—a distinction
first raised in Chap. 5. Whereas the marginal cost of mitigation refers to the cost of
reducing greenhouse gas emissions by one tonne (the next tonne), the average cost
of mitigation refers to the average cost of reducing greenhouse gas emissions by a
particular quantity of tonnes. That is, average mitigation costs equal total mitiga-
tion costs divided by the total quantity of emissions reductions. Whilst the marginal
cost of mitigation provides some valuable insight into likely mitigation responses—
and is therefore very important from a policy perspective—average mitigation costs
indicate the cost impact across the entire economy of meeting specified mitigation
targets. In view of how crucial it is to reduce average mitigations costs, I will have
something to say about likely changes in this category of costs as well as probable
changes in marginal mitigation costs and marginal damage costs.

6.4.1 Likely Changes in a GWP Growth-as-Usual Context

As alluded to, the future change in marginal damage costs and marginal mitigation
costs is of great policy significance. This is because changes in both categories of
costs can indicate what is likely to happen to the social cost of carbon. The social
cost of carbon is of considerable importance because the price of CO,-equivalent
greenhouse gas emissions, which ought to reflect the social cost of carbon in the
broadest sense,” plays a crucial role in determining the probable level of green-
house gas mitigation. Indeed, if an emissions-trading system is in operation, the
price of greenhouse gas emissions will go a long way towards determining how
cost-effectively we respond to tightening emissions caps.
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Because of the impact of real GWP on costs, it is best to consider the likely
changes in marginal damage costs and marginal mitigation costs from different
macroeconomic contexts. I will therefore outline the probable change in both cat-
egories of costs from a GWP growth-as-usual perspective and a steady-state eco-
nomic perspective. In the process, I will assume our aim is to reduce greenhouse
gas emissions in accordance with the emissions trajectory advocated by Anderson
and Bows (2008) to achieve a 450 ppm stabilisation target.

6.4.1.1 Marginal Damage Costs and Marginal Mitigation
Costs in a GWP Growth-as-Usual Context

In Chap. 4, it was shown that a 450 ppm stabilisation target will be impossible
to achieve if real GWP continues to grow at an estimated rate of 2.3 per cent per
annum. This is because growth of this magnitude would require an unobtainable
53.9-factor increase in the real GWP/emissions ratio by the end of the 21st century.
It was also questioned whether a 2.3 per cent annual growth rate can be sustained
over the present century given that the necessary resource demands would raise the
global footprint/biocapacity ratio to around 3.16 by 2100—something that would
seriously degrade the world’s ecosystems and renewable resource stocks. Without
wanting to downplay these concerns, to consider what might happen to marginal
damage costs and marginal mitigation costs in a GWP growth-as-usual context, it
will, for convenience only, be assumed that an annual growth rate of 2.3 per cent
is possible, at least until 2100. It will also be assumed that the emissions cuts
required to achieve a 450 ppm stabilisation target are technically feasible.

If we begin with marginal damage costs, we can expect this category of costs
to increase well into the foreseeable future. There are many reasons why. To
start with, even if stabilising the atmospheric concentration of greenhouse gases
at 450 ppm of CO»-e restricts the rise in average global temperatures to 2 °C
above pre-industrial levels, a further 1.2 °C increase remains in the pipeline.
Furthermore, for a temperature rise of 2 °C, moderate increases in climate change
damages can still be expected (see Fig. 1.10). Secondly, as previously mentioned,
the severe emissions cuts required to achieve a 450 ppm target will not prevent
the concentration of greenhouse gases from peaking at around 500 ppm of CO»-e.
Because this would temporarily boost average global temperatures, it would fur-
ther increase the damages associated with each additional tonne of greenhouse gas
emissions.

Thirdly, with the global footprint/biocapacity ratio likely to rise to 2 by 2060—
2070 and over 3 by the end of the century, the ecosphere would become increasingly
vulnerable to the detrimental effects of climate change. This would exert additional
upward pressure on the Marginal Damage Cost curve. Fourthly, the increased scar-
city of renewable resource stocks plus a more rapid rate of non-renewable resource
depletion would dramatically inflate natural resource prices. This would increase
adaptation costs and reduce the capacity of future generations to limit the damage
costs associated with present and future greenhouse gas emissions.
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Finally, because growth-as-usual policies are designed to increase the
production and consumption of real output and are less focused on boosting
non-consumption benefits, any real output losses caused by growth-accentuated
climate change damages—which are likely to be significant—would equate very
closely to net welfare losses. This would further increase any upward pressure on
the Marginal Damage Cost curve.

Of course, at the very same time, there would be numerous factors exert-
ing downward pressure on marginal damage costs. These include technological
progress, learning-by-doing, and economies of scale, which would improve the
effectiveness of adaptation measures and lower the cost of adaptation strategies.
Overall, however, the factors increasing marginal damage costs would far out-
weigh the factors reducing marginal damage costs. For this reason, we can expect
the Marginal Damage Cost curve to keep shifting in an upwards direction in a
GWP growth-as-usual context.

As for marginal mitigation costs, a number of factors affecting damage costs
would also exert upward pressure on the Marginal Mitigation Cost curve. These
include: (i) higher natural resource prices that would increase the cost of employ-
ing low-emissions technologies and negate some of the spillover savings and co-
benefits generated by mitigation measures; (ii) the lack of policy emphasis on
boosting non-consumption benefits, which would increase the net welfare cost of
any consumption losses arising from the allocation of resources for mitigation pur-
poses; and (iii) the overshooting of the 450 ppm stabilisation target, which would
further inflate resources prices and increase the costs associated with efforts to
reduce greenhouse gas emissions.

In terms of factors reducing marginal mitigation costs, there would be many.
Once again, technological progress, learning-by-doing, and economies of scale
would improve the effectiveness of low-emissions technologies and lower the cost
of their use. These advances would similarly increase the spillover savings and
co-benefits generated by many mitigation strategies, although, as mentioned, the
inflated natural resource prices induced by a consistently high growth rate would
negate some of these benefits. Technological progress would also increase the flex-
ibility of mitigation technologies, which would facilitate the cost-effective applica-
tion of available mitigation techniques.

Another important cost-reducing factor is government policy. Provided govern-
ments introduce policies to overcome many of the barriers impeding the effective
implementation of mitigation measures, it should be possible to further promote
the cost-effective use of mitigation techniques. If successful, this would exert addi-
tional downward pressure on the Marginal Mitigation Cost curve.

Taking everything into consideration, what is likely to happen to the Marginal
Mitigation Cost curve in a GWP growth-as-usual context? The general consen-
sus amongst climate change analysts is that the Marginal Mitigation Cost curve
will shift downwards regardless of the growth rate of real GWP (see, for exam-
ple, Stern 2007, Box 13.2, p. 343).60 Because of the cost-increasing factors over-
looked by most observers, I do not subscribe to this view. To the contrary, I believe



6.4 Future Changes in Marginal Damage Costs ... 269

the Marginal Mitigation Cost curve will shift upwards for some considerable time
and, at best, eventually stabilise sometime towards the end of the 21st century.

When comparing the two cost curves, I would expect the rise in the Marginal
Damage Cost curve to be greater than the rise in the Marginal Mitigation Cost
curve. The main reason for this is the lasting damage caused by the prolonged
period that greenhouse gases remain in the Earth’s atmosphere. In addition, of
the two cost categories that make up marginal damage costs—namely, the cost of
adaptation and the cost of climate change damages—technological progress can
do little to suppress the latter. What’s more, the suppression of adaptation costs is
unlikely to exceed whatever suppression of costs can be procured on the mitiga-
tion cost side.

6.4.1.2 The Social Cost of Carbon in a GWP Growth-as-Usual Context

Now that we have a better understanding of what is likely to happen to the
Marginal Damage Cost curve and the Marginal Mitigation Cost curve in a GWP
growth-as-usual context, we are well placed to say something about the social cost
of carbon. To assist in this regard, refer to Fig. 6.12. The left-hand diagram shows
the likely shifts of the Marginal Damage Cost (MDC) curve and the Marginal
Mitigation Cost (MMC) curve from time 7y to #3. The duration between each point
in time is assumed to be 30 years, such that fy, 7, f2, and 3 approximate the years
2010, 2040, 2070, and 2100 respectively.

Between f( and 73, the Marginal Damage Cost curve consistently shifts upwards
from MDC(#) to MDC(#3). Conversely, the Marginal Mitigation Cost curve shifts
upwards by a lesser amount and only between 7y and #, (i.e., up from MMC(%y) to
MMC(t,)). By t2, or around 2070, the position of the Marginal Mitigation Cost
curve effectively stabilises. The vertical ‘blue’ lines represent the maximum per-
missible emissions levels at each point in time to ensure eventual stabilisation at
450 ppm of COs-e. The narrowing of the gap between the blue lines represents
the decline over time in required emissions cuts—a reflection of the need for most
emissions cuts to occur in the first half of the 21st century.

The left-hand diagram in Fig. 6.12 reveals two entirely different emissions tra-
jectories. The first trajectory (Eo, E1, Ea, and E3) constitutes the variation over time
in what mainstream economists refer to as an ‘efficient’ emissions outcome. The
efficient emissions trajectory is represented by the changing intersection of the
shifting Marginal Damage Cost and Marginal Mitigation Cost curves.%! The second
trajectory (Eo, E1’, Eo’, and E3’) constitutes the change over time in what ecologi-
cal economists view as an ‘optimal’ emissions outcome—in essence, an outcome
which is both cost-effective and consistent with a ‘safe’ stabilisation pathway.

Apart from one exceptional circumstance, the optimal emissions trajectory is
represented by the changing intersection of the vertical blue lines and the shifting
Marginal Mitigation Cost curves. As we shall see, the exception occurs when an
efficient outcomes lies to the left of the intersection of a vertical blue line and a
time-relevant Marginal Mitigation Cost curve. Crucially, Fig. 6.12 shows that the
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emissions cuts associated with an optimal trajectory are more severe than the cuts
pertaining to an efficient emissions trajectory.

Without government intervention, something approximating the ‘efficient’ and
the ‘optimal’ emissions trajectories cannot be realised. At this point, I will not
discuss the relative merits of the policy mechanisms currently being promoted
to achieve emissions targets. This will be dealt with in some detail in Chap. 7.
Suffice to say, it is my belief that an optimal pathway can only be attained via
the introduction of an effective global emissions-trading system. I will therefore
continue the analysis on the assumption that such a system has been introduced.
Given this assumption, the vertical blue lines in Fig. 6.12 represent the emissions
caps that would be gradually tightened if a global emissions-trading system (ETS)
was operating with the express aim of stabilising the concentration of greenhouse
gases at no more than 450 ppm of CO»-e.

With an emissions-trading system in place, the price of greenhouse gas emis-
sions (P) would be determined by the price of tradeable emissions permits that
would initially be auctioned off in a government-created permit market (Note:
the key features of an emissions-trading system will be outlined in Chap. 7). Like
all things traded in a market, permit prices would be determined by interacting
demand and supply forces. The supply of emissions permits would be set by a
designated authority and would be reduced over time to comply with the need to
lower emissions caps. The changing supply of emissions permits is represented in
the left-hand diagram in Fig. 6.12 by the shifting vertical ETS lines. The demand
for permits would predominately emanate from greenhouse gas-emitting firms,
although some residual demand would be registered by individuals and other
organisations with a strong desire to possess permits. In view of the dominant
influence of greenhouse gas-emitting firms, the changing demand for permits is
represented in Fig. 6.12 by the shifting Marginal Mitigation Cost curves. Overall,
the price of greenhouse gas emissions would mildly fluctuate around an equilib-
rium position located at the intersection of a vertical ETS line and a time-relevant
Marginal Mitigation Cost curve.

Why, it might be asked, does the Marginal Mitigation Cost curve constitute a
demand curve for emissions permits? In the first instance, it is safe to assume that
a greenhouse gas-emitting firm will purchase emissions permits if the price of a
permit is less than the cost incurred by the firm to reduce greenhouse gas emissions
(i.e., if the cost of emitting an additional tonne of greenhouse gases is less than the
cost of avoiding the emission of the same tonne of greenhouse gases). Secondly,
it is also safe to assume that once the price of permits is greater than a firm’s mar-
ginal mitigation costs, it is preferable for the firm to exit the permit market and
incur the cost to reduce its greenhouse gas emissions. It is because of this that the
Marginal Mitigation Cost curve is likely to provide a reasonable indication of the
total number of permits demanded by all greenhouse gas-emitting firms at different
permit prices. In other words, the Marginal Mitigation Cost curve is likely to serve
as a good approximation of the demand curve for emissions permits.

It is also worth explaining at this point why, in the minds of ecological econo-
mists, the changing intersections of the vertical ETS lines and shifting Marginal
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Mitigation Cost curves constitute an optimal emissions trajectory. It is optimal
firstly because it is an emissions trajectory consistent with a 450 ppm stabilisation
pathway. Hence, it is both ‘safe’ and ecologically sustainable. Secondly, with the
price of greenhouse gases mildly fluctuating around the marginal cost of mitiga-
tion, it is likely that most of the required emissions reductions will be conducted
by firms with the lowest mitigation costs. This means that the emissions levels
consistent with the 450 ppm target will be generated in the most cost-effective
manner. Unlike mainstream economists, ecological economists would not consider
the efficient emissions trajectory depicted in Fig. 6.12 as optimal for the simple
reason that it involves unsafe emissions levels—a further demonstration that effi-
ciency need not be consistent with ecological sustainability.

There is one final aspect of the optimal emissions trajectory worthy of note.
At 11, t, and 3, the optimal emissions levels of Ei’, Eo’, and E3’ exist where mar-
ginal mitigation costs exceed marginal damage costs. Although this imbalance
would indicate the presence of some sacrificed efficiency, the associated welfare
loss is best construed as the cost that must be incurred to ensure the atmospheric
concentration of greenhouse gases is stabilised at no more than 450 ppm of CO»-
e. In other words, the imbalance would represent the burden that the next two or
three generations would shoulder to ensure the primacy of ecological sustainabil-
ity.92 Whilst it is true that attaining the mainstream ‘efficient’ emissions trajec-
tory would overcome these immediate welfare losses, it would leave in its wake
a dangerous atmospheric concentration of greenhouse gases and therefore risk the
welfare of future generations. In saying this, by employing an emissions-trading
system to cost-effectively achieve the required emissions cuts, the welfare losses
pertaining to an optimal emissions trajectory would be kept to a minimum.%3

If we turn our attention to the right-hand diagram in Fig. 6.12, we can see that
the price of greenhouse gas emissions in a growth-as-usual setting would, with
an emissions-trading system in place, rise over the course of the 21st century.
Whether the price path of greenhouse gas emissions—which constitutes the trend
change in the social cost of carbon—would resemble the price path depicted in
Fig. 6.12 depends largely on future movements of the Marginal Mitigation Cost
curve.% Should this curve continue to shift upwards over time, as we would
expect if the cost-increasing effect of higher resource prices is sufficient to more
than offset the cost-reducing impact of technological progress, the social cost of
carbon would almost certainly rise steeply over time.

6.4.1.3 Average Mitigation Costs in a GWP Growth-as-Usual Context

Before examining likely future events in a steady-state context, it is important
to say something about average mitigation costs in a GWP growth-as-usual set-
ting. To recall, average mitigation costs constitute the average cost of reducing
greenhouse gas emissions by a particular quantity. Average mitigation costs are
important because they indicate the cost impact across the economy of meet-
ing mitigation targets. We have already seen that the Marginal Mitigation Cost
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curve in a GWP growth-as-usual setting will rise over time and possibly sta-
bilise towards the end of the 21st century. The same is also likely to happen to
the Average Mitigation Cost curve. This means that average mitigation costs are
unlikely to decline in a GWP growth-as-usual setting as many people envisage.
Indeed, along with the magnitude of the values themselves, I would seriously call
into question Anderson’s (2006) estimated decline in average mitigation costs
from $61 per tonne of CO; in 2015 to $22 per tonne of CO, by 2050. In all, T
believe the cost impact across the global economy of making the transition to a
450 ppm stabilisation target would continue to rise in a GWP growth-as-usual set-
ting, thus rendering any attempt to resolve the climate change crisis in such a con-
text very costly as well as highly problematic (see Chap. 4).

6.4.2 Likely Changes in a Steady-State Economic Context

6.4.2.1 Marginal Damage Costs and Marginal Mitigation Costs
in a Steady-State Economic Context

Unlike growth-as-usual, it was shown in Chap. 4 that a 450 ppm stabilisation tar-
get is feasible if the world’s nations make the collective transition to a steady-state
global economy. It was also shown that increases in real GWP in a steady-state
setting can be ecologically sustainable provided there is sufficient efficiency-
increasing technological progress. Indeed, with realistic rates of technological pro-
gress, it was shown that the global footprint/biocapacity ratio would fall to around
0.9 by 2054 and 0.76 by 2100 even as real GWP more or less doubles between
2010 and the end of the 21st century (see Table 4.1).

Despite what would clearly constitute a transition to ecological sustainabil-
ity, we would again expect the Marginal Damage Cost curve to continue shifting
upwards in a steady-state economic setting. One of the main reasons for this is
that a further 1.2 °C increase in average global temperatures will transpire regard-
less of the growth rate of real GWP. In addition, temporary temperature rises will
occur due to the overshooting of the 450 ppm stabilisation target. Hence, even in
a steady-state context, some moderate rises in climate change damages are inevi-
table. On the positive side, with the global footprint/biocapacity ratio declining to
a sustainable level by the middle of the century, damages would not be amplified
by an ecosphere rendered more vulnerable to climate change, as would occur in a
growth-as-usual setting. In fact, with the global footprint/biocapacity ratio falling
to 0.76 by 2100, it is possible that the ecosphere would become more resilient to
exogenous shocks. If so, this would relieve some of the upward pressure on the
Marginal Damage Cost curve.

As for adaptation costs, they are likely to increase for some time before fall-
ing. The increase would initially occur because natural resource prices will almost
certainly keep rising for the next fifty years. For example, with the global eco-
logical footprint likely to exceed global biocapacity until around 2044, the cost of
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renewable resources will almost certainly rise until the middle of the century. On
top of this, non-renewable resource prices are likely to increase at an even faster
rate and for longer given that: (i) many non-renewable resources will be in short
supply within the next fifty years; and (ii) the non-renewable resource require-
ments of the global economy will remain high until 2060-2070 (see Table 4.2).
Finally, even in a steady-state setting, the ability to maintain the energy inputs
required to fuel the global economy will depend heavily on an expanded supply of
nuclear energy until 2060. This will undoubtedly be very costly.

Although the concomitant rise in adaptation costs would restrict our capacity to
reduce the damage costs associated with present and future greenhouse gas emis-
sions, the impact would not be as severe in a steady-state setting and may recede
altogether during the latter half of the 21st century, particularly as renewable
resource prices stabilise and nuclear and non-renewable energy demands plummet.
If we also take into account the many factors that would lower the cost of adapta-
tion measures, such as technological progress, learning-by-doing, and economies
of scale, we would expect the upward shift of the Marginal Damage Cost curve in
a steady-state economic context to decelerate over time.

Moving to the marginal cost of mitigation, many of the factors that would exert
upward pressure on the Marginal Mitigation Cost curve in a GWP growth-as-usual
setting would do likewise in a steady-state context. This particularly applies to the
rise in natural resource prices, although the eventual stabilisation of renewable
resource prices would dramatically reduce cost-increasing pressures and allow for
greater realisation of the spillover savings and co-benefits generated by mitigation
measures. Also helping to lower marginal mitigation costs in a steady-state context
would be the increasing policy emphasis on non-consumption benefits, since this
would significantly reduce the net welfare cost of any consumption losses emanat-
ing from the allocation of resources for mitigation purposes. Lastly, it is not unrea-
sonable to assume that all the remaining factors that are likely to reduce marginal
mitigation costs in a GWP growth-as-usual context would also exert downward
pressure on the Marginal Mitigation Cost curve in a steady-state setting.

All things considered, whilst most of the factors that would increase marginal
mitigation costs would have their greatest impact during the first half of the 21st
century, many cost-reducing factors would be felt beyond 2050. For this reason,
I believe the Marginal Mitigation Cost curve would shift upwards over the next
30 years or so and then start shifting downwards. It is worth making the point that
this conclusion vastly contradicts the more optimistically held belief that, with rea-
sonable climate change policies in place, the Marginal Mitigation Cost curve is
likely to begin shifting downwards almost immediately.

6.4.2.2 The Social Cost of Carbon in a Steady-State Economic Context

Figure 6.13 reveals the probable change in the social cost of carbon in a steady-
state economic setting. Once again, the left-hand diagram illustrates the likely
shifts of the Marginal Damage Cost (MDC) curve and the Marginal Mitigation
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Cost (MMC) curve from time 7o to #3. It shows: (i) the Marginal Damage Cost
curve shifting upwards at a decelerating rate between #y and 73 (i.e., up from
MDC(#y) to MDC(#3)); and (ii) the Marginal Mitigation Cost curve shifting
upwards between 7y to 71 (i.e., up from MMC(#y) to MMC(#1)), and then down-
wards from ¢ to 73 (i.e., down from MMC(¢1) to MMC(13)).

Not unlike Fig. 6.12, the left-hand diagram in Fig. 6.13 includes vertical ETS
lines to represent the reduction in capped emissions should a global emissions-
trading system be installed to stabilise the concentration of greenhouse gases at
more than 450 ppm of CO;-e. The left-hand diagram also depicts an ‘efficient’ and
an ‘optimal’ emissions trajectory.

Because the price of greenhouse gas emissions (P) would be determined by the
price of emissions permits, it would again fluctuate around an equilibrium position
located at the intersection of a vertical ETS line and a time-relevant Marginal

Mitigation Cost curve. The one exception to this is the situation at time #3. This
is where the efficient outcome lies to the left of the above-mentioned intersection
point. In these circumstances, the efficient outcome constitutes the ‘true’ optimum
in the sense that E3 is both a ‘safe’ and ‘cost-effective’ emissions level. It is also
an outcome which is likely to prevail in the presence of an emissions-trading sys-
tem because individuals and environmental groups would have an incentive to
reduce greenhouse gas emissions below the maximum permissible level of Ej3’,
which they could achieve by purchasing emissions permits and not using them. As
will be explained in Chap. 7, individual citizens and environmental groups would
have an incentive to reduce emissions to E3 because, between E3 and Ej3’, the
price of emissions permits would be less than prevailing marginal damage costs.®
Consequently, the total cost of buying and not using the necessary number of per-
mits to reduce emissions from E3’ to E3 would be less than the present value cost
of the damages that the avoided emissions would otherwise inflict. Hence, by fur-
ther reducing emissions to Eg, it is possible for society to enjoy a net welfare gain.

May I say, anyone interested in purchasing some permits would not know the
prevailing marginal damage costs with precision simply because it is impossible
to forecast the future impact of climate change. Thus, apart from the strong likeli-
hood that the Marginal Damage Cost curve at 3 would be positioned elsewhere to
that shown in Fig. 6.13, its actual position would be unknowable. Although this
would alter the eventual outcome at 73, it is impossible for greenhouse gas emis-
sions to exceed a safe level because emissions are capped at E3’. However, assum-
ing that the true Marginal Damage Cost curve is situated near MDC(#3), we could
expect the emissions level to be somewhere near the true optimum of E3’ and for
the greenhouse gas price to be very close to P3.

The probable price path of greenhouse gas emissions in a steady-state eco-
nomic context is revealed in the right-hand diagram of Fig. 6.13. Even allow-
ing for doubts over the exact price at 73, it shows that the social cost of carbon
is likely to rise at a diminishing rate over most of the present century and begin
declining during its latter stages. As for the timing of any directional change in
the social cost of carbon, it would depend on the deceleration rate of the shifting
Marginal Damage Cost curve and the point at which the Marginal Mitigation Cost
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curve begins to shift downwards. It would also depend on how accurately mar-
ginal damage cost can be estimated and how easily and effectively individuals and
organisations can reduce greenhouse gas emissions below capped levels via permit
acquisitions. As we shall see in Chap. 7, the latter will depend very much on the
design features of a fully operational emissions-trading system.

6.4.2.3 Average Mitigation Costs in a Steady-State Economic Context

With the Marginal Mitigation Cost curve likely to rise until around 2050 and
shift downwards thereafter, we can expect the Average Mitigation Cost curve to
do something similar. As a result, average mitigation costs will probably increase
until the middle of the century before eventually declining. This suggests that the
overall cost across the economy of meeting stringent mitigation targets will rise in
the short-term. This does not mean that making deep initial cuts to greenhouse gas
emissions would be undesirable. Nor does it mean that the economic welfare of
humanity must be sacrificed in the process of moving to a steady-state economy to
achieve a 450 ppm stabilisation target. Nevertheless, it will almost certainly mean
that average mitigation costs will be higher than the levels estimated by most cli-
mate change analysts, including the average mitigation cost values predicted by
Anderson (2006).6°

It would be wrong, however, to blame the higher average mitigation costs on
an emissions-trading system designed to ensure a safe atmospheric concentration
of greenhouse gases. Should average mitigation costs be higher in the future, it
will essentially be the result of insufficient action so far taken to combat escalating
greenhouse gas emissions plus humankind’s failure to prevent the global economy
growing beyond its maximum sustainable scale.

6.5 The Shortcomings of Benefit-Cost Analysis

It should now be evident that ecological economists and mainstream economists
not only differ in terms of what constitutes an optimal emissions trajectory, but
also in terms of how the optimum should be ascertained and achieved. For eco-
logical economists, an optimal emissions trajectory is one where the atmospheric
concentration of greenhouse gases is stabilised at a safe level and where the neces-
sary reductions in greenhouse gas emissions are achieved in the most cost-effec-
tive manner. As explained, ecological economists believe that a trajectory of this
nature is best achieved by introducing an emissions-trading system that entails: (i)
the sale of transferable emissions permits (emissions rights); (ii) the tightening of
emissions caps to stabilise the concentration of greenhouse gases at no more than
450 ppm of CO»-e; and (iii) a heavy reliance on permit prices to facilitate the cost-
effective reduction in greenhouse gas emissions.
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In direct contrast, mainstream economists believe it is the most efficient emis-
sions pathway that constitutes the optimal trajectory. They also believe that an
efficient pathway should be ascertained by deploying a benefit-cost analysis to
determine the emissions levels where marginal damage costs equal marginal
mitigation costs, or equivalently, where the present value of total emissions costs
are minimised (see Fig. 5.2). Upon estimating the efficient emissions pathway,
mainstream economists believe that an appropriate policy instrument should be
introduced and fine-tuned over time to hit the relevant emissions targets. Thus,
unlike the ecological economic approach of guaranteeing a safe concentration of
greenhouse gases and then permitting a market-based adjustment to the optimum
(which may lead to emissions cuts beyond the levels necessary to ensure a safe
outcome), the mainstream economic approach involves pre-determining the opti-
mal pathway and trying to meet emissions targets with the use of a policy instru-
ment. Invariably the policy instrument recommended by mainstream economists to
achieve the targets is an emissions tax.

Ecological economists have three fundamental objections to the mainstream
use of a benefit-cost analysis. Firstly, they highlight that the efficient emissions
trajectory determined by a benefit-cost analysis need not be optimal. As previously
shown, this is because an efficient trajectory does not always coincide with a safe
concentration of greenhouse gases. Secondly, as mentioned a number of times,
the marginal damage costs and marginal mitigation costs which must be equated
to ascertain an efficient emissions trajectory cannot be estimated with any degree
of precision. Thirdly, climate change-related costs depend on future emissions
levels as well as past and current emissions. Consequently, a benefit-cost analy-
sis involves determining an efficient emissions pathway by using cost values that
depend on prior assumptions about future emissions levels. The problem with this
is that it leaves analysts with the absurd task of assuming what the future emis-
sions pathway will be prior to conducting an exercise to establish what the future
emissions pathway should be!

Given these three objections, I would like to conclude this chapter by explain-
ing why, once and for all, a benefit-cost analysis should not be used to determine
the most desirable emissions trajectory. To do this, I will briefly focus on the sec-
ond objection above before returning to the first. Starting with the second concern,
many observers have shown that the validity of employing a benefit-cost analysis
as a decision-support tool is severely compromised if the problem at hand is com-
plicated by human ignorance rather than risk and uncertainty (e.g., Howarth 2003;
McGuire 2006; Spash 2007; Dietz et al. 2007a). Assuming this is so, as I believe
it is, this raises the question as to whether our understanding of the climate change
issue is confined to risk and uncertainty, or whether it is plagued by our inability
to comprehend all climate change-relevant factors and their respective influences
(ignorance).

To answer this question properly, we first need to consider what each of these
terms mean. Risk is something we face when we know all the possible outcomes
of an event as well as the probability of each outcome occurring. For example, risk
would be something we would confront if we knew with certainty that: (i) X, Y,


http://dx.doi.org/10.1007/978-94-017-7502-1_5

6.5 The Shortcomings of Benefit-Cost Analysis 279

and Z are the only possible outcomes of a particular event; and (ii) that the prob-
ability of each outcome occurring is 60, 30, and 10 % respectively.

Uncertainty is something we face when we know all the possible outcomes but
do not know the probability of each outcome occurring. Thus, we might know
that X, Y, and Z are the only possible outcomes of a particular event, but have no
knowledge of their respective probabilities. In some cases, it is possible for learn-
ing and the application of the scientific method to reveal the respective probabilities
of the known possible outcomes. When this occurs, uncertainty is reduced to risk.

Ignorance prevails when all the possible outcomes of an event are unknown. By
inference, this means that the probability distribution is also unknown. It is some-
times possible for learning and the application of the scientific method to reduce
ignorance to uncertainty or, if a major breakthrough is made, to reduce ignorance
to risk. I say “sometimes” because many forms of ignorance are irreducible. These
include instances where the possible outcomes of an event remain unknowable due
to the complex nature of the attendant circumstances and/or because there is always
the potential for surprising and unpredictable outcomes to emerge (novelty).

If one considers all climate change-related factors and their potential cost
implications, it is beyond dispute that humankind is operating in a state of igno-
rance. For example, no precise estimate has yet been made of the impact on
average global temperatures of a given rise in the atmospheric concentration of
greenhouse gases. As things stand, estimates of likely temperature changes are
always presented in the form of a range of probable temperature increases (see, for
example, IPCC 2007a, Table TS.5, p. 66). Moreover, the temperature ranges are
always reported on the understanding that there is an indeterminable probability
that more/less extreme temperature rises are possible.®” Climatologists have also
conceded that a precise estimate of rising global temperatures will never be forth-
coming—an exemplary instance of irreducible ignorance.®

There are also other cost-related factors that cannot be predicted with cer-
tainty, even though it is possible to say something about the direction and speed
in which some of them might move in the future. These include: (i) the extent of
the damages inflicted on the natural and built environment by a given temperature
increase; (ii) rates of technological progress; (iii) adaptation potentials; (iv) miti-
gation co-benefits and spillover savings; (v) the flexibility of mitigation technolo-
gies within and across different sectors of the economy; (vi) future growth rates of
real GDP/GWP; (vii) government policies; and (viii) variations in natural resource
prices caused by changes in natural resource scarcity. In sum, there is no way
that a climate change modeller or policy-maker can possess the cost information
required to know what constitutes an ‘efficient’ emissions trajectory.

Finally, let’s assume that it is possible to obtain reasonably accurate estimates
of climate change-related costs. Let’s also assume that the cost information can
be presented in the form depicted in Fig. 6.14. Not unlike Figs. 6.8 and 6.11, the
horizontal axis represents the prevailing concentration of greenhouse gases in the
Earth’s atmosphere. Of the three curves appearing in Fig. 6.14, the Total Damage
Cost (TDC) curve represents the damage costs pertaining to different atmospheric
concentrations of greenhouse gases plus all the adaptation costs incurred to limit
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Fig. 6.14 Benefit-cost analysis and the difference between an ecological economic optimum and
a mainstream economic optimum

climate change damages. The second major curve—the Total Greenhouse Gas
Stock-Reducing Cost (TGSRC) curve—represents the total costs associated with
stabilising the concentration of greenhouse gases somewhere between 300 and
800 ppm of CO»-e. Lastly, the Total Climate Change Cost (TCCC) curve repre-
sents the sum total of all climate change-related costs.

The position and shape of the Total Climate Change Cost curve reflects a num-
ber of factors, one of which is assumed for explanatory purposes. Firstly, given that
the prevailing atmospheric concentration of greenhouse gases is already around
440 ppm of CO;-e, both ends of the Total Climate Change Cost curve correspond
to concentration levels that are unlikely to be reached until some point in the dis-
tant future. For example, a concentration level of 300-350 ppm of CO,-e would
only follow decades of significant emissions cuts. Similarly, a high concentration
level of 750-800 ppm of CO»-e would require decades of elevated greenhouse gas
emissions. Hence, the kinks at both ends of the curve reflect probable cost sav-
ings from learning-by-doing, scale economies, and rising mitigation co-benefits.
Secondly, it is assumed that the atmospheric concentration of greenhouse gases
will increase to 500 ppm of COj-e regardless of where it eventually stabilises.
This means that stabilisation at a concentration level below 500 ppm must involve
some overshooting. On the other hand, stabilisation at somewhere above 500 ppm
would more than likely involve a gradual slowing of the rise in the concentration
level prior to its eventual cessation. If so, no overshooting would be involved.
Based on these assumptions, the section of the Total Climate Change Cost curve
corresponding to concentration levels below 500 ppm of CO»-e is slightly higher
than the section where overshooting is avoided (i.e., above 500 ppm).
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Given the hypothetical circumstances depicted in Fig. 6.14, what would con-
stitute the mainstream economist’s recommended stabilisation level (i.e., the
mainstream economic optimum)? It would constitute the level where total climate
change costs are minimised. In other words, it would amount to an atmospheric
concentration level of 550 ppm of CO;-e despite the fact that it exceeds what is
broadly considered to be safe—namely, 450 ppm of CO;-e.

Some people would question how an unsafe stabilisation level could be ‘cost-
minimising’ if it has the potential to generate a catastrophic and therefore very
costly outcome. The reason why it can is because the various costs used in a ben-
efit-cost analysis are based on present value estimates. This makes it possible for
bourgeoning future costs to be discounted to such an extent as to make the main-
stream economists’ ‘unsafe’ recommendation appear optimal.

What, on the other hand, would be the ecological economist’s recommended
stabilisation level? Since ecological economists would rule out all stabilisation tar-
gets above the ‘safe’ level, the ecological economic optimum would occur where
total climate change costs are at their lowest between 300 and 450 ppm of CO»-e.
As per Fig. 6.14, this would constitute an atmospheric concentration of 400 ppm
of COz-e.

Having said this, ecological economists would never bother to undertake a
benefit-cost analysis because they appreciate the fact that climate change-related
costs cannot be accurately estimated. What they would do is follow expert clima-
tological advice and recommend the introduction of an emissions-trading system
as a means of reducing emissions to the levels required to stabilise greenhouse
gases at nor more than 450 ppm of CO;-e. Should firms, organisations, and indi-
vidual citizens have reasonable knowledge of their own mitigation and adaptation
costs as well as the possible impact of future climate change damages, ecological
economists would argue that the buying and selling of emissions permits—and the
greenhouse gas price subsequently generated—would facilitate an adjustment to
a stabilisation level somewhere near 400 ppm of CO;-e, should this be the true
optimum. In my opinion, no clearer distinction between the ecological economic
and mainstream economic approaches to the climate change crisis can be better
demonstrated than this.

Notes

1. To recall from Chap. 1, average global surface temperatures are expected to
rise by a further 1 °C as a consequence of the greenhouse gases already emit-
ted (IPCC 2007b).

2. By human-induced increase in the atmospheric concentration of greenhouse
gases, I’m also including any rise in the concentration of greenhouse gases
caused by natural positive feedback processes triggered by human-related
actions.
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10.

11.

12.

13.

14.

15.

16.

17.
18.

19.
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. For a more comprehensive list of likely climate change damages, see

Table 1.4 and Fig. 1.10, and Stern (2007, 2009).
For a more comprehensive description of potential adaptation measures and
costs, see Stern (2007, 2009).

. Preferably it would be a pathway that, as much as possible, avoids the over-

shooting of the 450 ppm target.

. The high rate of geosequestration assumed in the sustainable emissions sce-

nario in Chap. 4 is due more to the dramatic decline in the rate of fossil fuel
use than any massive increase in geosequestration potential.

. Path-dependency very often leads to technological lock-in—a tendency of

economic systems to become locked into human-made capital and technolo-
gies that are often sub-optimal (Waddington 1977; Silverberg 1988; Dosi and
Metcalfe 1991).

See Stern (2007, Table 6.1, p. 165) for an illustration of how IAMs typically
model human-induced climate change from greenhouse gas emissions right
through to the final impacts on human well-being.

As also noted in Chap. 5, these losses can be expressed in terms of a social
cost of carbon, which represents the net present value of the extended impact
of climate change caused by the emission of one additional tonne of carbon
into the atmosphere today.

At the global level, total damage costs are represented in terms of lost Gross
World Product (GWP).

By making a subtraction for adaptation measures, the adjusted measures of
real GDP generated by some IAMs come much closer to a Hicksian measure
of national income. Unfortunately, the adjusted measures of real GDP almost
always fall short of the Hicksian benchmark (see Eq. 3.5 in Chap. 3).

The difference in impacts between rich and poor countries reflects their differ-
ent adaptive capacities rather than any difference in the valuation of impacts
of climate change.

This includes natural resources that are humanly cultivated and managed.

The strong likelihood of this is reflected in the shape of the Adaptation Cost
(AC) curves presented in Fig. 6.1.

The key assumptions typically embodied in top-down models are outlined and
discussed in Stern (2007, Chap. 10).

In Fig. 6.4, the real GWP in 2050 would represent the projected mitigation
cost for 2050.

For more on the technical efficiency of production, see Chap. 4.

This is particularly so if deeper emissions cuts reduce the detrimental impact
on natural capital and thus keep resource costs down.

The Marginal Mitigation Cost curve is upward sloping in Fig. 6.5 rather than
downward sloping as in Fig. 6.3 because the horizontal axis in the latter figure
represents the emissions being generated. Consequently, in Fig. 6.3, a reduction
in emissions involves a movement to the left along the horizontal axis. Because
the horizontal axis in Fig. 6.5 represents emissions reductions, an increase in
abatement levels involves a movement to the right along the horizontal axis. It
therefore results in an inversion of the Marginal Mitigation Cost curve.
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It is appropriate to rank mitigation techniques from the cheapest to the most
expensive because the cheapest technique is likely to be the first employed
and the most expensive the last employed.

The €10 net cost is the global average. It is likely to be higher in some coun-
tries and lower in others.

This assumes that mitigation techniques are being deployed from the cheapest
technique to the dearest.

Cutting emissions by 2030 to these magnitudes does not guarantee stabilisa-
tion at the respective target levels. It would merely put us on the pathway to
achieving the stabilisation targets. A further reduction in annual emissions
cuts beyond 2030 would still be required.

To estimate the total mitigation cost of moving towards stabilisation targets of
500 ppm and 450 ppm of CO;-e, it is necessary to aggregate the marginal cost
values between 0 and 31 GtCO; and 0 and 42 GtCO, respectively.

The 40 GtCO;-e of emissions cuts relative to business-as-usual emissions
that are needed by 2030 to move to a 450 ppm stabilisation target is calcu-
lated on the basis that business-as-usual emissions are expected to be around
70 GtCO;z-e in 2030 (see Fig. 6.9) and that a 450 ppm stabilisation pathway
requires emissions in 2030 to be 30 GtCO;-¢ (see Table 4.1).

A more recent estimate of net mitigation costs by Beinhocker et al. (2008)
suggests that the total mitigation costs associated with moving to the same
stabilisation trajectory by 2030 is around US$1000 billion.

In another bottom-up approach undertaken by Anderson (2006), mitigation
costs were initially estimated in terms of an average cost of mitigation (i.e.,
dollars per tonne of CO; reduced). To calculate total mitigation costs, the
average cost was multiplied by a level of CO, abatement consistent with a
stabilisation trajectory of 550 ppm of COj-e. As a means of demonstration,
Anderson estimated the cost of reducing CO; emissions to 18 Gigatonnes per
year by 2050 at US$930 billion. This figure, which helped inform the Stern
Review, was the product of an average mitigation cost of US$22 per tonne of
CO; and a projected emissions abatement level of 42.6 Gigatonnes (note: (i)
the 42.6 Gigatonnes of emissions abatement was assumed to be the difference
between the 18 Gigatonne emissions target for 2050 and an expected 60.6
Gigatonnes of emissions under a business-as-usual scenario; and (ii) the esti-
mated mitigation cost of US$930 billion is approximately equal to 42.6 billion
tonnes of abatement x US$22/tonne). Upon adding additional costs that are
likely to be incurred to reduce other greenhouse gases, Stern (2007) estimated
total mitigation costs at around 1 per cent of the projected GWP for 2050.

The extent of the detrimental impact would largely increase in line with the
rise in average global temperatures.

These claims were first revealed in Daly (2000).

In addition, the units for output of the primary and secondary/tertiary sectors,
as represented in Fig. 6.6, are not commensurate in terms of the matter-energy
embodied within them. For example, one unit of primary-sector output could
denote one tonne of cotton, whereas one unit of secondary sector output could
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denote one cotton shirt. Clearly, in this case, there would be more matter-
energy embodied in the one tonne of cotton than in the single shirt. Moreover,
the one unit of primary-sector output would be capable of providing the
resource inputs needed to produce many shirts and other cotton garments.

In all, because of the Entropy Law, the matter-energy embodied in the final
output of the primary sector must be less than the matter-energy embod-
ied in the natural resources utilised in the sector (Georgescu-Roegen 1971;
1978-79).

The reason why the addition of more labour and human-made capital cannot,
without augmenting the efficiency of production, increase primary-sector out-
put is because the marginal product of both labour and human-made capital
is effectively zero. This is due to the complementary relationship between
natural resources and human-made factors of production, which means that
an increase in primary-sector output requires the application of more natural
resources as well as more labour and/or human-made capital.

Examples given by Dietz et al. include a temperature-induced weakening of
the ecosphere’s carbon absorption capacity (Friedlingstein et al. 2006) and an
increase in the natural methane released from wetlands and thawing perma-
frost (Gedney et al. 2004).

I say “more than likely be operating beyond its optimal scale” given that
the economy of every rich country so far subjected to a Genuine Progress
Indicator (GPI) study appears to be operating beyond its optimal scale.

To recall, ‘uneconomic’ growth occurs when the additional benefits of growth
are outweighed by the additional costs. It occurs when economies grow
beyond their optimal scale.

As explained in Chap. 2, aggregate welfare can be increased by redistributing
income from the rich, whom have a low marginal utility of consumption, to
the poor, whom have a high marginal utility of consumption.

A 2.3 per cent annual average growth rate of real GWP until 2100 has been
forecast by the IPCC (IPCC 2000, Table 2-3).

In Chap. 4, the question was raised as to whether it would be pos-
sible to achieve the expected growth rate of GWP if the ecological
footprint/biocapacity ratio rises to 3.16. The question was raised because a
footprint/biocapacity ratio of this magnitude would seriously impact on natu-
ral capital stocks and therefore greatly reduce the natural resources required to
produce the predicted output levels.

Assuming growth remains the over-riding global policy objective, there are
three compelling reasons as to why the ecosphere will become ever-more
vulnerable to climate change towards the end of the 21st century. Firstly, by
around 2070, the ecological footprint/biocapacity ratio will exceed a danger-
ous threshold value of 2.0 (see Table 4.3). Secondly, the human appropria-
tion of the terrestrial products of photosynthesis will be around 80 per cent.
Finally, it is highly probable that all nine ‘planetary boundaries’ identified by
Rockstrom et al. (2009) will have been exceeded (Note: three of these bound-
aries have already been transgressed and four are fast being approached).
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The sustainable scenario simulated in Chap. 4 showed that the ecologi-
cal footprint/biocapacity ratio could fall to as little as 0.76 by 2100 (see
Table 4.3).

There would, of course, be factors at play exerting downward pressure on
total damage costs. Since total damage costs includes the cost of adaptation,
any technological advances, learning-by-doing, and/or economies of scale that
lower adaptation costs would restrict the upward shift of the Total Damage
Cost curve.

This is based on the radiative forcing of the following six Kyoto Protocol
gases: carbon dioxide (COj), methane (CHy), nitrous oxide (N;O), hydro-
fluorocarbons (HFCs), perfluorocarbons (PFCs), and sulphur hexafluoride
(SF¢). See Chap. 1 on what constitutes COj-equivalent gases and how the
total concentration of CO;-e gases is estimated.

In effect, AG =E — A.

The 70 GtCO»-e of annual emissions in 2030 under a growth-as-usual sce-
nario (without mitigation) equals 30 GtCO;-e of annual emissions in 2030
(Anderson and Bows (2008) trajectory) plus the 40 GtCO»-e of emissions cuts
required by 2030 to meet the 450 ppm stabilisation pathway. The 29 GtCO»-e
of required emissions cuts under the steady-state scenario is based on identi-
cal changes in the GHG/R and R/GWP ratios as the growth-as-usual scenario
(see Eq. (6.1)). It is therefore calculated on the basis that the difference in
emissions reflects the relative difference between 2010 and 2030 in the esti-
mated increase in real GWP under the two scenarios. Thus:

Abatementssg(2030) = [[(GWPssE@030) — GWP2010)) / (GWPGau030) — GWP2010))

x (GHGGau030) — GHG(2010))| + GHGusoppm2030)] — GHG (2010
Abatementssgo30) = [[($72,874 — $60,988)/($96, 107 — $60, 988)

x (70 Gt — 53 Gt)] + 53 Gt] — 30 Gt
Abatementssg2030) = 6 Gt 4 53 Gt—30 Gt = 29 GtCO;-e

This is reflected by the growing gap between the ‘no-mitigation’” and ‘mitiga-
tion” emissions pathways in Fig. 6.9.

The price gap would also include any indirect savings associated with the use
of low-emissions and high-emissions technologies.

Once again, it should be remembered that the ratio of humanity’s ecological
footprint to global biocapacity is expected to be around 3.16 by 2100 if real
GWP increases at an average rate of 2.3 per cent per annum (see Table 4.3).
Even if this is feasible, it would involve significant diminutions of natural
capital and much higher natural resource prices.

As we shall soon see, technological progress, economies of scale, and learn-
ing-by-doing can decelerate this increase in cost.

This assumes that the least-cost mitigation methods are being used.

I believe that many of Ekins et al.’s (2011) criticisms apply equally to top-
down estimates of mitigation costs.
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To reinforce their point, Ekins et al. (2011) provide a simple sensitivity analy-
sis that shows that a shift to hybrid (low-emissions) vehicles is extremely sen-
sitive to changes in vehicle investment cost, fuel efficiency, vehicle life-time,
and the applied discount rate.

This also implies that the discounted savings of the required mitigation meas-
ures exceed the implementation costs (Ekins et al. 2011).

See Ekins et al. (2011) for an explanation of each cost category.

The ways and means to overcoming some of these market imperfections (mar-
ket failures) were outlined in Chap. 3.

In economics parlance, a split incentive of this nature would be referred to as
a ‘positive externality’.

A 4 per cent rate was chosen by Nauclér and Enkvist for two reasons. Firstly,
it closely reflects the nominal interest rate on long-term government bonds.
Secondly, governments can readily borrow at the 4 per cent rate should they
wish to incentivise capital-intensive mitigation opportunities.

Likely emissions reductions would also depend on the price of greenhouse
gas emissions, since a mitigation technique is only economically viable if the
going greenhouse gas-emissions price—should there be one—is greater than
the marginal (net) mitigation cost of employing the technique.

A huge range of mitigation co-benefits has also been identified by Stern
(2007), most of which are not included in Nauclér and Enkvist’s Marginal
Mitigation Cost curve.

As described in Chap. 5, the social cost of carbon equals the present value
of the extended impact of climate change caused by the discharge into the
atmosphere of one additional tonne of carbon. Given the radiative forc-
ing potential of all greenhouse gases, the term ‘social cost of carbon’ is best
extended to include all greenhouse gas emissions.

Needless to say, as Fig. 5.4 showed, a downward shifting Marginal Mitigation
Cost curve does not mean that marginal mitigation costs have to be falling as
mitigation levels rise.

To recall, the mainstream notion of an efficient outcome occurs where marginal
damage costs equal marginal mitigation costs. The mainstream version of an
efficient emissions trajectory has previously been illustrated in Figs. 5.2 and 6.3.
Despite shouldering this burden, there is no reason why the economic welfare
of the next two or three generations would not continue to increase, as demon-
strated in Fig. 4.6.

This assumes that governments have introduced a range of policies to over-
come many of the barriers impeding the effective implementation of mitiga-
tion measures.

It would also depend on the design of the emissions-trading system, since a
defective system would not generate an accurate price signal. The defective
nature of the European Union’s emissions-trading system—the EU-ETS—is
very much to blame for the absurdly low price of emissions permits/green-
house gas emissions associated with that particular system. I will have more
to say about defective emissions-trading systems in Chap. 7.
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The role of environmental and other groups in buying permits is vital given
that collective action tends to overcome some of the ‘free riding’ that would
occur if permit purchases were merely undertaken by individual citizens.
For more on the key role of collective action, see Olson (1965) and Ostrom
(1990).

Average mitigation costs are likely to be higher than Anderson’s (2006) esti-
mates, not only because the Average Mitigation Cost curve would be much
higher than Anderson expects, but because Anderson’s estimates are based on
lower mitigation levels than those required to stabilise greenhouse gases at no
more than 450 ppm of CO»,-e. Higher mitigations levels involve operating fur-
ther up the Average Mitigation Cost curve.

In Table TS.5 of the IPCC’s Fourth Assessment Report, the probable range of
temperature increases are described as ‘likely’, which implies a probability
of more than 66 per cent that the temperature increases will fall within the
reported range. Alternatively, ‘likely’ implies a probability of 0-34 per cent
that they won’t. Whichever way one interprets the values, there is no certainty
attached to them.

The lack of precise estimates and the reasons for them are well explained in
the IPCC’s Fourth Assessment Report. See IPCC (2007a, Frequently Asked
Question 8.1, pp. 117-118).



Part 111
A Way Forward and the Road
to Sustainable Development



Chapter 7
The Case for an Emissions-Trading System
to Help Resolve the Climate Change Crisis

7.1 Introduction

Before outlining an emissions-trading system to help resolve the climate change
crisis, it is first necessary to argue the case for its introduction. There are a range
of mechanisms available to directly regulate or influence greenhouse gas emis-
sions. Most observers rule out the use of a blanket emissions quota on the basis
that some form of market or pricing instrument is required to ensure emissions
targets are achieved in the most efficient manner (Weitzman 1974; Pearce 1991;
Nordhaus 2007b; Stern 2007, 2009).

As already demonstrated, whatever system is instituted, it will be insufficient
unless there is a concerted effort by nations to move, when appropriate, towards a
qualitatively-improving steady-state economy. The system must therefore be one
that can be readily incorporated into a comprehensive policy framework aimed
at achieving the broader goal of sustainable development. Given this imperative,
an emissions-regulating system is required to help resolve the following policy
goals: (1) ecological sustainability—which requires, among other things, stabilis-
ing the atmospheric concentration of greenhouse gases at no more than 450 ppm
of COz-e; (ii) distributional equity—which involves efforts to narrow the income
gap between rich and poor and to ensure the needy have access to basic necessi-
ties; and (iii) allocative efficiency—which requires a price to be assigned to green-
house gas emissions to induce a shift away from fossil fuels; maximise the use
value generated from the emission of greenhouse gases; and encourage the devel-
opment and use of greenhouse gas-abatement technologies. The system must also
be designed to resolve these policy goals in the above order.

It is my contention that these requirements can only be satisfied by introduc-
ing an emissions-trading system—the case for which I began in the latter part of
the previous chapter. There are, however, many observers who are of the belief
that an emissions-trading system is inferior to an emissions tax (e.g., Kahn and
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Franceschi 2006; Stiglitz 2006; Nordhaus 2007b; Hansen 2009; Shapiro 2009).
The preference for an emissions tax is based on what I believe are a number of
false assertions. They include that: (i) taxes are much simpler to implement than
an emissions-trading system; (ii) the price flexibility associated with an emissions-
trading system leads to market uncertainty, which discourages the development
and uptake of low-carbon technologies; (iii) emissions-trading systems include
allowances for carbon offsets/credits that are vulnerable to abuse; (iv) countries
still in the process of rapidly growing their economies (e.g., China) are more likely
to agree to an emissions tax than an internationally-negotiated emissions cap; (V)
emissions-trading systems fix an emissions ‘floor’ as well as an emissions cap,
which renders voluntary action to further reduce greenhouse gas emissions futile;
(vi) emissions-trading systems promote speculation by encouraging the buying
and selling of emissions permits for the sole purpose of earning windfall profits;
(vii) unlike emissions taxes, emissions-trading systems are highly corruptible and
subject to the self-interested motives of political lobby groups; (viii) emissions-
trading systems enable big firms to purchase large quantities of permits and con-
trol product markets; and (ix) the failure of existing emissions-trading systems to
substantially reduce greenhouse gas emissions is a clear indication that emissions-
trading systems are inherently deficient.

For much of the remainder of this chapter, I will endeavour to repudiate these
assertions as well as highlight many other advantages that emissions-trading sys-
tems have over emissions taxes. Before this can be done, it is first necessary to
outline the key features of an emissions tax and an effective emissions-trading
system. This will allow for a straightforward comparison of the two systems as
well as make it easier to explain why the poor design and implementation of many
emissions-trading systems has led to their widespread failure.

7.2 Key Features of an Effective Emissions-Trading
System

An emissions-trading system can exist in a variety of forms. My aim in this sec-
tion is to outline the basic features of an effective emissions-trading system at the
national level.! T will not therefore be describing the fine details of such a system,
since these will vary from nation to nation to accommodate a country’s unique cir-
cumstances. I’ll have more to say about the fine details of an emissions-trading
system, at both the national and global levels, in Chap. 10.

The most basic feature of an effective emissions-trading system would be the
presence of a central-government authority to oversee the system’s operation. The
authority would have a number of crucial responsibilities. The most important of
these would be the task of ensuring the nation’s greenhouse gas emissions do not
exceed maximum permissible limits. It would do this by restricting the number
of emissions permits it issues (sells) so that it corresponds with a greenhouse gas
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emissions cap in keeping with the nation’s emissions targets. It is highly likely
that, into the future, the emissions cap would be dictated by a post-Kyoto emis-
sions protocol.

The second major responsibility of the central-government authority would be
to organise and conduct regular public auctions of emissions permits. Public auc-
tions would be open to all eligible individuals, government establishments, and
privately-owned organisations.” The frequency of auctions would depend largely
upon the lifespan of the permits. Since drastic annual emissions reductions are
required from many countries to meet emissions targets, the life of a permit would
ideally be restricted to one year, which would preclude the banking of permits
and their use at a later date.® To achieve this, a new batch of emissions permits
would be auctioned every year. In addition, all existing permits would expire one
year following their sale at a previous public auction. Should the central govern-
ment wish to vary the number of permits between annual auctions, the central-
government authority would be required to sell additional permits to increase their
number or buy back existing permits to decrease the stock. Besides the issuing of
greenhouse-gas offsets, at no stage would the authority distribute permits free of
charge. The reason for this is that the free allotment of permits reduces potential
competition in the industries where the permits have been distributed and unjustifi-
ably transfers wealth to greenhouse gas-emitting firms (Parry 2003; Goulder 2005;
Martinez and Neuhoff 2005; Parry et al. 2005a; Stern 2007).4

The third responsibility of the central-government authority would be its
administration of a compliance mechanism. To achieve this role successfully, all
major greenhouse gases must covered by the emissions-trading system—if not ini-
tially, then eventually. Wherever feasible, the monitoring process would involve
the direct metering of emissions by the central-government authority. However,
in circumstances where direct metering is impracticable, greenhouse-gas emitters
would be obliged to regularly report their emissions to the authority. Reporting
would encompass a requirement on the part of greenhouse-gas emitters to pro-
vide evidence to substantiate their declarations. To ensure integrity of the system,
the authority would randomly inspect emitters to ensure entities are operating in
accordance with the emissions rights inscribed in the permits they possess.

To improve the effectiveness of the compliance mechanism, there would be
circumstances where the authority would vary the so-called ‘point of obliga-
tion’ by regulating a particular stage in the supply chain of a product rather than
directly monitor the emissions generated by the production or consumption of
the product.’ The reason for this was raised in Chap. 3—it is often more feasi-
ble to regulate the extraction rate of a resource (e.g., oil) than regulate the emis-
sions emanating from the end use of the resource (e.g., vehicle-exhaust emissions).
Thus, in the particular case of oil, the central-government authority would require
oil companies to purchase emissions permits, not vehicle-users.°

Clearly, in order for individuals and entities to know whether they must obtain
emissions permits, the central-government authority must stipulate what activi-
ties it wishes to regulate. As we shall see in Chap. 10, it is imperative in terms of
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linking national emissions-trading systems for the authority to be consistent about
the types of activities it regulates. It is also important that the monitoring proce-
dures meet global monitoring standards. The latter would ensure consistency of
supervision across nations, which would vastly improve greenhouse gas account-
ing procedures and the overall compliance process.

The fourth major responsibility of the authority would be the need to impose
appropriate penalties to deal with breaches of the system. The authority would also
extinguish permits commensurate with the actual emission of greenhouse gases and
destroy all permits left unused by their expiry date. Of all the possible breaches, the
most critical would be instances where entities emit greenhouse gases without pos-
session of the required number of permits. To minimise the number of transgres-
sions, which is fundamental to achieving a specific emissions target, the penalty
for emitting greenhouse gases illegally must be ruinously harsh. At the very least,
the penalty must involve the confiscation of an offender’s emissions permits and a
lengthy period where the transgressor is prohibited from possessing permits, which
would prevent the offender from emitting greenhouse gases and/or undertaking a
stipulated emissions-generating activity. A more appropriate penalty would extend to
the imposition of a financially crippling fine, the confiscation of business assets, or,
in very serious cases, imprisonment. Given that even the harshest of penalties would
not avert all transgressions, the maximum level of greenhouse gas emissions must be
reduced by an amount equal to the quantity of illegal emissions. This can be achieved
by reducing the number of emission permits sold at subsequent public auctions.

What about emissions permits? In their simplest form, one permit would enti-
tle the possessor the right to emit a specific quantity of carbon dioxide-equivalent
gases within a limited time period. Ideally, a single permit would entitle its posses-
sor the right to emit one tonne of carbon dioxide-equivalent gases at any time dur-
ing a one-year period between a public auction and the permit’s expiration date.
In cases where a central-government authority chooses to regulate upstream emis-
sions-related activities (e.g., oil extraction) rather than greenhouse gases generated
at the end of the supply chain (e.g., petrol consumption), a single permit would
enable an entity to engage in an activity that eventually results in the generation
of one tonne of carbon dioxide-equivalent gases. To assist entities engaged in such
activities, a conversion schedule would reveal the quantity of a particular resource
that, when extracted and used, equates to the emission of one tonne of carbon
dioxide-equivalent gases. This would enable fossil-fuel extractors (e.g., oil com-
panies) to determine the number of permits they must purchase to undertake their
resource-extraction operations. To obtain emissions permits, an individual citizen
or entity must purchase permits at a public auction or from individuals or entities
already in possession of legally valid permits.

Although the central government could instruct the authority to set and fix a
sale price for permits, the permit price is best determined by the permit market.
For this reason, the price of emissions permits would be entirely determined by
demand-side and constrained supply-side forces.” Because demand-side forces
would constantly vary between auctions, permit prices would fluctuate over the
course of their one year lifespan.



7.2 Key Features of an Effective Emissions-Trading System 295

It is my belief that an emissions-trading system would operate most effectively
if all emissions permits remained with the central-government authority but were
registered in the name of the individual or entity possessing the legal right to emit
greenhouse gases. Upon an entity emitting a particular quantity of greenhouse
gases, the authority would reduce the entity’s right to emit greenhouse gases by an
amount equal to the emissions it has generated (i.e., the authority would destroy
the appropriate number of permits registered in the entity’s name). Under this
arrangement, there would be no physical exchange of emissions permits between
the buyers and sellers of permits. There would simply be a transfer of emissions
rights from the latter to the former on the authority’s register. By making it easier
for the authority to keep abreast of the owners of emissions permits, this arrange-
ment would facilitate a more effective monitoring of greenhouse-gas emitters and
increase the authority’s ability to identify transgressors of the system. It would
also allow the authority to act as a clearing-house for yet-to-be-used emissions
permits, thus ensuring that the going price of permits—or the price of a category
of emissions units—represents their true value and is always publicly available.
This would significantly reduce transaction costs and lessen the need for permit
buyers to hire permit brokers.

To further assist owners of emissions permits, the central-government authority
would regularly inform them of the quantity of greenhouse gases they have emit-
ted; the quantity of permits remaining in their possession; and the total quantity
of annually-allotted permits that remain unused. The latter is important insofar
as it indicates how many permits remain available for sale on the permit market,
which would assist greenhouse-gas emitters to better plan their operations. The
authority would also maintain a website to enable all citizens to access the above
information at any time, albeit information on the ownership of permits would be
restricted to the owners themselves (e.g., via password access).

As explained in relation to cap-auction-trade systems in Chap. 3, the number
of emissions permits that any one person or entity can possess must be restricted.
This is necessary to maintain competitive markets and prevent owners of permits
from controlling product markets at the expense of society’s welfare. Having emis-
sions permits held by the central-government authority and registered in the name
of permit owners would contribute significantly towards the effective implementa-
tion of any competition-promoting restriction on permit ownership.®

One of the more contentious elements of an effective emissions-trading system
is the inclusion of greenhouse-gas offsets. Offsets allow emitting entities to gen-
erate and emit greenhouse gases beyond the permitted level in cases where they:
(1) have successfully undertaken greenhouse-gas sequestration projects (e.g., have
cultivated a greenhouse gas-sequestering timber plantation); or (ii) have altered
their operations in such way as to augment the ecosphere’s sequestration capac-
ity (e.g., where a farming establishment increases the carbon content of its soils
by altering its agricultural practices). Greenhouse-gas offsets would be granted
to the relevant entities in the form of ‘free’ emissions permits, which the central-
government authority would issue by increasing the quantity of allowable emis-
sions registered in the relevant entity’s name. For obvious reasons, the number of
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new permits issued must reflect the increase in the quantity of greenhouse gases
sequestered as a consequence of the sequestration projects.

Contrary to some opinions, the rise in emission allowances emanating from an
offset arrangement would not come free of charge to the relevant entities, since
the cost of obtaining the permits would equal the cost of the sequestration initia-
tives. Presumably, a firm or entity would only invest in a sequestration project if
the cost of the project is less than the cost of purchasing additional emissions per-
mits. By offering entities the flexibility to embark on the lowest-cost response to
an emissions cap, greenhouse-gas offsets increase the efficiency with which spe-
cific greenhouse-gas concentration targets can be achieved.

For all their potential benefits, there are legitimate concerns about greenhouse-
gas offsets that must be adequately addressed. Firstly, it is vital that no offsets be
granted for the mere prevention of an activity that would have led to the discharge
of greenhouse gases. For example, greenhouse-gas offsets would not be granted to
an entity that purchases and preserves a patch of forest sequestering greenhouse
gases even if the intention of the previous owner was to clear the forest. The rea-
son for this is that forest preservation does not increase the ecosphere’s capacity
to sequester greenhouse gases. Nor, therefore, does it increase a nation’s capac-
ity to safely emit greenhouse gases.” In addition, an effective emissions-trading
system would require an individual or entity planning to clear vegetation, as an
emissions-generating activity, to purchase emissions permits. Hence, although any
action taken to preserve a patch of forest earmarked for clearance would not boost
the supply of emissions permits, it would beneficially free up existing permits to
enable other greenhouse gas-emitting activities to take place.'”

Secondly, the central-government authority must thoroughly assess offset appli-
cations to ensure greenhouse gas sequestration projects are legitimate and addi-
tional. Even when approval is granted, projects must be continuously monitored to
measure actual sequestration gains. Only when it is demonstrated that increases in
sequestration levels have been realised would additional permits be issued to the
relevant entities.

Thirdly, a penalty must be imposed in circumstances where sequestration gains
are lost due to the failure of an entity to maintain a sequestering asset. An exam-
ple would be a permit-receiving entity which logged a timber plantation it had
previously cultivated for sequestering purposes. In most cases, this will simply
require the owner of the asset to acquit the offsets originally received. However,
where the offsets have been sold, the owner of the erstwhile asset would be sub-
ject to the penalties imposed on entities for illegally emitting greenhouse gases. In
such circumstances, the central-government authority must decrease the number
of available emissions permits to reflect the ecosphere’s reduced sequestration
capacity. This can be achieved by confiscating the offsets/permits forfeited by
the contravening entity. However, in cases where the offsets have been sold, the
central-government authority would need to sell fewer permits than planned at
future permit auctions.!!
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7.3 Key Features of a Tax-Based System

Not unlike an emissions-trading system, an emissions tax-based system can
exist in a myriad of forms. Many of the key features I will be outlining in this
section are typical of the emissions-tax systems proposed by most emissions tax
advocates.

Some readers would be surprised to find that many features of an emissions-tax
system are similar to those of an effective emissions-trading system. For exam-
ple, an emissions-tax system at the national level would require a central-govern-
ment authority to oversee its operation. As for the authority’s responsibilities, it
would be a major task of the authority to determine the appropriate level of green-
house gases to be emitted over a specific period, although, again, this would prob-
ably be dictated by a new emissions protocol. Crucially, whereas greenhouse gas
emissions would be capped under an emissions-trading system, the desired level
of emissions under a tax-based system would merely constitute a target that the
authority would ‘hope’ to achieve. It would not be a target that the authority could
guarantee because greenhouse gas emissions would be not be capped.

A second major responsibility of the central-government authority would be
to estimate and set the emissions tax rate deemed necessary to achieve an emis-
sions target. As much as a tax-based system would do away with public auctions
of emissions permits, the need for a central authority to vary the price of green-
house gas emissions would always remain. For example, should the authority wish
to alter the nation’s emissions target, it must set a different emissions tax rate to
have any chance of achieving it.

As with an emissions-trading system, the third responsibility of the central-
government authority would be the administration of a compliance mechanism.
Transgressions would be largely confined to such misdemeanours as avoiding
emissions detection, sabotaging emissions-measuring equipment, and the delib-
erate under-reporting of emissions levels. An additional penalty would not be
imposed on entities for ‘excessively’ emitting greenhouse gases, since entities of
all kinds would be at liberty to emit whatever quantity of greenhouse gases they
desire. They would simply be required to pay the emissions tax for the privilege,
which would involve no more than increasing their tax burden.

The emissions tax itself would consist of a charge of $X for every tonne of
carbon dioxide-equivalent gases that an individual or entity emits. Not unlike an
emissions-trading system, it would often be more feasible, if not preferable, to tax
the extraction of a resource that, when used, leads to the emission of greenhouse
gases.!? In these instances, an emissions tax of $X would be charged against the
resource-extraction activity (e.g., coal mining) for every tonne of carbon dioxide-
equivalent gases that would eventually be generated from the use of the extracted
resource.

Although very few advocates of an emissions-tax support the inclusion of
greenhouse-gas offsets, there is no reason why offsets could not be incorporated
into a tax-based system. Within the system, greenhouse-gas offsets would be
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conferred in the form of a tax credit. For example, a tax credit would be granted
to an entity that has successfully undertaken a greenhouse gas sequestration pro-
ject. In such cases, the tax credit would be received in the form of a reduction
in an entity’s tax bill equal to $X for every tonne of carbon dioxide-equivalent
gases sequestered by the newly-created sequestration asset (Note: the $X would
correspond to the prevailing emissions tax rate). The granting of a tax credit to a
particular entity would not constitute a ‘free lunch’ because the cost incurred to
receive the tax credit would equal the cost of the sequestration project.

Finally, if greenhouse-gas offsets were to be included in an emissions-tax
system, all concerns with offset arrangements would be dealt with in much the
same way as if an emissions-trading system was in place. For example, no tax
credit would be granted to an entity that merely prevented an activity that would
have resulted in the emission of greenhouse gases. In addition, penalties would
be imposed on entities which, having received a tax credit, failed to maintain
the sequestering asset. Lastly, to ensure tax credits are only granted where it is
appropriate and legitimate, the central-government authority would rigorously
monitor sequestration projects to ensure they are generating sequestration gains as
promised.

7.4 A Theoretical Backdrop to Examine the Pros and Cons
of Different Policy Mechanisms

To explain the superiority of an emissions-trading system, it is useful to provide
a theoretical backdrop from which comparisons can be made between the differ-
ent policy mechanisms. The theoretical backdrop I wish to outline is based on the
mainstream economic perspective of the climate change problem, albeit it will be
a slight variation of the mainstream framework outlined in Chaps. 5 and 6. This
may seem a strange choice. After all, it was evident from these two chapters that
there are significant weaknesses with the mainstream approach. This said, it will
soon become apparent that, even from a mainstream perspective, an emissions-
trading system is far superior to an emissions tax. My ultimate aim is to complete
the comparison between the two systems by altering the assumptions underpinning
the mainstream framework to take account of concrete realities. Once this is done,
the superiority of an emissions-trading system should be unequivocal.

As a starting point, consider Fig. 7.1, which illustrates a mainstream view of
the social welfare loss that arises if a government fails to take any climate change
action. For simplicity, we shall assume that all the benefits and costs associated
with greenhouse gas emissions are known by a relevant government authority.
We shall also assume that all the greenhouse gases emitted in a nation over a one
year period are generated by three profit-maximising firms—ABC Ltd, JKL Ltd,
and XYZ Ltd. The marginal benefit (mb) curves in Fig. 7.1 represent the marginal
profits that the three firms respectively earn from emitting greenhouse gases (i.e.,
from selling the goods and services produced from their greenhouse gas-emitting
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activities). The downward sloping nature of the marginal benefit curves indicates
that marginal or additional profits typically diminish as the three firms increase
their greenhouse gas emissions.

How are the marginal benefit curves depicted in Fig. 7.1 derived? Often the
benefits associated with any form of pollution are represented as consumption
benefits. In other words, the benefits are represented in terms of the utility enjoyed
from the consumption of goods and services produced by the polluting activities.
These same benefits can be represented differently. This is because, at the mar-
gin, consumption benefits are reflected by the prices consumers are willing to pay
for various goods and services. Since the prices paid by consumers are the prices
received by sellers (producers), market prices effectively represent the revenue that
sellers receive from producing and selling an additional unit of output.'3 Thus, in
the case of greenhouse gas-emitting firms, the marginal revenue earned from emit-
ting an additional tonne of greenhouse gases effectively equals the marginal con-
sumption benefits that consumers enjoy from consuming the additional output they
generate.

At the same time, there are a range of costs associated with greenhouse gas-
emitting activities. These include the costs of the natural resources, capital, and
labour used in production; the damages that greenhouse gas emissions inflict on
the natural and built environment; and the cost of the adaptation measures that a
nation must undertake to limit the environmental impact of greenhouse gas emis-
sions. For our purposes, it will be assumed that the three greenhouse gas-emitting
firms incur capital, labour, and resource costs but do not incur the environmental
and adaptation costs associated with their emissions. It is by subtracting the capi-
tal, labour, and resource costs from marginal revenue that we obtain, in Fig. 7.1,
the marginal profit or marginal benefit (mb) curves for each firm (Pearce and
Turner 1990, pp. 68-69).

The different position of the marginal benefit curves indicates that the mar-
ginal profits earned from emitting greenhouse gases vary between the three firms.
As depicted in Fig. 7.1, the marginal profit of ABC Ltd is greater than JKL Ltd,
which, in turn, is greater than XYZ Ltd. A disparity of this nature could be the
result of many factors. For example, it could be the consequence of ABC Ltd gen-
erating more use value in production (i.e., producing the highest quality goods),
which would enable it to command higher prices for its output.'* It could also be
the result of ABC Ltd being the most efficient producer, which would allow it to
produce its output at a lower per unit cost.

The right-hand diagram in Fig. 7.1 portrays the market conditions confronting
the three greenhouse gas-emitting firms. It includes an aggregate Marginal Benefit
(MB) curve and an aggregate Marginal Damage (MD) curve. The Marginal
Benefit curve represents the aggregation of the individual marginal benefit curves
of the three firms. Conversely, the Marginal Damage curve represents the environ-
mental damage cost of total greenhouse gas emissions. !

If there is no policy response from the government to regulate greenhouse
gas emissions, total emissions are determined entirely by the profit-maximising
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desires of the greenhouse gas-emitting firms. The profit-maximising emissions
level of each firm occurs where the marginal benefit or marginal profit from
emitting greenhouse gases equals zero.'® As shown in Fig. 7.1, the profit-
maximising emissions level of each firm is 80 tonnes of greenhouse gases per year
for ABC Ltd; 60 tonnes per year for JKL Ltd; and 40 tonnes per year for XYZ
Ltd. Consequently, the total emission of greenhouse gases is 180 tonnes per year,
which is also indicated by the point where the aggregate Marginal Benefit curve
cuts the horizontal axis.

From a mainstream economic perspective, the welfare-maximising level of
greenhouse gas emissions is determined by the intersection of the Marginal
Benefit and Marginal Damage curves.!” In Fig. 7.1, this intersection corresponds
to an annual emissions rate of 120 tonnes. The intersection of the Marginal Benefit
and Marginal Damage curves also gives rise to the welfare-maximising price of
greenhouse gases, which is $W per tonne of greenhouse gas emissions. By equat-
ing this price with the marginal benefits of the three greenhouse gas-emitting
firms, one can determine the welfare-maximising emissions level of each firm,
which is 60 tonnes of greenhouse gases per year for ABC Ltd; 40 tonnes per year
for JKL Ltd; and 20 tonnes per year for XYZ Ltd. In the presence of no govern-
ment policy action, the total emissions level exceeds the welfare-maximising level
by 60 tonnes, with each firm exceeding their welfare-maximising emissions by
20 tonnes. The consequential welfare loss is represented by the shaded area in the
right-hand diagram in Fig. 7.1.

7.4.1 The Social Welfare Impact of Introducing
a Non-tradeable Emissions Quota

Let’s assume that the government wants to reduce annual greenhouse gas emis-
sions to the welfare-maximising level of 120 tonnes. Figures 7.2, 7.3, and
7.4 illustrate the impact of implementing three different policy mechanisms.
Figure 7.2 reveals the social welfare effect of instituting a non-tradeable green-
house gas emissions quota where the annual quota is set at 120 tonnes and is
equally divided among the three greenhouse gas-emitting firms (i.e., each firm is
subject to a firm-level emissions quota of 40 tonnes).!® To prevent the total quan-
tity of greenhouse gas emissions exceeding the quota, we shall assume that the
government introduces a penalty harsh enough to deter each firm from exceed-
ing their firm-level quota of 40 tonnes (e.g., confiscation of business assets or
imprisonment).

Despite the introduction of the emissions quota, much of what appears in
Fig. 7.2 is the same as in Fig. 7.1. What differs is the inclusion of a vertical bold
line in the right-hand diagram. This line represents the total emissions quota of
120 tonnes. There is also now a vertical bold line in each of the firm diagrams to
denote a firm-level emissions quota of 40 tonnes.
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To consider the impact of the quota on the three firms, it first needs to be rec-
ognised that an emissions quota does not have the effect of internalising the dam-
age cost of greenhouse gas emissions. In other words, the quota does not require
the three firms to bear the spillover cost of their production activities.'® For this
reason, the quota does not alter the firms’ profit-maximising emissions levels.
Consequently, without a quota, all three firms would continue to operate as indi-
cated in Fig. 7.1. Because the introduction of an emissions quota limits the emis-
sions of all three firms to 40 tonnes per year, XYZ Ltd is unaffected. The same
cannot be said of ABC Ltd and JKL Ltd. ABC Ltd is compelled to reduce its
annual greenhouse gas emissions by 40 tonnes, whilst JKL Ltd is forced to reduce
its annual emissions by 20 tonnes.

Although the non-tradeable emissions quota guarantees a welfare-maximising
outcome at the macro level, its inflexible nature—the consequence of prohibiting
the firms from trading all or part of their emissions quota—ensures that only JKL
Ltd operates in manner consistent with welfare-maximisation at the micro level.
That is, with all three firms subject to a firm-level emissions quota of 40 tonnes,
only JKL Ltd operates where $¥ = mb,. In contrast, ABC Ltd operates where
$W < mby (i.e., 20 tonnes short of its welfare-maximising emissions level), whilst
XYZ Ltd operates where $¥ > mbs (i.e., 20 tonnes above its welfare-maximising
emissions level). Together, the two shaded areas in Fig. 7.2 represent the social
welfare losses arising from the inflexibility of a non-tradeable emissions quota. By
comparing the sum of these two shaded areas and the shaded area in Fig. 7.1, it is
obvious that a non-tradeable emissions quota is preferable to no government pol-
icy action. However, it is the continued existence of a social welfare loss that dis-
courages most policy-makers from implementing a non-tradeable emissions quota
as a means of climate change mitigation.

7.4.2 The Social Welfare Impact of Introducing
an Emissions Tax

Consider, on this occasion, the social welfare effect of instituting a greenhouse gas
emissions tax (Fig. 7.3). Unlike a quota, an emissions tax internalises the damage
cost of greenhouse gas emissions. In so doing, it forces greenhouse gas-emitting
firms to bear the spillover cost of their activities, thus compelling them to take
account of the tax when determining emissions levels.

Ideally, from a mainstream economic perspective, the government would set
an emissions tax at the welfare-maximising price for greenhouse gases. That is,
it would set the tax rate at $¥ per tonne of greenhouse gas emissions. Should the
government do this, Fig. 7.3 is almost identical to Fig. 7.1. The main difference is
that ‘tax-’ now replaces $W in Fig. 7.3. The other difference is the adjusted emis-
sions levels of the three greenhouse gas-emitting firms. Provided the firms are
short-term profit-maximisers, they would all reduce their annual greenhouse gas
emissions to the welfare-maximising level.
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The reason why the firms would cut their greenhouse gas emissions is straight-
forward. Consider ABC Ltd, which, if did not have to pay an emissions tax, would
maximise its short-term profits by emitting 80 tonnes of greenhouse gases per
year. With the tax imposed, it is only profitable for ABC Ltd to emit an additional
tonne of greenhouse gases if its marginal profit—that is, the additional profit it
earns from emitting an extra tonne of greenhouse gases—is greater than the unit
cost of the tax. As can be seen from Fig. 7.3, this occurs up to an annual emissions
level of 60 tonnes. Once ABC Ltd’s emissions reach 60 tonnes, the tax rate coin-
cides with its marginal profit. At this point, its profits are maximised. Clearly, any
increase in emissions above 60 tonnes would reduce ABC Ltd’s profits. Assuming
that ABC Ltd is a short-term profit-maximiser, we would expect it to emit no more
than 60 tonnes of greenhouse gases per year. As for JKL Ltd and XYZ Ltd, we
would expect them to emit 40 and 20 tonnes of greenhouse gases per year respec-
tively, thus reducing the total annual quantity of greenhouse gas emissions from
180 to 120 tonnes.

Ultimately, the introduction of an emissions tax maximises the welfare of soci-
ety insofar as the welfare loss associated with no policy action—that is, the shaded
area in Fig. 7.1—is entirely eliminated. In addition, the welfare loss arising from
the inflexibility of a non-tradeable emissions quota is avoided because an emis-
sions tax allows the most efficient producers (i.e., the firms that can most afford to
pay the emissions tax) to emit the majority of the reduced quantity of emissions.
Thus, ABC Ltd emits the most greenhouse gases because it generates larger con-
sumption benefits per tonne of greenhouse gases emitted and/or because it gener-
ates fewer greenhouse gas emissions per unit of output produced.?’ Having ABC
Ltd emit the most greenhouse gases and XYZ Ltd the least maximises the welfare
benefits to society.

There is, nonetheless, a significant weakness associated with an emissions
tax. As we shall soon see, this weakness constitutes a major reason why an emis-
sions-trading system is a superior policy mechanism. The major problem with an
emissions tax is that it is not severe enough to prevent the welfare-maximising
emissions level—indeed, any chosen emissions target—from being exceeded. For
example, if set at $¥ per tonne of greenhouse gas emissions, a tax would serve
as a minor penalty for any firm that chooses to emit beyond its short-term profit-
maximising level.

Why, it might be asked, would a firm forego short-term profits? There are
many reasons. Firstly, not all firms are profit-maximisers. For various reasons,
some firms operate as sales revenue-maximisers, even if it is only for a short
period of time. Secondly, should the owners (shareholders) of a firm explicitly
desire profit-maximisation, it is well known that the separation of ownership and
management can result in a firm failing to operate in a profit-maximising man-
ner (Baumol 1959; Williamson 1964; Alchian 1965; Jensen and Meckling 1976).
Thirdly, many firms prefer to maximise their market share and forego short-term
profits in the belief that it can reduce future competition and lead to long-term
profit-maximisation.
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Whatever the case, achieving a particular emissions target with an emissions
tax requires the tax-setter to make assumptions about the behaviour of greenhouse
gas-emitting firms that may not reflect reality. Whilst there is little doubt that an
emissions tax, by internalising the spillover cost of greenhouse gas emissions, can
induce greater efficiency, thus leading to the emission of fewer greenhouse gases
per unit of output produced, it is also clear that there is nothing inherent about the
tax to prevent the total emissions of greenhouse gases exceeding a desired target
level—a classic example of the Jevons’ Paradox explained in Chap. 3.

7.4.3 The Social Welfare Impact of Introducing
an Emissions-Trading System

Consider, lastly, the social welfare impact of introducing an emissions-trading sys-
tem (Fig. 7.4). We shall assume that a government-authority limits the number of
emissions permits it auctions to 120 in order to cap the total emissions of green-
house gases at the welfare-maximising level of 120 tonnes per year.’! We shall
also assume, firstly, that any organisation emitting greenhouse gases without pos-
session of a permit is severely penalised, and secondly, that the penalty is harsh
enough to deter firms from emitting illegally.

With an emissions-trading system of this kind in place, Fig. 7.4 is much like
Fig. 7.3. However, in Fig. 7.4, the Marginal Damage curve is vertical at 120 tonnes
of greenhouse gases to reflect the emissions cap imposed by the government
(MDkgrs). In addition, the usual Marginal Damage curve is bold up to the welfare-
maximising emissions level and dotted beyond it. The reason for this is that the
price that firms must now pay for emissions permits internalises the damage cost
of their greenhouse gas emissions. The dotted section of the curve simply indicates
that the usual Marginal Damage curve beyond the cap is no longer relevant.

The other difference in Fig. 7.4 is the nature of the Marginal Benefit (MB)
curve. Since it indicates the total quantity of greenhouse gases that would be gen-
erated at different permit prices, it effectively serves as the aggregate demand
curve for emissions permits. Correspondingly, the mb;, mb,, and mb3z curves con-
stitute the demand curves for permits of each of the three firms.

Because the price of greenhouse emissions is now established in the emissions
permit market, it is determined by the intersection of the Marginal Benefit (MB)
and Marginal Damage (MDgrs) curves. Given the position of the Marginal Benefit
and the Marginal Damage curves in Fig. 7.4, the permit price is PP=. At this price,
we would expect ABC Ltd, JKL Ltd, and XYZ Ltd to emit 60, 40, and 20 tonnes
of greenhouse gases per year respectively (120 tonnes in total). Not unlike an emis-
sions tax set at taxs, the social welfare loss depicted by the shaded area in Fig. 7.1
is eliminated. Furthermore, the welfare loss associated with a non-tradeable emis-
sions quota is avoided because an emissions-trading system allows the most effi-
cient producers to purchase the largest quantity of permits and emit the majority
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of the capped emissions. Thus, once more, the welfare of society is maximised by
having ABC Ltd emit the most greenhouse gases and XYZ Ltd the least.??

Despite the subtle differences between Figs. 7.3 and 7.4, it can be seen that
the outcomes associated with an emissions tax and an emissions-trading system
are virtually the same. One might ask in what way an emissions-trading system
is superior to a tax? There are numerous reasons why the former is superior—
many of which I will explain soon—but a major reason is the difference in the
penalty incurred if emissions exceed the welfare-maximising level. As we saw
with an emissions tax, a tax rate set at $¥ per tonne of greenhouse gas emis-
sions is unlikely to deter firms from exceeding their profit-maximising emissions
level, should they choose to do so. The same does not occur with an appropriately
designed emission-trading system because the severity of the penalty is sufficient
to deter firms from emitting illegally.

It is important to understand that if all greenhouse gas-emitting firms purchase
and use the permits they require to maximise their profits, it is impossible for a
firm to legally exceed their profit-maximising emissions level. This is because once
all firms have reached their profit-maximising emissions level, no unused permits
remain.”> Hence, exceeding the profit-maximising emissions level must entail the
emission of additional greenhouse gases without possession of the necessary permits.
Of course, prior to the use of all permits, it is still possible for a firm to legally exceed
its profit-maximising emissions level. However, it requires the firm to purchase addi-
tional permits from other firms. It also requires the firm to pay a sufficiently high
permit price to persuade other firms to surrender some of their unused permits. In
fact, we would only expect short-term profit-maximising firms to sell some of their
permits if the price being offered exceeds the marginal profit they would otherwise
earn from their use (i.e., from the production and sale of additional goods).

The crucial point here is that, with an emissions-trading system in place, the
desire of firms to emit large quantities of greenhouse gases cannot undermine a
government’s emissions target. Firms wanting to emit large quantities of green-
house gases can do little more than outbid competing firms during the initial auc-
tioning process or, if they find themselves short of permits, pay a higher price to
obtain permits already possessed by other firms. By functioning in this manner,
an emissions-trading system allows the permit price to serve as an adjustment
mechanism to buffer against fluctuations in the demand for emissions permits.>*
Conversely, with an emissions tax, it is the quantity of emissions that serves as the
adjustment mechanism. Yet, as stressed in Chap. 6, resolving the climate change
crisis requires ‘quantity certainty’ (i.e., meeting an emissions target), not price cer-
tainty. In all, an emissions-trading system promotes allocative efficiency whilst
ensuring that the targeted emissions level is not exceeded. Thus, unlike a tax, an
emission-trading system circumvents the Jevons’ Paradox.

It is also worth pointing out that the inability of an emissions tax to prevent a
rise in greenhouse gas emissions is not just a theoretical claim. It also has empiri-
cal support (Lawn 2006a; IPCC 2007d). A study of four nations—Denmark,
Sweden, the Netherlands, and Finland—has revealed that each nation significantly
reduced the CO, intensity of its real output following the initial imposition of
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CO; and energy taxes in the early-1990s. That is, the taxes significantly reduced
the ratio of CO, emissions to real GDP. However, in three of the four countries,
the scale effect of the increase in real GDP was more than enough to bring about
a rise in total CO; emissions over the study period (Lawn 2006a).>3 In the one
instance where CO; emissions fell (Sweden), the decline over the fourteen-year
study period was a meagre 2.4 per cent, which could be attributed to a larger-than-
usual reduction in emissions intensity (—35.1 per cent). Whilst the 35.1 per cent
decline in Sweden’s emissions intensity amounted to an average annual reduc-
tion rate of 2.2 per cent, the negligible overall decrease in total emissions fell
well short of what would be required of all nations if they are to make a mean-
ingful contribution to a safe atmospheric concentration of greenhouse gases.
Notwithstanding the small decrease in CO; emissions in Sweden, it is clear from
the study that the growth in real GDP could not be slowed to the extent needed to
prevent the onset of the Jevons’ Paradox.

Of course, advocates of the emissions tax will argue that a tax can sufficiently
limit the scale effect of rising real output provided the tax rate is set high enough.
Whilst true, this still begs the question: How high is high enough? Furthermore,
what if the tax rate is set well above the level needed to reduce greenhouse gas
emissions? Although I would argue that ensuring a safe concentration of green-
house gases is more important than maximising allocative efficiency, I see no good
reason to sacrifice some efficiency by imposing an excessive tax rate when an
emissions-trading system can guarantee an emissions target as well as generate a
greenhouse gas price with the capacity to achieve outcomes every bit as efficient
as an emissions tax.

7.5 Refuting the Main Criticisms of Emissions-Trading
Systems

7.5.1 Criticism # 1—An Emission-Trading System Leads
to Undesirable Market Uncertainty

One of the key arguments against an emissions-trading system is that, by facili-
tating a flexible emissions price, it would generate market uncertainty that would
stifle investment in existing greenhouse gas-abatement technologies as well as dis-
courage the development of more advanced technologies. Critics claim that uncer-
tainty of this kind would not occur with an emissions tax because a government
can fix the tax rate for as long as it desires.

There are many weaknesses with this criticism, and I will discuss some of them
shortly. The weakness I would like to focus on now is that, contrary to popular
opinion, an emissions tax system does not guarantee price stability. Assuming that
an emissions tax is designed to achieve a welfare-maximising emissions target, the
tax rate must be altered each and every time there is a shift of the Marginal Benefit
and Marginal Damage curves.
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7.5.1.1 Responding to a Shift of the Marginal Benefit Curve

To illustrate my point, refer to Fig. 7.5. In the three left-hand diagrams, all firms
experience a rightward rotation of their marginal benefit curve, which could
be due to productivity improvements (i.e., increases in the output generated per
tonne of greenhouse gases emitted). This leads to a rightward rotation of the
aggregate Marginal Benefit curve and a new welfare-maximising emissions level
of 150 tonnes of greenhouse gases per year. Assuming that all three firms are
short-term profit-maximisers, the welfare-maximising emissions level can only be
attained if the emissions tax rate is raised to tax=". In fact, if the government fails
to alter the tax rate in the belief that a stable greenhouse gas price is beneficial,
180 tonnes of greenhouse gases would be emitted each year. This would result in
a social welfare loss equivalent to the shaded area in the right-hand diagram in
Fig. 7.5. Given that it is reasonable to expect regular shifts in the Marginal Benefit
curve, the government would be required to continuously alter the emissions tax to
avoid social welfare losses.

Advocates of an emissions tax often respond by arguing that governments
should abandon futile attempts to manipulate the emissions tax rate to continu-
ously maximise social welfare. They stress that a tax rate should be set with the
sole aim of achieving a specific greenhouse gas emissions target. Even so, it is
obvious from Fig. 7.5 that a fixed tax rate in the presence of a regularly shifting
Marginal Benefit curve would lead to fluctuating emissions levels.?® Clearly, if a
government maintained a fixed tax rate in the belief that price stability is desirable,
it would almost certainly fail to achieve an emissions target of any sort.

Compare this situation to one where an emissions-trading system is operating.
If the government is determined to maximise social welfare rather than restrict
emissions to a particular level, shifts in the Marginal Benefit curve would com-
pel it to vary the number of permits in the emissions permit market. If there is a
need to increase the number of permits, the central-government authority must sell
additional permits. Conversely, to reduce the number of permits, the government
must buy back existing permits.?’

In the situation depicted in Fig. 7.6, the rightward rotation of the aggregate
Marginal Benefit curve requires the government to sell an additional 30 permits.
Should the government do this, the vertical section of the Marginal Damage curve
shifts rightward from MDEgts to MDgrs’. Although there are more emissions per-
mits in the market, we would expect the permit price to rise to reflect the new
welfare-maximising price of PP+". The rise in the permit price can be expected
because the increase in permits is less than the increase in the demand for permits
arising from the rightward rotation of the Marginal Benefit curve.

Interestingly, any failure on the part of the government to increase the num-
ber of permits would not lead to excessive greenhouse gas emissions, as would be
expected if the government failed to raise the emissions tax rate (see Fig. 7.5). On
this occasion, government inaction would result in ‘too few’ permits and a permit
price that exceeds the new welfare-maximising price of PP+’ (i.e., PP’ > PPx’). It
would also result in a social welfare loss represented by a different shaded area in
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the right-hand diagram in Fig. 7.6 (Note: remember, we are presently assuming
a mainstream economic perspective of the climate change problem. By referring
here to a social welfare loss, we are ignoring the fact that an efficient outcome
does not guarantee a ‘safe’ concentration of greenhouse gases).

7.5.1.2 Responding to a Shift of the Marginal Damage Curve

Matters change considerably if the adjustment to market conditions involves a
shift of the Marginal Damage curve. In Fig. 7.7, for example, there is a leftward
rotation of the Marginal Damage curve, which might be the result of new evidence
indicating that the climate change impact of a given quantity of greenhouse gas
emissions is more severe than previously thought.?® Because of the shift of the
Marginal Damage curve, the welfare-maximising emissions level falls to 90 tonnes
of greenhouse gases per year. Once again, if firms are short-term profit-maxim-
isers, attaining the welfare-maximising emissions level with an emissions tax
requires the tax rate to be raised—this time to tax+”. Failure to raise the tax rate
results in all three firms continuing to emit the same annual quantity of greenhouse
gases—specifically, 60, 40, and 20 tonnes by ABC Ltd, JKL Ltd, and XYZ Ltd
respectively. Thus, government inaction means that a total of 120 tonnes of green-
house gases would continue to be emitted each year.

The impact of government inaction differs when there is a shift of the Marginal
Damage curve because, as previously explained, the quantity of greenhouse gases
emitted by the profit-maximising firms is determined by the point at which the
marginal benefit or marginal profit of their operations equals the emissions tax
rate. We would expect the three firms to continue to emit the same annual quantity
of greenhouse gases because the shift in the Marginal Damage curve does not alter
their profit-maximising circumstances. Of course, this doesn’t mean that a social
welfare loss is avoided. The now ‘excessive’ quantity of emissions—30 tonnes
above the welfare-maximising level—leads to a social welfare loss depicted by the
new shaded area in the right-hand diagram in Fig. 7.7.

Should an emissions-trading system be in place, the leftward rotation of the
Marginal Damage curve requires the government to buy back 30 existing per-
mits (see Fig. 7.8). The reduction in the number of permits (i.e., the tightening
of the emissions cap) causes the vertical section of the Marginal Damage curve
to shift leftward from MDgrs to MDgrs”. The permit price now rises to the new
welfare-maximising price of PP+”. This induces ABC Ltd, JKL Ltd, and XYZ
Ltd to reduce their annual greenhouse gas emissions to 50, 30, and 10 tonnes
respectively.

On this occasion, any failure on the part of the government to buy back 30 per-
mits results in ‘too many’ permits and an unaltered permit price that is lower than
the welfare-maximising price of PP+” (i.e., PP < PP+"). The resultant social wel-
fare loss is represented by the shaded area in the right-hand diagram in Fig. 7.8.

What, ultimately, does this analysis indicate? Whether the change in mar-
ket conditions is brought about by a shifting Marginal Benefit curve or a shifting
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Marginal Damage curve, the overall conclusion regarding the superiority of an
emissions-trading system remains intact. With an emissions-trading system in
place, the government can always achieve its emissions targets—including altered
targets—in the knowledge that the permit price will adjust to ensure its targets are
met in an efficient manner (OECD 2008). The same cannot be said for an emis-
sions tax. In the presence of a fixed emissions tax rate, a shifting Marginal Benefit
curve leads to fluctuating emissions levels. If the government wishes to achieve
a particular emissions target, it has no option but to vary the emissions tax rate.
Whilst it is true that an emissions target can be achieved with a fixed tax rate if
no more than a shift of the Marginal Damage curve takes place, a problem arises
insofar as a leftward shifting Marginal Damage curve renders the chosen emis-
sions target insufficiently stringent. In response, the government must tighten the
emissions target, which it can only do by raising the emissions tax rate. In all, sug-
gestions that an emissions-trading system leads to price flexibility but an effective
(sic) emissions tax does not are fallacious.

7.5.1.3 Investment Decisions Are Based on Long-Term Price
Projections Not Short-Term Price Fluctuations

A further weakness of the criticism directed towards an emissions-trading system
is the perception that the price flexibility it promotes would stifle investment in
greenhouse gas-abatement technologies. It is simply untrue that strong investment
of any sort requires price stability. In favourable circumstances, strong investment
occurs across all industries despite significant short-term fluctuations in input costs
and output prices—a reality often overlooked along with the fact that short-term
price fluctuations are part-and-parcel of a market-based economy. Surely critics do
not believe that investment in abatement technologies would be enhanced via the
imposition of Soviet-style price controls?

What, then, affects investment? Along with interest rates and many non-price
factors, investment levels are greatly influenced by long-term price projections.
Mining companies, for example, do not base their capital investment plans on
the day-to-day fluctuations of ore prices. They base their investment decisions
on where they envisage ore prices to be in 10, 20, and 30 years’ time. With an
emissions-trading system in place, we would expect the majority of greenhouse-
gas-emitting firms to adopt the same long-term investment approach in relation to
greenhouse-gas abatement technologies. In other words, we would expect them
to predicate their investment decisions on the estimated long-term price trend of
greenhouse gases (Stern 2007; OECD 2008).

This raises the issue of how greenhouse gas prices are likely to vary over the
next four to five decades and how this might affect investment in greenhouse
gas-abatement technologies. Quite obviously, the long-term price trend of green-
house gases will depend heavily on the climate change policies that governments
implement. As indicated in Chap. 6, it will also depend on the rate of technologi-
cal progress; the growth rate of real GWP; and many other government policies
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that affect climate change damage costs and mitigation costs. Let’s assume that
an emissions-trading system is introduced and the cap on emissions is gradually
tightened in line with the emissions trajectory advocated by Anderson and Bows
(2008) to achieve a 450 ppm stabilisation target.”? Let’s also assume that there is
a fall in the demand for emissions permits that corresponds to a reduction in the
demand for non-renewable energy as per the sustainable emissions scenario (see
Table 4.2).

Given these assumptions, Fig. 7.9 provides an indication of what we might
expect in terms of short-term variations in the price of greenhouse gases (i.e., the
price fluctuations between annual permit auctions) and the long-term trend of real
greenhouse gas prices.’? The left-hand diagram shows the vertical section of the
Marginal Damage curve (MDEgTs) shifting to the left as the emissions cap is gradu-
ally reduced from Eg to E3. The narrowing of the gap between the MDgrs curves
reflects the reduction in required emissions cuts over time (i.e., deep initial cuts
and smaller cuts later on). At the same time, the upward-sloping section of the
Marginal Damage curve is likely to shift up at a decelerating rate (see Fig. 6.13),
albeit the high probability that the Marginal Benefit (MB) curve would intersect
the vertical section of the Marginal Damage curve means that the upward-slop-
ing section of the Marginal Damage curve is likely to be of little relevance.’! The
same left-hand diagram also shows the Marginal Benefit curve shifting to the left,
which reflects the gradual decline in the demand for emissions permits.

The price of emissions permits at the beginning of each time period is deter-
mined by the intersection of the Marginal Benefit and Marginal Damage curves for
each respective time period (PP to PP3). Although there is a gradual leftward shift
over time of the Marginal Benefit curve, we would expect the Marginal Benefit
curve to frequently shift up and down during each time period (i.e., between each
permit auction). These shifts, and their range, are denoted by the upward and
downward arrows along each MDgrs curve. It is because of these shifts that the
short-term price of emissions permits is likely to fluctuate significantly. This is
represented by the erratic price movements during each time period in the right-
hand diagram of Fig. 7.9.3? Despite these short-term price fluctuations, the right-
hand diagram indicates a more stable long-term price trend.

In what direction the long-term real price of emissions permits is likely to
move is a moot point. Given the extent of the emissions cuts initially required to
achieve a safe concentration of greenhouse gases, it is highly likely that real per-
mit prices would trend upwards for a considerable period of time (e.g., fp to #; in
Fig. 7.9).33 We would therefore expect a dramatic shift away from fossil fuel use
and a long period of robust investment in the use and development of greenhouse
gas-abatement technologies.

At some point, it is very likely that the fall in demand for emissions permits
would exceed the reduction in the available number of permits. Once this point is
reached (e.g., 73 in Fig. 7.9), real permit prices would begin to trend downwards,
just as we would expect the social cost of carbon to eventually fall in a steady-
state economic setting (see Fig. 6.13).3* The fall in permit prices would not, how-
ever, induce a collective shift back to fossil fuels or a widespread uptake of high
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greenhouse gas-emitting practices. There are three main reasons why. Firstly, the
very stringent emissions cap would prohibit any collective rise in greenhouse gas
emissions. Secondly, although some firms would be tempted to exploit lower real
permit prices and adopt high-emissions practices (i.e., by purchasing a large quan-
tity of low-priced permits), any aggregate increase in the demand for emissions
permits would precipitate a sharp rise in permit prices. Consequently, any incen-
tive for firms to exploit lower real permit prices would be immediately negated
by the price-increasing effect of the very tight emissions cap. Thirdly, by time 73,
the use of low-emissions technology would be the rule rather than the exception.
Indeed, much of the energy-supplying infrastructure would be of the low-emis-
sions variety. As a consequence, the adoption of high-emitting practices would
become extremely costly in the sense that the national economy would be incapa-
ble of readily and cheaply serving any desire that a firm might have to shift back
to high greenhouse gas-emitting practices.

7.5.2 Criticism # 2—Taxes Are Simpler to Implement
Than an Emissions-Trading System

A large number of people believe that an emissions-tax system is much simpler to
introduce and operate than an emissions-trading system. They therefore claim that
the tax system’s simplicity enhances its chances of success (e.g., Nordhaus 2005;
Humphries 2007). Moreover, they believe that the simplicity of a tax-based system
increases its political palatability, thus making it a preferred climate change solu-
tion within the decision-making fraternity.

There is no doubt that a tax-based system would eliminate some of the logisti-
cal tasks required of a government authority charged with administering an emis-
sions-trading system. These include regular public auctions of emissions permits
and the need to oversee the operation of an emissions permit market. However, as
mentioned, the presence of a tax-based system would require the central-govern-
ment authority to determine the nation’s appropriate emissions level (if not already
determined via international negotiation), and install an effective compliance
mechanism. More than this, the need to constantly set and charge a new emis-
sions-tax rate to achieve a pre-determined emissions target would entail a layer of
bureaucracy not required with an emissions-trading system in place. To make mat-
ters worse, linking the national system with a global emissions-tax system would
be complicated by the contaminating effect of fluctuating exchange rates on emis-
sions tax rates. The same would not occur with an emissions-trading system in
place because a global emissions target would be guaranteed by a global emissions
cap. That is, the emissions target would not be undermined by the potential impact
that fluctuating exchange rates would have on the cost of purchasing emissions
permits.
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Another perceived complication of an emissions-trading system is the belief
that anyone engaged in an activity that generates greenhouse gases must purchase
emissions permits. In addition, there is a belief that all greenhouse gas emissions
must be directly monitored by a central-government authority. As alluded to previ-
ously, this wouldn’t be the case in both instances. Only individuals and entities
directly involved in the emission of greenhouse gases and/or stipulated emissions-
generating activities would be required to purchase and acquit emissions permits.
Thus, very few consumers of a final product would be required to purchase per-
mits. Furthermore, only individuals and entities that must purchase permits would
have their emissions monitored or be required to report their emissions levels.
Whilst it is true that an emissions-trading system would force everyone to pay
higher prices to consume final goods and services, in most cases the price hikes
would entail firms transferring some of the cost from having to purchase emis-
sions permits to the next stage of the supply chain.3> At what point during the sup-
ply chain the cost of permit prices would be passed on would be governed by the
central-authority’s chosen point of obligation. This, in turn, would depend on the
point during the supply chain where greenhouse gas emissions and the acquittal of
permits are easiest to measure and monitor.

Perhaps the best way to think about the simplicity of the process is to visualise
the production and sale of timber furniture. Initially, the raw timber used to manu-
facture timber furniture is purchased by a timber mill from a logging company.
The timber mill then processes the raw logs and sells the processed timber to a
furniture manufacturer. The manufacturer, having produced the furniture, sells its
output to a furniture retailer. Finally, the retailer sells the timber furniture to con-
sumers. Throughout the process, the value of the service provided by each firm
(the logger, miller, manufacturer, and retailer) adds value of the initial service pro-
vided by the forest. Ultimately, the consumer, in paying the final price for tim-
ber furniture, pays for the cost of the timber used in its manufacture. He or she
does not initially purchase the timber. Nor, if there is a cap-auction-trade system in
place to regulate the rate of timber extraction, would a consumer of timber furni-
ture be required to purchase timber-buying permits.

A similar situation would occur with respect to a petrol-fuelled car. A driver
of the car would have no need to purchase the oil that is used to produce petrol.
Assuming that oil extraction is a designated emissions-generating activity requir-
ing the purchase and acquittal of emissions permits, the car-driver would have no
obligation to engage in the emissions-permit market. He or she would simply pay
a higher price to consume a litre of petrol. In this instance, only the oil companies
would be required to purchase and acquit emissions permits. Furthermore, the oil
companies, not the car-driver, would have their activities monitored.

Lastly, advocates of an emissions tax point to the presence of greenhouse-gas
offsets in most emissions-trading systems as further evidence of the latter’s com-
plexity. Although I believe that rigorously assessed offsets should be included
in an emissions-trading system, the incorporation of offset arrangements is not
mandatory. In any event, offsets can, as already shown, be incorporated into an
emissions-tax system. Hence, the potential to include greenhouse-gas offsets does
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not make emissions-trading systems any more complex than tax-based systems.
In sum, there is nothing inherently simpler about an emissions-tax system vis-a-
vis an emissions-trading system. Whilst a tax-based system does away with some
logistical functions and requirements, it includes a number of bureaucratic respon-
sibilities, such as the regular setting and charging a new emissions-tax rate, that
are not required to successfully operate an emissions-trading system.

7.5.3 Criticism # 3—Emissions-Trading Systems Often
Include Allowances for Carbon Offsets/Credits
that Are Vulnerable to Abuse

Critics question the validity of the greenhouse-gas offsets contained within many
emissions-trading systems by arguing that offset arrangements are vulnerable to
abuse. To support their argument, critics highlight cases where organisations have
engaged in dubious offset projects by exploiting the lack of effective oversight
typical of most offset arrangements (e.g., the Kyoto Protocol’s Clean Development
Mechanism).3® The failure of some offset projects has allowed many firms to
obtain carbon offsets/credits that far exceed any sequestration gains secured, thus
undermining the principal purpose of imposing emissions caps in the first instance.

Whilst abuse of offset arrangements cannot be denied, there are two points
worth making. Firstly, as explained earlier in the chapter, offsets/credits should
only be granted to firms if offset projects: (i) have been thoroughly and rigorously
assessed before obtaining approval; and (ii) can be continuously monitored to
ensure projected gains are realised. Short of this guarantee, greenhouse-gas offsets
should not be incorporated into an emissions-trading system.3’” Secondly, since
greenhouse-gas offsets can be incorporated into an emissions-tax system (e.g., by
way of tax credits/rebates), whatever deficiencies apply to the offset arrangements
found in emissions-trading systems apply equally to offset arrangements in tax-
based systems.

7.5.4 Criticism # 4—Emissions-Trading Systems Are Highly
Corruptible and Subject to Negative Influences
by Political Lobby Groups

Even if, in theory, emissions-trading systems can achieve desired greenhouse gas
objectives, there is a strong belief amongst some critics that emissions-trading sys-
tems will always fail because they are highly corruptible and subject to the self-
interested motives of political lobby groups (Grubb and Neuhoff 2005; Lohmann
2006). For example, it is argued that powerful lobbying and corruption can result
in: (i) the issuance of free emissions permits to certain industries and greenhouse
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Table 7.1 Equivalent concessions from corruption and/or effective lobbying

Emissions-trading system Emissions-tax system

* Grandfathering (initial issuance of free * Tax exemptions (tax-free emissions)
permits)

* Unsubstantiated greenhouse-gas offsets  Unsubstantiated greenhouse-gas offsets granted
granted in the form of additional free in the form of additional tax credits/rebates
permits

* Too many permits = excessive emissions  * Insufficient tax rate = excessive emissions
* Monitoring oversights = excessive * Monitoring oversights = excessive emissions
emissions

* Failure to extinguish permits in accordance * Failure to charge the emissions tax in
with actual emissions accordance with actual emissions

gas-emitting firms—a phenomenon referred to as ‘grandfathering’; (ii) the granting
of unsubstantiated greenhouse-gas offsets in the form of free additional permits;
(iii) the sale/issuance of too many permits, which results in an excessive level of
greenhouse gas emissions; (iv) monitoring oversights, which also contribute to
excessive emissions levels; and (v) the failure to extinguish emissions permits in
accordance with the greenhouse gas emissions of certain entities and organisations.

The fact remains that emissions-regulating systems of all types are vulnerable to
corruption and political influence. The relevant issue is whether emissions-trading
systems are more susceptible to corruption and political lobbying than tax-based
systems. This is a difficult to say. What can be said is that, for every potential con-
cession associated with emissions-trading systems, an equivalent concession can
be identified in relation to tax-based systems (see Table 7.1). For instance, in cases
where grandfathering can occur in the form of freely issued emissions permits, it can
also occur with a tax-based system in the form of tax exemptions (e.g., tax-free emis-
sions for certain industries and organisations). In Australia, where a carbon tax was
introduced on 1 July 2012, coverage of the tax was confined to certain industries and
specific forms of carbon emissions.® Excluded from the tax were household-trans-
port fuels; all forms of light-vehicles used for business purposes; and off-road fuel
use by the agriculture, forestry, and fishing industries (Australian Government 2012).
It is difficult to believe that the granting of these tax exemptions was the result of
anything other than the successful lobbying of industry-based pressure groups.

As for unsubstantiated greenhouse-gas offsets, these can be granted in a tax-
based system in the form of tax credits or rebates rather than free emissions per-
mits. Furthermore, while the public sale and/or issuance of too many permits can
lead to an excessive level of greenhouse gas emissions, so can a woefully inad-
equate emissions-tax rate aimed at appeasing powerful industry lobby groups.
Finally, the failure to extinguish emissions permits in line with greenhouse gas
emissions can be mirrored in a tax-based system by the failure on the part of a
government authority to appropriately charge the emissions tax.

Overall, there is no reason to believe that emissions-trading systems are any
more susceptible to corruption and political lobbying than tax-based systems.
Although there are questions hanging over many of the emissions-trading systems
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currently in operation, including whether some of the inadequacies are due to
political lobbying, there are as just many questions hanging over some emissions-
tax systems (e.g., the Australian carbon-tax system during the 2012-2014 period).

7.5.5 Criticism # 5—Emissions-Trading Systems Impose
an Emissions ‘Floor’ as Well as an Emissions Cap

It has recently come to the attention of some commentators that emissions-trading
systems not only set a cap on greenhouse gas emissions, but potentially impose an
emissions ‘floor’ below which emissions cannot fall (Denniss 2008; Brook 2009).
If this observation is correct, there are two impending problems with emissions-
trading systems. At the micro level, it means that actions taken by individuals to
reduce greenhouse gas emissions below the cap (e.g., the household installation of
solar panels) are rendered futile. At the macro level, it becomes virtually impos-
sible for a national economy to adjust over time to an optimal emissions trajectory
should the optimum exist at an atmospheric concentration of greenhouse gases
which is less than the safe concentration (see Fig. 6.14).3°

In what way can an emissions-trading system impose an emissions floor?
Consider Fig. 7.10. Let’s assume that the current price and quantity of green-
house gas emissions are determined by the intersection of the Marginal Benefit
(MB) curve and the Marginal Damage (MD) curve. This means that the price of
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Fig. 7.10 The argument that an emissions-trading system sets a ‘floor’ as well as a cap on green-
house gas emissions
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greenhouse gas emissions would be Py per tonne and the quantity of greenhouse
gas emissions would be Gg tonnes. Because G exceeds the safe emissions level,
the government introduces an emissions-trading system to cap greenhouse gas
emissions at Gj. The Marginal Damage curve now becomes vertical (MDEgTs)
at the capped quantity. This leads to a new equilibrium price for greenhouse gas
emissions of Py, which becomes the new market price for emissions permits.

Because of the substantial rise in the price of greenhouse gas emissions, the
generators of emissions react in two ways. Firstly, they purchase fewer emissions
permits and reduce their greenhouse gas emissions as best they can in the short-
run (Gy to Gj). This is represented by a movement along the Marginal Benefit
curve. Secondly, they undertake measures to substitute away from greenhouse gas-
intensive products and technologies in order to reduce their long-term demand for
emissions permits. This is represented by a leftward shift of the Marginal Benefit
curve to D’ and a further reduction in greenhouse gas emissions to Gy'.

At the prevailing permit price of Py, there is an excess supply of emissions
permits. The permit price subsequently falls to P,. As it does, the demand for
emissions permits rises, as represented by a movement along the D’ curve (Gp).
Consequently, greenhouse gas emissions return to the original level set by the
government (i.e., G» = Gy). In the end, everything the public does to reduce the
emission of greenhouse gases below the cap simply decreases the demand for
emissions permits; lowers permit prices; and induces an increase in greenhouse
gas emissions back to the capped level. Thus, individual action to reduce green-
house gas emissions below the cap becomes a pointless exercise.

There is no doubt that the potential exists for an emissions-trading system to
impose a floor as well as a ceiling on greenhouse gas emissions. However, whether
this eventuates depends on how the emissions-trading system is designed and oper-
ated. It also depends on the behaviour and purchasing intentions of permit hold-
ers. For instance, if emissions permits have a very long life—which I have argued
against—permit prices will continue to fall every time there is substantial action
taken to reduce greenhouse gas emissions. Consequently, the demand for emissions
permits will rise and total emissions will return to the capped rate. However, if per-
mits have a short, limited life (e.g., one year), any lowering of permit prices arising
from actions to reduce emissions is unlikely to induce a return to the capped rate of
emissions. The reason for this is that, as already explained, the actions of individu-
als and firms will be guided by long-term projections of real permit prices, which
will almost certainly be upwards for some time as the capped rate of greenhouse gas
emissions is vigorously tightened. What’s more, with emissions permits expiring one
year after every annual auction, there is no way that a firm can accumulate permits
(bought at a relatively low price) to shield itself from higher future permit prices.

Even in the short-run—that is, during the year between permit auctions—it
is worth pondering whether householders would massively increase their use of
carbon-intensive electricity simply because the price of emissions permits and,
presumably, the price of electricity has temporarily declined. Would, for example,
householders rush off to purchase electricity-hungry appliances to exploit a sin-
gle month of lower electricity prices? Would they abandon plans to invest in solar
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panels because, despite believing that the price of greenhouse gas emissions will
rise over the next decade or two, electricity prices have fallen one month prior to
the next public auction of emissions permits? I think not. As it is, people do not
directly benefit from using electricity. They benefit from the appliances powered
by electricity. Thus, if the weather is no colder or hotter than normal at the time
electricity prices are falling, people do not increase their use of air-conditioning
systems just because the cost of powering them has temporarily declined.

Much of the same logic applies to greenhouse gas-emitting firms. In general,
they will not boost production levels simply because the cost of emitting green-
house gases has temporarily fallen. Nor will they shelve plans to invest in low car-
bon-intensive capital goods because permit prices have dramatically declined just
short of an upcoming auction of new permits.

It is true that producers with the ability to hoard their goods may opportunisti-
cally increase production levels during periods when the price of emissions per-
mits is relatively low. However, firms have limited productive capacity and are
restricted in their ability to boost production levels during times of lower permit
prices. Furthermore, should enough firms adopt this operating strategy, the addi-
tional demand for permits would increase permit prices, thus negating the benefit
that the strategy would otherwise deliver (see the effect of a temporary rightward
shift of the Marginal Benefit curve in Fig. 7.6).%

Another important factor that critics overlook is that many firms will purchase
more permits than they anticipate needing to ensure they are not devoid of permits
and/or forced to pay exorbitant permit prices to continue operating just prior to a
permit auction. Consequently, nearing an auction of new permits, it is likely that
there will be a temporary ‘glut’ of unused permits. If so, permit prices are likely
to drop just prior to their expiration date—although, as explained, if enough firms
hold out to exploit these favourable circumstances, the fall in permit prices could
be minimal.*! Assuming a price plunge, a massive increase in greenhouse gas
emissions is unlikely to occur for the reasons outlined above. Indeed, it is almost
certain that many emissions permits would go unused, thus suggesting that the
quantity of greenhouse gas emissions generated during any year is likely to be less
than the cap imposed on emissions for that year.

Do the unused permits constitute an unnecessary cost to society? Not at all.
Whilst the unused permits qualify as a cost in the sense that greenhouse gases
that could have been safely emitted were not generated, the cost serves as a form
of ‘insurance’, which is borne by the firms left with the expired permits. In this
sense, the cost does not differ to any other insurance cost which, like all insurance
costs, is willingly incurred because the benefits of the insurance—in this case, not
running out of permits—outweigh the costs of being left with unused permits.

There is one final reason why the actual quantity of greenhouse gas emissions
is likely to be less than the emissions cap. Unlike an emissions tax, an emissions-
trading system enables individuals and environmental groups who would prefer
very low emissions levels to purchase emissions permits and not use them. With
an emissions tax, there is nothing these individuals can do to prevent emissions
levels exceeding a safe rate. Admittedly, following the imposition of an emissions
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tax, the increased cost of emitting a tonne of greenhouse gases remains intact
regardless of how firms and individuals respond to the tax (unlike declining permit
prices). As such, individual action to help reduce greenhouse gas emissions is not
immediately negated. But it maybe negated eventually. As explained a number of
times, a tax cannot regulate the aggregate quantity of greenhouse gas emissions.
Because the savings generated by the initial reduction in emissions (lower tax
bills) are likely to be spent on goods and services, it is highly probable, particu-
larly if there is an over-riding desire to grow the national economy, for the ensu-
ing increase in the volume of economic activity to overwhelm the positive effect
of the actions taken to reduce greenhouse gas emissions (the Jevons’ Paradox). If
this occurs, total emissions would eventually rise above the pre-action level. The
same situation would not occur with an emissions-trading system installed, since
the pre-action level of greenhouse gas emissions is capped.

Altogether, with an effective emissions-trading system in place, individual and/
or collective action that takes the form of permit purchases and the subsequent
non-use or destruction of them would unquestionably reduce greenhouse gas emis-
sions. As for individual action designed to reduce one’s long-term greenhouse gas
emissions, it is also likely to reduce total emissions if it is premised on the expec-
tation that real permit prices will trend upwards for a lengthy period of time. In
addition, so long as permits have a short lifespan, many of the emissions permits
freed up in the short-run by emissions-reducing actions will expire unused. There
is, therefore, every reason to believe that actions taken to reduce greenhouse gas
emissions will bring about an emissions level that is below the emissions cap.

7.5.6 Criticism # 6—Emissions-Trading Systems Promote
Speculative Trading Behaviour

One of the basic premises underpinning the efficacy of an emissions-trading system
is the belief that permit prices can help a nation achieve its emissions targets in the
most efficient manner. Although no market price is ever a perfect reflection of mar-
ginal benefits and marginal costs, if only because marginal benefits and marginal
costs are never fully internalised by markets, market prices are inevitably distorted
if individuals engage in markets for the sole purpose of capturing economic rents—
that is, if they purchase something in the belief that its price will rise and that,
through possession and a later sale, they can earn windfall profits. The distortion
arises because the windfall profits do not reflect any genuine creation of real wealth.
Hence, economic rents constitute ‘unearned income’. Crucially, it is the prevalence
of economic rents in some markets that promotes speculative trading behaviour.

In Chap. 3, it was explained that economic rents invariably emerge when there
is a powerful scarcity influence on the supply-side of a market that exerts upward
pressure on prices. Because an emissions-trading system involves the deliberate
imposition of an emissions cap—which serves as an artificial supply-side con-
straint—many argue that the system lends itself to the speculative buying and
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selling of emissions permits (e.g., Spash 2010). They therefore believe that a dis-
torted market price for emissions permits is inevitable, which impedes the efficient
achievement of emissions targets. Furthermore, they raise concerns that permit
price distortions lead to price bubbles (grossly inflated permit prices), which have
the potential to destabilise permit markets.

Again, whether an emissions-trading system promotes speculative behaviour
depends on how the system is designed and operated. Should emissions permits
have a one-year lifespan, as I have recommended, it is almost impossible to profit
substantially through speculation, since earning economic rents requires permits
to maintain their inflated value. Yet any inflated value that permits might gain over
a given year vanishes the moment they expire. Even within the year, there is no
guarantee that permit prices would rise. Indeed, as I have pointed out, there is a
strong likelihood that permit prices would decline towards the end of a year—the
very time speculators would be endeavouring to procure their windfall profits.

Of course, whenever an asset is created that can potentially be bought and
sold for profit, there will always be some people willing to engage in speculative
trading behaviour. In the case of a well-designed emissions-trading system, the
number of speculators is likely to be small. Consequently, I would expect any dis-
tortionary effect that speculators might have on permit prices to be negligible.

7.5.7 Criticism # 7—Emissions-Trading Systems Allow
Big Firms to Buy a Large Quantity of Permits
to Control Markets

Virtually all existing emissions-trading systems allow a single entity or individual
to purchase as many emissions permits as they can afford. Given that most eco-
nomic activities result in the generation of greenhouse gases, the ability to possess
a large quantity of emissions permits allows large-scale permit holders to exert an
undue influence on many product markets. To prevent this, an effective emissions-
trading system would limit the number of emissions permits that any one person
or entity can possess. Hence, concerns about emissions-trading systems conferring
market power to large corporations apply to poorly-designed emissions-trading
systems. They do not apply to the type of system being recommended in this book.

7.5.8 Criticism # 8—Countries Requiring More Growth
Are Less Likely to Agree to an Emissions Cap
Than an Emissions Tax

In view of the positions taken by many low-GDP nations at recent climate change
conferences, there is a widespread belief that they are more likely to agree to an
emissions tax than an emissions cap (Kahn and Franceschi 2006). The reason why
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low-GDP nations would prefer an emissions tax is difficult to fathom. One of the
reasons given is that low-GDP nations regard climate change as a problem largely
created by the excessive generation of greenhouse gases by high-GDP countries.
Thus, low-GDP nations consider it unfair that they should make substantial sac-
rifices in the form of emissions cuts when they urgently need to grow their econ-
omies over coming decades. Consequently, they remain wary of an international
agreement—such as a global emissions-trading system—that might unduly limit
their greenhouse gas emissions. On the other hand, low-GDP nations appear more
receptive to an emissions tax, particularly if the tax is set at a lower rate than it is
for high-GDP countries and is accompanied by financial incentives to help low-
GDP nations move towards low-emitting production methods.

May I begin my response by saying that I agree with the view that the past
emissions of high-GDP countries are essentially to blame for the current climate
change crisis. Hence, there are valid reasons why high-GDP countries should bear
the greatest burden when it comes to emissions cuts. At the same time, there is
no escaping the fact that low-GDP countries must play a role in achieving a safe
atmospheric concentration of greenhouse gases. For some low-GDP countries, this
may imply acceptance of emissions cuts, albeit smaller cuts initially than those
required of high-GDP countries, whereas, for severely impoverished nations, it
may imply a period of emissions growth before having to reduce emissions.

Either way, to contribute towards a safe atmospheric concentration of green-
house gases, low-GDP countries will need to meet specific emissions targets. The
fact that low-GDP countries may be more willing to accept an emissions tax when,
as shown, a tax does not compel a nation to meet an emissions target raises the
concern that low-GDP countries are not committed to resolving the climate change
crisis. But, then, why wouldn’t a nation accept an emissions-trading system if it is
more likely to achieve an emissions target than an emissions tax? My only answer
is that an emissions tax leaves open the possibility of a nation exceeding an emis-
sions target without having to incur a harsh penalty, notwithstanding the fact that
domestically-located firms would have to pay more tax.

In no way do I want to give the impression that the failure of UNFCCC Parties
to establish an effective emissions protocol can be solely attributed to the intransi-
gent behaviour of low-GDP countries. The obstructive actions of many high-GDP
countries at UNFCCC conferences is testimony that few of them seem genuinely
committed to cutting emissions to the extent required to achieve a safe atmos-
pheric concentration of greenhouse gases. Indeed, some high-GDP countries
appear hell-bent on sabotaging efforts to reach a desirable outcome.

This aside, should low-GDP countries (and some high-GDP countries) only be
prepared to accept the imposition of an emissions tax, it may be more fruitful to
institute an emissions-tax regime in some countries before making the transition to
a global emissions-trading system. Whatever the case, the greater likelihood of the
world’s countries agreeing to an emissions tax should not be seen as justification
for maintaining an emissions-tax regime and abandoning efforts to install a global
emissions-trading system. The bottom line is that only the latter will achieve a safe
concentration of greenhouse gases at lowest cost.



7.5 Refuting the Main Criticisms of Emissions-Trading Systems 329

7.5.9 Criticism # 9—Emissions-Trading Systems so Far
Instituted Have Failed to Significantly Reduce
Emissions

A number of emissions-trading systems have been implemented in different coun-
tries and in one region of the world. Some of the better-known systems include
the European Union Emissions Trading System (EU-ETS), the United Kingdom
Emissions Trading Scheme (UK-ETS), the Japanese Voluntary Emissions Trading
Scheme (JVETS), and the New Zealand Emissions Trading Scheme (NZ-ETS).*2
In each case, the system has failed to reduce greenhouse gas emissions much
beyond the targets imposed by the Kyoto Protocol. In addition, the price of green-
house gases has failed to reach the heights needed to induce a widespread shift to
low-carbon technologies. On top of this, the above systems contain flawed green-
house-gas offset arrangements (Block 2008). Critics cite these examples as proof
that emissions-trading systems are inherently incapable of resolving the climate
change crisis.

I will be the first to admit that the emissions-trading systems so far instituted have
not been very successful. However, there is a good reason for this—all such systems
have been inadequately designed, implemented, and operated. None of them resem-
ble the type of emissions-trading system recommended in this chapter. For example,
Phase I of the EU-ETS (1 January 2005 to 31 December 2007) covered just 11,500
heavy energy-consuming installations in the power generation and manufacturing
industries which were responsible at the time for a mere 40 per cent of all green-
house gas emissions in the European Union (European Commission 2008). Alas, for
all its lack of coverage, too many emissions permits were issued to these organi-
sations of which around 95 per cent of the permits were allocated free of charge.
Consequently, permit prices were too low to encourage a broad regional shift to
low-carbon technologies and production methods (Skjazrseth and Wettestad 2008).
Worse still, despite a collapse in permit prices from €30 in April 2006 to just €0.10
in September 2007, a German electricity company was able to earn $US6.4 billion
during Phase I of the EU-ETS by charging the market value of permits it originally
received for free (Spash 2010; Martinez and Neuhoff 2005; Hepburn et al. 2006).

Phase II of the EU-ETS (1 January 2008 to 31 December 2012) included some
minor improvements on Phase I, such as the issuing of 6.5 per cent fewer emis-
sions permits and a reduction in the number of permits issued free of charge
(European Commission 2008). However, the coverage of greenhouse gas-emit-
ting entities remained inadequate, whilst the number of circulating permits still
exceeded the quantity necessary to markedly reduce emissions (Spash 2010).

Can we conclude that emissions-trading systems are inherently defective? I
don’t believe so. Perhaps it would be more accurate to say that it will always be
difficult for policy-makers to implement a truly effective emissions-trading system,
particularly at the global level. If so, this does not prove that emissions-trading
systems have an inherent weakness. What ultimately matters is that an emissions-
trading system must be well designed and operated to be effective. Provided the
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global community is genuinely committed to achieving a safe atmospheric concen-
tration of greenhouse gases in the most efficient and equitable manner, I see no
good reason why are a global emissions-trading system of the type to be outlined
in Chap. 10 would not be widely accepted and implemented.

7.6 Further Ecological Economic Reasons for Preferring
an Emissions-Trading Systems Over an Emissions Tax

So far, the comparison between an emissions-trading system and an emissions tax
has been conducted from a largely mainstream economic perspective. In this sec-
tion of the chapter, I will continue the case for an emissions-trading system by
adopting a strict ecological economic position. To do this, I will alter some of the
basic assumptions of the mainstream framework to take account of the concrete
realities revealed in Chaps. 5 and 6. At the same time, I will also demonstrate that
an emissions-trading system can be incorporated into a comprehensive policy
framework aimed at achieving sustainable development. That is, I will show that
an emissions-trading system can help resolve the three crucial goals of ecological
sustainability, distributional equity, and allocative efficiency.

7.6.1 Ecological Sustainability

As explained many times throughout this book, achieving ecological sustainability
requires the entropic rate of throughput (i.e., the input of low-entropy resources
and the output of high-entropy wastes) to remain within ecosphere’s regenera-
tive and waste-assimilative capacities.*> From a climate change perspective, this
means stabilising the atmospheric concentration of greenhouse gases at no more
than 450 ppm of CO»-e. To achieve this, emissions targets must be met. Moreover,
the policy mechanism instituted to meet such targets must be capable of achieving
‘quantity certainty’. From what we have seen so far, an emissions tax cannot do
this. Conversely, an emissions-trading system can.

There were, however, two weaknesses associated with the analysis undertaken
earlier in this chapter. Firstly, the analysis was conducted on the assumption that a
central-government authority can accurately estimate the costs relating to climate
change damages and the mitigation measures needed to reduce greenhouse gas
emissions. Furthermore, it was assumed that the authority can calculate the mar-
ginal benefits of emitting greenhouse gases. Yet, as explained in Chaps. 5 and 6,
a central-government authority is incapable of predicting future rates of techno-
logical progress, the co-benefits of mitigation measures, and eventual changes in
resource scarcity and resource prices. Hence, it cannot know the exact wherea-
bouts of the Marginal Benefit and Marginal Damage curves.
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Secondly, the earlier analysis was predicated on a mainstream economic per-
spective. Hence, it was assumed that it is socially optimal to set an emissions cap
or emissions tax at the point where the Marginal Benefit and Marginal Damage
curves intersect. Importantly, this pre-supposed that the so-called ‘efficient’ rate
of greenhouse gas emissions coincided with a safe emissions trajectory. However,
as explained numerous times, allocative efficiency does not guarantee ecological
sustainability. Consequently, it is possible for the efficient rate of greenhouse gas
emissions to exceed the rate needed to stabilise the atmospheric concentration of
greenhouse gases at no more than 450 ppm of CO;-e.

If we now assume ignorance on the part of a central-government authority and
the need to limit greenhouse gas emissions to a safe rate, it makes a significant
difference to our earlier analysis. To show how, consider Fig. 7.11, where a com-
parison is made between an emissions-trading system and an emissions tax on the
assumption that: (i) the position of the Marginal Benefit curve is unknown; and
(i1) in order for a nation to make a contribution towards a safe concentration of
greenhouse gases, it must limit its greenhouse gas emissions in the current year to
90 tonnes. As can be seen from Fig. 7.11, 90 tonnes is 70 tonnes less than the effi-
cient level of 160 tonnes of greenhouse gas emissions.**

If the central-government authority employs an emissions-trading system, the
approach it adopts is straightforward—it sets an emissions cap by auctioning 90
emissions permits.*’ Because the Marginal Damage curve is vertical at the emis-
sions cap (MDgrs), the permit price is determined by the intersection of the
MDgts curve and the ‘true’ Marginal Benefit curve (MBTrue).46 Hence, the going
price for a permit is PP+, which is much higher than the efficient price of $W.

Why is the permit price determined by the intersection of the MDgrs and
MBrpye curves? As explained in Chap. 6, even if the central-government authority
does not know the position of the Marginal Benefit curve, individual greenhouse
gas-emitting firms will be acutely aware of the marginal benefits (marginal prof-
its) they enjoy from emitting greenhouse gases. Being cognisant of their own mar-
ginal benefits and the number of permits available for sale, individual firms will
reveal their permit-buying intentions at and between each permit auction. These
intentions determine the permit price and, thus, the quantity of greenhouse gases
each firm generates. Assuming that all three firms are profit-maximisers, we would
expect ABC Ltd, JKL Ltd, and XYZ Ltd to respectively emit 50, 30, and 10 tonnes
of greenhouse gases during the current year. I should point out that if one or more
of the three firms have objectives that do not involve the maximisation of prof-
its, the share of the greenhouse gas emissions generated by the three firms would
more than likely differ. However, the total would not exceed 90 tonnes.

Should an emissions tax be employed to achieve a target of 90 tonnes of green-
house gas emissions, the eventual emissions levels would remain at the discre-
tion of the greenhouse gas-emitting firms, since they are free to generate whatever
quantity of greenhouse gases they desire so long as they are willing to pay the
emissions tax. Assuming that all greenhouse gas-emitting firms are profit-maxim-
isers, each firm will emit up to the level where the tax rate equals the marginal
profit of the last tonne of greenhouse gases generated. In other words, each firm
will determine their emissions level based on their mbry,e curves.
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Recognising this, but not knowing the actual location of the mbTy,e curves, a
tax-setting government authority must estimate the position of the marginal ben-
efit curves of each firm and the Marginal Benefit curve prevailing in the market.
It must then set the tax rate based on the estimated position of the curve (MBgyg).
If we assume, as in Fig. 7.11, that the authority has underestimated the position
of the Marginal Benefit curve (i.e., the MBEgg curve is to the left of the MBryye
curve), it will set a tax rate of tax« to achieve the safe level of greenhouse gas
emissions. However, at this tax rate, ABC Ltd, JKL Ltd, and XYZ Ltd will emit
70, 45, and 25 tonnes of greenhouse gases respectively. In total, 140 tonnes of
greenhouse gases will be emitted, which is 50 tonnes above the safe level.

Clearly, in these circumstances, the tax rate will be insufficient to achieve the
target level of emissions despite the authority knowing what the safe level is.
Indeed, even if the authority could correctly estimate the position of the Marginal
Benefit curve, it would still have to rely on each greenhouse gas-emitting firm
being a profit-maximiser. This is because firms with alternative objectives might
emit more greenhouse gases, pay the extra tax, and forego some short-term prof-
its. In the process, the total quantity of emissions would exceed the safe level.
Crucially, should firms have the same alternative objectives but be operating under
an emissions-trading system, the authority’s emissions target would not be threat-
ened.*’ Instead, the increased desire to emit greenhouse gases would lead to a
heightened demand for emissions permits and a permit price above PP:.*®

This, then, begs the question: Why would a suitably resourced authority rely
on a tax to achieve an emissions target that can be realised with absolute certainty
with an emissions-trading system? Employing an emissions tax is like trying to
hit a bull’s-eye whilst being blind-folded when you have the option of seeing the
dart-board and placing the dart wherever you like. Given the primacy of ecological
sustainability, there is no doubt that the biggest problem with an emissions tax is
that it cannot achieve quantity certainty—something that an effective emissions-
trading system can always guarantee and something that is paramount if stabilisa-
tion at a safe concentration of greenhouse gases is ever to be realised.

7.6.2 Distributional Equity

In Chap. 3, a number of policies were outlined to achieve distributional equity.
One of the policies involved a maximum income limit on the rich to limit the
range of income inequality between a nation’s richest and poorest citizens. To
recall, achieving this requires a 100 per cent marginal tax rate on incomes above a
certain income threshold.

Although the price paid for emissions permits effectively constitutes a tax, an
emissions-trading system could never be relied on to set and impose a maximum
limit on personal incomes. However, because of two factors, it could be harnessed
to help reduce the income gap between rich and poor. Firstly, a government’s abil-
ity to limit the range of income inequality depends, in part, on its ability to tax the
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economic rents generated by economic rent-earning assets, which are dispropor-
tionately owned by the rich. Secondly, one of the important features of an emis-
sions-trading system is its capacity to capture the economic rents generated by the
restriction it places on the rate of greenhouse gas emissions.

How do these two factors help a government bridge the income gap between
rich and poor? A key feature of an effective emissions-trading system is that it
artificially creates economic rents (scarcity rents) by internalising an ecologically-
determined constraint into the price of emissions permits. It does this by capping
the number of permits to ensure the rate of greenhouse gas emissions is consist-
ent with a safe atmospheric concentration of greenhouse gases. At the same time,
an emissions-trading system captures the very economic rents it creates by forc-
ing individuals and entities to purchase the limited number of permits on offer.
Furthermore, provided the emissions permits have a short lifespan, as I have rec-
ommended, an effective emissions-trading system eliminates any economic rents
that a permit owner might earn from selling the permits later on at inflated prices.

Importantly, by ensnaring the economic rents it creates, an emissions-trading
system is able to generate the revenue or spending room that a government can
exploit to fully or part-finance a number of equity-improving initiatives.*” These
include: (i) reductions in the marginal tax rates on low incomes; (ii) the establish-
ment of a Job Guarantee to achieve full employment—a vital policy given that
low-income people would be most affected by the employment implications of an
emissions-trading system; (iii) the construction and low-cost provision of a wide
range of high-quality public goods and critical infrastructure; and (iv) in the case
of high-GDP countries, the transfer of aid money to impoverished nations. Hence,
rather than provide opportunities for the rich to get richer, an emissions-trading
system can help reduce the income gap between rich and poor, both within and
across nations. Overall, since the government sale of emissions permits has the
same revenue-earning potential as an emissions tax, an emissions-trading system
can contribute equally well towards achieving the goal of distributional equity.

7.6.3 Allocative Efficiency

As we have seen, by auctioning a limited number of emissions permits and sub-
sequently allowing the permits to be bought and sold in a permit market, an
emissions-trading system generates a market price for greenhouse gas emis-
sions. Significantly, an emissions-trading system provides not one, but two key
price signals that an emissions tax does not. The first is a short-term price signal
that is represented by the day-to-day fluctuation in the price of circulating emis-
sions permits. It is the short-term variation in permit prices that allows individuals
and firms to make immediate and effective adjustments in response to changing
demand-side and supply-side forces in the permit market.

The second is a long-term price signal that exists in the form of the probable
trend change in permit prices. Since the central-government authority would
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publicise its intention to gradually tighten the emissions cap, we would, as Fig. 7.9
showed, expect real permit prices to trend upwards for a considerable period of
time. This would encourage individuals and firms to substitute away from fos-
sil fuels and invest in the development and uptake of greenhouse gas-abatement
technologies. Not only would this help a nation efficiently meet its greenhouse
gas-emissions targets, it would generate additional efficiency benefits, such as
reductions in the energy-intensity of economic activity.

Conversely, should the central-government authority set a fixed emissions-
tax rate, the short-term variation in the price of greenhouse gas emissions would
be precluded. Such inflexibility would impede short-term effective responses to
changing market conditions. Of course, the central-government authority could
overcome this inflexibility by varying the emissions-tax rate on a regular basis.
However, because the authority would not know the marginal benefits and mar-
ginal damage costs associated with greenhouse gas emissions, the adjusted tax rate
would fail to maximise the effectiveness with which individuals and firms respond
to changing market circumstances.

As for the long-term price signal, a central-government authority could increase
the emissions-tax rate over time to induce the development and uptake of green-
house gas-abatement technologies. The problem the authority would face on this
occasion is that it would not know how quickly and to what level the tax rate
should be increased. Although the authority could set the tax at a very high rate in
an effort to prevent a particular emissions level from being exceeded, if the tax is
set too high, some allocative efficiency would be unnecessarily sacrificed. This is
something that an emissions-trading system would not do because permit prices
automatically adjust in line with changing demand-side and supply-side forces in
the permit market—no more, no less. >0

In the end, an effective emissions-trading system would achieve emissions tar-
gets much more efficiently than an emissions tax. This should scarcely come as
a surprise, even to mainstream economists. After all, it is widely recognised that
markets have unique efficiency-facilitating qualities that stem from their unrivalled
capacity to generate price signals that rapidly respond to changes in demand-side
and supply-side market forces, including, in the case of an emissions-trading sys-
tem, a regulated supply-side force (i.e., an emissions cap).

7.7 The Need for Additional Government Intervention

In this chapter, I have endeavoured to put forward the case for an emissions-trad-
ing system to help resolve the climate change crisis. We have seen that one of the
main advantages of an emissions-trading system over an emissions tax is that it
can achieve quantity certainty and thus guarantee a safe atmospheric concentration
of greenhouse gases. At the same time, it can generate a greenhouse gas price to
facilitate the cost-effective realisation of greenhouse gas emissions targets.
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An important aspect worth recognising is that the greenhouse gas emissions
price generated by the initial sale and the subsequent trade in emissions permits
merely ‘facilitates’ efficient market outcomes. It does not guarantee the most cost-
effective mitigation solutions. Mind you, if it were possible to set an emissions tax
rate equal to the going price of emissions permits, it would also fail to guarantee
efficient market outcomes. The reason for this was explained at some length in
Chap. 6—simply assigning a price to greenhouse gas emissions does not guarantee
the realisation of all economically viable abatement potential.

There are various reasons for this. One of them, as previously highlighted, is
that a range of financial capital constraints, hidden costs, and complex interac-
tions between various mitigation technologies can obstruct the implementation
of economically viable mitigation strategies (Ekins et al. 2011). Other reasons
include: (i) a lack of financial incentives over and above a price on greenhouse
gas emissions to promote the development and uptake of low-emissions technolo-
gies (Johnstone 2002; Menanteau et al. 2003; IPCC 2007d); (ii) the public goods
feature of many forms of knowledge, which can lead to insufficient research and
development; the under-provision of low-emissions infrastructure; and a dearth
of information on viable, energy-efficient options (Popp 2004; Stern 2007, 2009;
Garnaut, 2008); and (iii) ‘carbon leakage’, which can arise when emissions-inten-
sive forms of production are relocated to countries with an inadequate price on
greenhouse gas emissions and/or countries completely devoid of emissions targets
(Saddler et al. 2006; OECD 2008; Ekins et al. 2011; Henson 201 1).51

Although an emissions-trading system out-performs a non-market-based mech-
anism when it comes to cost-effectively reducing greenhouse gas emissions, this
does not mean that other non-market-based policies should be overlooked. In
some cases, non-market-based instruments can improve the efficiency of trad-
ing mechanisms by addressing market imperfections and non-market barriers
(Sorrell and Sijm 2003; Sijm 2005).% This is particularly so in low-GDP coun-
tries and former-communist nations which lack effective market-based institutions
(Blackman and Harrington 2000; Sterner 2003; Harrington et al. 2004b). In other
instances, firms not particularly responsive to market-generated price signals can
be spurred on by carefully crafted regulations and energy-efficiency standards to
dramatically reduce the emissions intensity of their operations. These include pub-
licly-owned enterprises and firms operating in relatively non-competitive market
settings (Witzold 2004; Montero 2005; Freeman and Kolstad 2006).

Because of these realities, achieving emissions targets in the most cost-effective
manner will require additional government intervention to overcome the market
imperfections that currently discourage and/or impede the development and uptake
of low-emissions technologies. Consequently, any such government intervention
should be seen as a means of assisting an emissions-trading system to realise the
efficient outcomes it has been specifically designed to achieve. It should not be
viewed as an anti-market policy response (Stern 2009).

With this in mind, what complementary forms of intervention might a govern-
ment engage into cost-effectively achieve emissions targets? There are many, but
given the urgent need to drastically reduce greenhouse gas emissions, a number
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of them must be aimed at boosting research and development in low-emissions
technologies. Government intervention is needed in this area because many of the
new technologies/knowledge generated by research and development have public
goods characteristics (Popp 2004). To recall from Sect. 3.5.1, the use of a public
good by one person does not preclude someone else from using it (non-rivalry).
In addition, without government intervention, it is impossible to prevent someone
from using a public good should they not pay for its use (non-excludability). In
the case of knowledge, creators of new knowledge incur a charge equal to the cost
of the resources expended to create it. However, the users of the new knowledge
incur little or no cost at all. Hence, the additional or marginal cost of supplying
new knowledge is effectively zero.

Given its public goods nature, economic logic dictates that all new knowledge
should be freely available for everyone to exploit. The dilemma, however, is that
whilst some people have sufficient resources to create new knowledge and to gen-
erously make it available to the rest of society, most people or organisations do
not. Thus, in order to render the creation of new technologies economically viable,
the creators of the technologies need to secure an adequate financial return on their
investment. Alas, no financial returns are possible if the technologies can be freely
used by others.

In Chap. 3, I pointed out that incentives to create new technologies are gen-
erally offered by governments in the form of patents and copyright laws which,
for a period of time, allow the creators of new technologies to profit from their
exclusive use. I also highlighted two negative implications of patents—firstly, they
deprive individuals and organisations from the use of cost-effective technologies;
secondly, they restrict the ability of organisations to use new technologies for the
social good and/or to make further technological breakthroughs. Neither of these
negative side-effects is desirable at a time when greenhouse gas emissions must
be markedly reduced. I would therefore reiterate my call for the introduction of
‘intellectual royalty rights’, which would ensure complete access to new technol-
ogies whilst rewarding the creators of new technologies with a royalty payment
each time the technologies are used. In many cases, the royalty payment would
involve individuals and organisations having to purchase a licence to secure unlim-
ited access to a new technology for a specified period. In all, intellectual royalty
rights would provide the incentive for firms to generate new technologies without
placing undue restrictions on their application.

Because of uncertainties about costs and eventual returns on investment, intel-
lectual royalty rights would not, however, be sufficient to ensure adequate research
and development in low-emissions technologies. For this reason, governments
must increase their direct funding of research and development activities (e.g.,
public research centres, public-private research partnerships, and science and engi-
neering education and training), which is currently at less than acceptable levels.
Governments should also stimulate greater private-sector research via the intro-
duction of research subsidies, capital grants, tax credits/rebates, and research seed-
funding (Popp 2004; Anderson 2006; IPCC 2007d; OECD 2008).53
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It is one thing to increase research and development into energy-efficient and
low-emissions technologies. It is another to induce households, firms, and organi-
sations to take up new technologies. Although a price on greenhouse gas emis-
sions can help enormously in this regard, the presence of market failures and of
institutional and financial capital barriers referred to above call for governments to
provide greater deployment support to the private sector, especially with regards
to the uptake of fledgling technologies with proven benefits, and even more so in
cases where benefits emerge from learning-by-doing (Stern 2009). Some of the
measures capable of increasing the uptake of low-emissions technologies include
investment tax credits/rebates (Stern 2007; IPCC 2007d; TARU 2009); low-inter-
est loans; feed-in tariffs to reward the generation of low-emissions electricity
(Ackermann et al. 2001; Menanteau et al. 2003; Anderson 2006); and procurement
policies to guarantee a sufficient market for goods and services generated from the
use of low-carbon production methods (Anderson 2006; Stern 2007).

Unfortunately, even if governments offered these inducements, the potential
uptake of low-emissions technologies is unlikely to be fully realised if households
and private and public organisations remain ignorant of emerging new technolo-
gies and the costs and benefits associated with their use. To overcome this, gov-
ernments need to provide easy and free access to relevant information. They also
need to establish demonstration centres and websites that exhibit new technolo-
gies and offer accurate and up-to-date technical advice (Garnaut 2008). Access to
useful information can also be increased through product-labelling laws requiring
energy-efficiency and emissions ratings to be displayed on selected goods (IPCC
2007d).

Finally, as explained a number of times, much of the infrastructure and capital
goods required to make the transition to a low-emissions economy will have pub-
lic goods characteristics. It is therefore unlikely that the private sector will provide
these goods in sufficient quantities. This is especially the case with respect to the
infrastructure and related transmission and supply networks of the energy, electric-
ity, and transportation industries (Stern 2007, 2009). Hence, much of the future
investment in low-emissions infrastructure will need to be undertaken by govern-
ments, just as governments were prominent in establishing the fossil fuel-domi-
nant infrastructure in the industrialised world during the early and middle parts of
the 20th century.

Given the growing scarcity of natural resources and limits on national produc-
tive capacity, crucial political choices will have to be made regarding the alloca-
tion of the incoming flow of natural resources to the private and public sectors of
the economy—sometimes referred to as the macro-allocation of natural resources
(Daly and Farley 2004).3* In my opinion, resolving the climate change crisis will
require greater involvement of governments, not less. Consequently, the citizens of
all nations will need to consider how many and what types of private goods they
are willing to forego to produce the public goods required to enjoy a high quality,
low-emissions (ecologically sustainable) life-style. Bear in mind, this choice has
greater ramifications for the high-GDP nations facing the prospect of having to
reduce their real output when making the transition to a qualitatively-improving
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steady-state economy (Lawn 2011). Furthermore, increases in government infra-
structural investment and many of the above-listed financial inducements will also
be necessary to boost climate change adaptation activities, which are required to
minimise the total damage costs of climate change (see Fig. 6.2). It is also worth
adding that the inability of the governments of low-GDP nations to provide public
goods in sufficient quantities means that high-GDP countries will need to com-
mit funds and newly-developed technologies to assist poor nations in their mitiga-
tion and adaptation endeavours—a theme I will revisit many times throughout the
remainder of the book.

As for other international factors, such as the shift of emissions-intensive forms
of production to low-cost nations, there are, as I argued in Chap. 3, good reasons
to allow governments to impose ‘compensating’ tariffs on imported products
to avert the problem of carbon leakage and industrial flight. Since my aim is to
outline a global emissions-trading system in the context of a new global climate
change protocol, I will deal with these international factors in upcoming chapters.

Notes

1. Since an emissions-trading system is effectively a specifically designed cap-
auction-trade system, many of its basic features are similar to those outlined
in relation to cap-auction-trade systems in Chap. 3.

2. Eligibility would be restricted to individuals and organisations that have not
been barred from participating in public auctions or in possession of the maxi-
mum allowable number of permits.

3. There are many observers who believe there should be no time restriction on
the use of emissions permits (e.g., Garnaut 2008). The basis for this is two-
fold: (i) the hoarding of permits does not breach emissions budgets; and (ii)
it reduces the cost of achieving emissions targets (i.e., increases the efficiency
of an emissions-trading system) by allowing permit holders to hoard or bank
permits and use them when they have their greatest value. It is certainly true
that having longer life permits increases the flexibility and efficiency of an
emissions-trading system. However, as stipulated at the beginning of the
chapter and earlier in the book, an emissions-trading system needs to be based
on the principles of ecological sustainability, distributional equity, and alloca-
tive efficiency. As we shall see, allowing permit holders to hoard their per-
mits promotes speculative behaviour, which, in turn, allows windfall profits
or economic rents to be earned. This is not only inequitable, but price-distort-
ing—the latter of which can dramatically reduce economic efficiency. Even
allowing for a small net improvement in efficiency by issuing long-life per-
mits, such a small efficiency gain is worth sacrificing in order to ensure distri-
butional equity.

4. The free issuance of permits can act as a market-entry barrier for new firms.
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The point of obligation defines the party liable for surrendering emissions per-
mits under an emissions-trading scheme (Garnaut 2008). The point of obliga-
tion may exist anywhere in the supply chain of a final good or service—from
the extraction of the resources used to produce the goods that eventually lead
to the release of greenhouse gases; to production processes that directly gen-
erate greenhouse gas emissions; and to the consumption of emissions-related
final goods. The point of obligation is best imposed at the stage in the supply
chain where monitoring and reporting of emissions is easiest and most accu-
rately and cost-effectively achieved.

. Other examples would include: (i) the owners of coal-powered electricity-

generators having to purchase emissions permits rather than electricity-users;
(i) farmers clearing land to grow crops having to purchase permits rather than
the consumers of agricultural products; and (iii) fertiliser-producing compa-
nies having to purchase permits rather than farmers. Of course, the buyers of
emissions permits would be free to pass on some of the cost of having to pur-
chase permits to the consumers of the relevant products. However, this should
encourage end-users to purchase products made from renewable-energy
sources and low emissions-intensive production methods.

. Supply-side forces are constrained by the emissions cap set by the central-

government authority.

It may well be that a nation’s anti-trust legislation could already deal suc-
cessfully with this requirement. For example, in Australia, the Competition
and Consumer Act enables the Australian Competition and Consumer
Commission (ACCC) to prohibit any action it construes would ‘significantly
reduce competition’. There are various sections of the Act that would allow
the ACCC to limit the ownership of greenhouse gas-emissions permits.
Although some people would claim that the failure to grant additional permits
would deter individuals and entities from taking action to prevent the release
of greenhouse gases, it should be remembered that appropriate sustainable
development policies would already be preventing a decline in natural capital
that, in turn, would be reducing the release of greenhouse gases.

Presumably, most if not all the greenhouse gas-emitting activities would be
undertaken by the entity that has invested to preserve the forest.

Further emissions reductions would be required if the ecosphere’s diminished
sequestration capacity exceeded the reduction in allowable greenhouse gas
emissions arising from the confiscation of the transgressor’s permits.

This would depend, again, on the ease with which the source of greenhouse
gas emissions can be monitored.

This assumes that the three firms operate in a perfectly competitive market.
High quality goods generally command higher market prices than similar
goods of lesser quality.

Similar to Chap. 6, the Marginal Damage curve in Fig. 7.1 includes both
direct damage costs plus adaptation costs.
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The reason for this is that if the marginal profit of a particular emissions level
is positive, an increase in emissions boosts profits. A profit-maximising firm
would therefore increase its emissions. Assuming a downward sloping mar-
ginal benefit (mb) curve, the increase in profits is exhausted once marginal
profit equals zero. At this point, profit is maximised. Any further increase in
emissions reduces a firm’s profit.

This is just a different perspective of the welfare-maximising outcome illus-
trated in Fig. 5.1. I should also add that the welfare-maximising outcome
depicted in Fig. 7.1 assumes that the social benefits from emitting greenhouse
gases are confined to the private consumption benefits generated from con-
suming the goods and services produced from greenhouse gas-emitting activi-
ties. In other words, it is assumed that there are no spillover benefits from the
greenhouse gas-emitting activities.

By non-tradeable, I mean that a firm is prohibited from trading part or all of
its emissions quota with another firm, organisation, or individual.

To reflect this, the Marginal Damage curve is a dotted instead of being an
unbroken line.

It is because of this that ABC Ltd’s marginal profit exceeds the emissions tax
rate over a much larger output level than JKL Ltd and XYZ Ltd. Thus, ABC
Ltd can afford to emit more greenhouse gases than the other greenhouse gas-
emitting firms.

This assumes that one emissions permit equates to one tonne of greenhouse
gas emissions.

In this analysis, it has been assumed that the marginal benefits (marginal prof-
its) of each firm are different and that the marginal abatement costs of each
firm are the same. In some analyses, it is assumed that the marginal benefits
of each firm are identical and that it is the marginal abatement costs of each
firm that differ. In this alternative situation, the firms with the lowest abate-
ment costs purchase fewer permits and undertake considerably high levels of
emissions abatement. Conversely, the firms with high abatement costs find
it cheaper to undertake minimal abatement and purchase a large quantity of
emissions permits. A good textbook example of this latter type of analysis can
be found in Pearce and Turner (1990).

This assumes that the number of permits initially auctioned by the govern-
ment is limited to the welfare-maximising level.

This also important given that permit prices can automatically adjust to
take account of price inflation. The impact of an emissions-tax is eroded by
inflation.

The rises in total CO, emissions for the other three countries were: (i)
Denmark (2.6 per cent, 1990-2002); (ii) The Netherlands (13.1 per cent,
1990-2002); and (iii) Finland (9.6 per cent, 1990-2002) (Lawn 2006a).
Referring back to Fig. 7.5 does not imply recourse to the mainstream eco-
nomic framework. Regardless of what a firm’s economic motives are, if mar-
ket conditions change but the emissions tax rate does not, the firm will almost
certainly vary its emissions levels.
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If permits have a short lifespan, it will also be necessary for the government to
reduce the number of permits it sells in subsequent auctions.

This, for example, could take the form of evidence showing that the eco-
sphere’s greenhouse gas-absorbing capacity has been overestimated; that
greater-than-expected deforestation has reduced the rate of carbon sequestra-
tion; or that positive feedback processes (e.g., the ‘ice-albedo feedback’) are
accelerating.

As we shall see in Chap. 10, the extent and the speed of emissions cuts in the
world’s high-GDP countries