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Abstract 

This chapter provides an overview of the methodological and practical issues that arise when 
estimating causal relationships that are of interest to labor economists. The subject matter includes 
identification, data collection, and measurement problems. Four identification strategies are 
discussed, and five empirical examples - the effects of schooling, unions, immigration, military 
service, and class size - illustrate the methodological points. In discussing each example, we adopt 
an experimentalist perspective that emphasizes the distinction between variables that have causal 
effects, control variables, and outcome variables. The chapter also discusses secondary datasets, 
primary data collection strategies, and administrative data. The section on measurement issues 
focuses on recent empirical examples, presents a summary of empirical findings on the reliability 
of key labor market data, and briefly reviews the role of survey sampling weights and the allocation 
of missing values in empirical research. © 1999 Elsevier Science B.V. All rights reserved. 

JEL codes: J00; J31; C10; C81 

1. I n t r o d u c t i o n  

Empirical  analysis is more common and relies o n  more diverse sources of  data in labor 
economics than in economics more generally. Table 1, which updates Staf ibrd 's  (1986, 
Table 7.2) survey of  research in labor economics,  bears out this claim. Indeed, almost 80% 
of  recent articles published in labor economics contain some empirical work, and a strik- 
ing two-thirds analyzed micro data. In the 1970s, micro data became more common in 
studies of  the labor market  than time-series data, and by the mid-1990s the use of micro 
data outnumbered time-series data by a factor of over ten to one. The use of  micro and 
t ime-series data is more evenly split in other fields of economics. 

In addition to using micro data more often, labor economists have come to rely on a 
wider range of datasets than other economists.  The fraction of  published papers using data 
other than what is in standard public-use files reached 38% in the period from 1994 to 
1997. The files in the "all other micro datasets" category in Table 1 include primary 
datasets collected by individual researchers, customized public use files, administrat ive 
records, and administrative-survey links. This is noteworthy because about 10 years ago, 
in his H a n d b o o k  o f  E c o n o m e t r i c s  survey of  economic data issues, Griliches (1986, p. 
1466) observed: 

... since it is the 'badness' of the data that provides us with our living, perhaps it is not at all 
surprising that we have shown little interest in improving it, in getting involved in the grubby task 
of designing and collecting original datasets of our own. 

The growing list of  papers involving some sort of original data collection suggests this 
situation may be changing; examples include Freeman and Hall (1986), Ashenfel ter  and 
Krueger (1994), Anderson and Meyer  (1994), Card and Krueger (1994, 1998), Dominitz  
and Manski  (1997), Imbens et al. (1997), and Angrist  (1998). 

Labor  economics has also come to be dist inguished by the use of cutting edge econoo 
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Table 1 
Percent of" articles in each category ~ 

1279 

Labor economics articles All fields 

1965-1969 1970 1974 1975-1979 1980-1983 1994-1997 1994-1997 

Theory only 14 19 23 29 21 44 

Micro data 11 27 45 46 66 28 
Panel 1 6 21 18 31 12 
Experiment 0 0 2 2 2 3 
Cross-section 10 21 21 26 25 9 

Micro dataset 
PSID 0 0 6 7 7 2 
NLS 0 3 10 6 11 2 
CPS 0 1 5 6 8 2 
SEO 0 4 4 0 1 0 
Census 3 5 2 0 5 1 
All other micro datasets 8 14 18 27 38 21 

Time series 42 27 18 16 6 19 
Census tract 3 2 4 3 0 0 
State 7 6 3 3 2 2 
Other aggregate cross-section 14 16 8 4 6 6 
Secondary data analysis 14 3 3 4 2 2 

Total number of articles 106 191 257 205 197 993 

"Notes: Figures for 1965-1983 are from Stafford (1986). Figures for 1994-1997 are based on the authors' 
analysis, and pertain to the first half of 1997. Following Stafford, articles are drawn from 8 leading economics 
journals. 

metr ic  and statistical methods.  This  c la im is supported by the observat ion that outside of  

t ime-ser ies  econometr ics ,  many  and perhaps mos t  innovat ions  in economet r ic  technique 

and style since the 1970s were  mot iva ted  largely by research on labor-related topics. These  

innovat ions  include sample  select ion models ,  non-paramet r ic  methods  for censored data 

and survival  analysis,  quanti le  regression,  and the r enewed  interest  in statistical and 

ident if icat ion p rob lems  related to ins t rumental  var iables  es t imators  and quas i -exper imen-  

tal methods .  

W h a t  do labor economis t s  do with all the data they analyze?  A broad dis t inct ion can be  

made be tween  two types of  empir ica l  research in labor  economics :  descr ipt ive  analysis 

and causal  inference.  Descr ip t ive  analysis can establ ish facts about  the labor market  that 

need to be  expla ined by theoret ical  reasoning and yie ld  new insights into economic  trends. 

The  impor tance  of  ostensibly mundane  descr ipt ive  analysis  is captured by Sher lock 

H o l m e s ' s  admoni t ion  that: "It  is a capital  offense to theor ize  before  all the facts are 

in ."  A great  deal  o f  impor tant  research falls under the descr ip t ive  heading,  including 

work  on trends in pover ty  rates, labor  force part icipat ion,  and wage  levels.  A good 
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example of descriptive research of major importance is the work documenting the increase 
in wage dispersion in the 1980s (see e.g., Levy, 1987; Katz and Murphy, 1992; Murphy 
and Welch, t992; Juhn et al., 1993). This research has inspired a vigorous search for the 
causes of changes in the wage distribution. 

In contrast with descriptive analysis, causal inference seeks to determine the effects of 
particular interventions or policies, or to estimate features of the behavioral relationships 
suggested by economic theory. Causal inference and descriptive analysis are not compet- 
ing methods; indeed, they are often complementary. In the example mentioned above, 
compelling evidence that wage dispersion increased in the 1980s inspired a search lbr 
causes of these changes. Causal inference is often more difficult than descriptive analysis, 
and consequently more controversial. 

Most labor economists seem to share a common view of the importance of descriptive 
research, but there are differences in views regarding the role economic theory can or 
should play in causal modeling. This division is iUustrated by the debate over social 
experimentation (Burtless, 1995; Heckman and Smith, 1995), in contrasting approaches 
to studying the impact of immigration on the earnings of natives (Card, 1990; Borj as et al., 
1997), and in recent symposia illustrating alternative research styles (Angrist, 1995a; 
Keane and Wolpin, 1997). Research in a structuralist style relies heavily on economic 
theory to guide empirical work or to make predictions. Keane and Wolpin (199'7, p. 111) 
describe the structural approach as trying to do one of two things: (a) recover the primi- 
fives of economic theory (parameters determining preferences and technology); (b) esti- 
mate decision rules derived from economic models. Given success in either of these 
endeavors, it is usually clear how to make causal statements and to generalize from the 
specific relationships and populations studied in any particular application. 

An alternative to structural modeling, often called the quasi-experimental or simply the 
"experimentalist" approach, also uses economic theory to frame causal questions. But this 
approach puts front and center the problem of identifying the causal effects from specific 
events or situations. The problem of generalization of findings is often left to be tackled 
later, perhaps with the aid of economic theory or informal reasoning. Often this process 
involves the analysis of additional quasi-experiments, as in recent work on the returns to 
schooling (see, e.g., the papers surveyed by Card in this volume). In his methodological 
survey, Meyer (1995) describes quasi-experimental research as "an outburst of work in 
economics that adopts the language and conceptual fi'amework of randomized experi- 
ments." Here, the ideal research design is explicitly taken to be a randomized trial and 
the observational study is offered as an attempt to approximate the force of evidence 
generated by an actual experiment. 

In either a structural or quasi-experimental framework, the researcher's task is to esti- 
mate features of the causal relationships of interest. This chapter lbcuses on the empirical 
strategies commonly used to estimate features of the causal relationships that are of 
interest to labor economists. The chapter provides an overview of the methodological 
and practical issues that arise in implementing an empirical strategy. We use the term 
empirical strategy broadly, beginning with the statement of a causal question, and extend- 



Ch. 23: Empirical Strategies in Labor Economics 1281 

ing to identification strategies and econometric methods, selection of data sources, 
measurement issues, and sensitivity tests. The choice of  topics was guided by our own 
experiences as empirical  researchers and our research interests. As far as econometric 
methods go, however, our overview is especially selective; for the most part we ignore 
structural model ing since that topic is well  covered elsewhere.1 Of course, there is consid- 
erable overlap between structural and quasi-experimental  approaches to causal modeling, 
especially when it comes to data and measurement issues. The difference is pr imari ly one 
of emphasis,  because structural model ing generally incorporates some assumptions about 
exogenous variabil i ty in certain variables and quasi-experimental  analyses require some 
theoretical assumptions. 

The attention we devote to quasi-experimental  methods is also motivated by skepticism 
about the credibil i ty of  empirical  research in economics. For example,  in a critique of the 
practice of  modern econometrics,  Lester  Thurow (1983, pp. 106-107) argued: 

Economic theory almost never specifies what secondary variables (other than the primary ones 
under investigation) should be held constant in order to isolate the primary effects . . . .  When we 
look at the impact of education on individual earnings, what else should be held constant: IQ, 
work effort, occupational choice, family background? Economic theory does not say. Yet the 
coefficients of the primary variables almost always depend on precisely what other variables are 
entered in the equation to "hold everything else constant." 

This view of applied research strikes us as being overly pessimistic,  but we agree with 
the focus on omitted variables. In labor economics, at least, the current popularity of  quasi- 
experiments stems precisely from this concern: because it is typically impossible to 
adequately control for all relevant variables, it is often desirable to seek situations 
where it is reasonable to presume that the omitted variables are uncorrelated with the 
variables of  interest. Such situations may arise if the researcher can use random assign- 
ment, or i f  the forces of nature or human institutions provide something close to random 
assignment. 

The next section reviews four identification strategies that are commonly used to answer 
causal questions in contemporary labor economics. Five empirical  examples - the effects 
of schooling, unions, immigration, mil i tary service, and class size - illustrate the metho- 
dological  points throughout the chapter. In keeping with our experimentalist  perspective, 
we attempt to draw clear distinctions between variables that have causal effects, control 
variables, and outcome variables in each example. 

In Section 3 we turn to a discussion of  secondary datasets and primary data collection 
strategies. The focus here is on data for the United States. 2 Section 3 also offers a brief 
review of  issues that arise when conducting an original survey and suggestions for assem- 

i See, for example, Heckman and MaCurdy's (1986) Handbook of Econometrics chapter, which "outlines the 
econometric framework developed by labor economists who have built theoretically motivated models to explain 
the new data." (p. 1918). We also have little to say about descriptive analysis because descriptive statistics are 
commonly discussed in statistics courses and books (see, e.g., Tukey, 1977; Tufte, 1992). 



1282 J. D. Angrist and A. B. Krueger 

bling administrative datasets. Because existing public-use datasets have already been 
extensively analyzed, primary data collection is likely to be a growth industry for labor 
economists in the future. Following the discussion of datasets, Section 4 discusses 
measurement issues, including a brief review of  classical models for measurement error 
and some extensions. Since most of  this theoretical material is covered elsewhere, includ- 
ing the Griliches (1986) chapter mentioned previously, our focus is on topics of  special 
interest to labor economists. This section also presents a summary of empirical findings on 
the reliability of  labor market data, and reviews the role of  survey sampling weights and 
the allocation of missing values in empirical research. 

2. Identification strategies for causal relationships 

The object of science is the discovery of relations.., of which the complex 
may be deduced from the simple. John Pringle Nichol, 1840 

(quoted in Lord Kelvin's class notes). 

2.1. The range of  causal questions 

The most challenging empirical questions in economics involve "what if" statements 
about counterfactual outcomes. Classic examples of  "what if" questions in labor market 
research concern the effects of career decisions like college attendance, union member- 
ship, and military service. Interest in these questions is motivated by immediate policy 
concerns, theoretical considerations, and problems facing individual decision makers. For 
example, policy makers would like to know whether military cutbacks will reduce the 
earnings of  minority men who have traditionally seen military service as a major career 
opportunity. Additionally, many new high school graduates would like to know what the 
consequences of serving in the military are likely to be for them. Finally, the theory of  on- 
the-job training generates predictions about the relationship between time spent serving in 
the military and civilian earnings. 

Regardless of the motivation for studying the effects of career decisions, the causal 
relationships at the heart of these questions involve comparisons of counterfactual states of  
the world. Someone - the government, an individual decision maker, or an academic 
economist - would like to know what outcomes would have been observed if a variable 
were manipulated or changed in some way. Lewis 's  (1986) study of the effects of  union 
wage effects gives a concise description of this type of inference problem (p. 2): "At any 
given date and set of  working conditions, there is for each worker a pair of wage figures, 
one for unionized status and the other for non-union status". Differences in these two 

2 Overviews of data sources for developing countries appear in Deaton's (1995) chapter in The Handbook of 
Development Economics, Grosh and Glewwe (1996, 1998), and Kremer (1997). We are not aware of a compre- 
hensive survey of micro datasets for labor market research in Europe, though a few sources and studies are 
referenced in Westergard-Nielsen (1989). 
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potential outcomes define the causal effects of interest in Lewis's work, which uses 
regression to estimate the average gap between them. 3 

At first glance, the idea of unobserved potential outcomes seems straightforward, but in 
practice it is not always clear exactly how to define a counterfactual world. In the case of 
union status, for example, the counterfactual is likely to be ambiguous. Is the effect defined 
relative to a world where unionization rates are what they are now, a world where every- 
one is unionized, a world where everyone in the worker's firm or industry is unionized, or a 
world where no one is unionized? Simple micro-economic analysis suggests that the 
answers to these questions differ. This point is at the heart of Lewis's (1986) distinction 
between union wage gaps, which refers to causal effects on individuals, and wage gains, 
which refers to comparisons of equilibria in a world with and without unions. In practice, 
however, the problem of ambiguous counterfactuals is typically resolved by focusing on 
the consequences of hypothetical manipulations in the world as is, i.e., assuming there are 
no general equilibrium effects. 4 

Even if ambiguities in the definition of counterfactual states can be resolved, it is still 
difficult to learn about differences in counterfactual outcomes because the outcome of one 
scenario is all that is ever observed for any one unit of observation (e.g., a person, state, or 
firm). Given this basic difficulty, how do researchers learn about counterfactual states of 
the world in practice? In many fields, and especially in medical research, the prevailing 
view is that the best evidence about counterfactuals is generated by randomized trials 
because randomization ensures that outcomes in the control group really do capture the 
counterfactual for a treatment group. Thus, Federal guidelines for a new drug application 
require that efficacy and safety be assessed by randomly assigning the drug being studied 
or a placebo to treatment and control groups (Center for Drug Evaluation and Research, 
1988). Learner (1982) suggested that the absence of randomization is the main reason why 
econometric research often appears less convincing than research in other more experi- 
rnental sciences. Randomized trials are certainly rarer in economics than in medical 
research, but labor economists are increasingly likely to use randomization to study the 
effects of labor market interventions (Passell, 1992). In fact, a recent survey of economists 
by Fuchs et al. (1998) finds that most labor economists place more credence in studies of 
the effect of government training programs on participants' income if the research design 
entails random assignment than if the research design is based on structural modeling. 

Unfortunately, economists rarely have the opportunity to randomize variables like 
educational attainment, immigration, or minimum wages. Empirical researchers must 
therefore rely on observational studies that typically fail to generate the same force of 
evidence as a randomized experiment. But the object of an observational study, like an 
experimental study, can still be to make comparisons that provide evidence about causal 

~ See also Rubin (1974, 1977) and Holland (1986) for formal discussions of counterfactual outcomes in causal 
research. 

'* Lewis's (1963) earlier book discussed causal effects in terms of industries and sectors, and made a distinction 
between "direct" and "indirect" effects of unions similar to the distinction between wage gaps and wage gtfins. 
Heckman et al. (1998) discuss general equilibrium effects that arise in the evaluation of college tuition subsidies. 
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effects. Observational studies attempt to accomplish this by controlling for observable 
differences between comparison groups using regression or matching techniques, using 
pre-post comparisons on the same units of observation to reduce bias from unobserved 
differences, and by using instrumental variables as a source of quasi-experimental varia- 
tion. Randomized trials form a conceptual benchmark for assessing the success or failure 
of observational study designs that make use of these ideas, even when it is clear that it 
may be impossible or at least impractical to study some questions using random assign- 
ment. In almost every observational study, it makes sense to ask whether the research 
design is a good "natural experiment." 5 

A sampling of causal questions that economists have studied without benefit of a 
randomized experiment appears in Table 2, which characterizes a few observational 
studies grouped according to the source of variation used to make causal inferences 
about a single "causing variable." The distinction between causing variables and control 
variables in Table 2 is one difference between the discussion in this chapter and traditional 
econometric texts, which tend to treat all variables symmetrically. The combination of a 
clearly labeled source of identifying variation in a causal variable and the use of a parti- 
cular econometric technique to exploit this information is what we call an identification 
strategy. Studies were selected for Table 2 primarily because the source or type of varia- 
tion that is being used to make causal statements is clearly labeled. The four approaches to 
identification described in the table are: Control for Confounding Variables, Fixed-effects 
and Differences-in-differences, Instrumental Variables, and Regression Discontinuity 
methods. This taxonomy provides an outline for the next section. 

2.2. Identification in regression models 

2.2.1. Control for conJounding variables 
Labor economists have long been concerned with the question of whether the positive 
association between schooling and earnings is a causal relationship. This question origi- 
nates partly in the observation that people with more schooling appear to have other 
characteristics, such as wealthier parents, that are also associated with higher earnings. 
Also, the theory of human capital identifies unobserved earnings potential or "ability" as 
one of the principal determinants of educational attainment (see, e.g, Willis and Rosen, 
1979). The most common identification strategy in research on schooling (and in econom- 
ics in general) attempts to reduce bias in naive comparisons by using regression to control 

5 This point is also made by Freeman (1989). The notion that experimentation is an ideal research design for 
Economics goes back at least to the Cowles Commission. See, for example, Girshick and Haavelmo (1947), who 
wrote (p. 79): "In economic theory ... the total demand for the commodity may be considered a function of all 
prices and of total disposable income of all consmners. The ideal method of verifying this hypothesis and 
obtaining a picture of the demand function involved would be to conduct a large-scale experiment, imposing 
alternative prices and levels of income on the consumers and studying their reactions." Griliches and Mairesse 
(1998, p. 404) recently argued that the search for better natural experiments should be a cornerstone of research on 
production functions. 
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for variables that are confounded with (i.e., related to) schooling. The typical estimating 
equation in this context is, 

Yi = X' i~r  + prSi + ei, (1 )  

where Yi is person i 's log wage or earnings, Xi is a k X 1 vector of control variables, 
including measures of ability and family background, Si is years of educational attainment, 
and ei is the regression error. The vector of population parameters is [/3~r p,.]~. The "r" 
subscript on the parameters signifies that these are regression coefficients. The question of 
causality concerns the interpretation of these coefficients. For example, they can always be 
viewed as providing the best (i.e., minimum-mean-squared-error) linear predictor of yi.6 
The best linear predictor need not have causal or behavioral significance; the resulting 
residual is uncorrelated with the regressors simply because the first-order conditions for 
the prediction problem a r e  E[eiXi] - -  0 and E[eiSi] = 0. 

Regression estimates from five early studies of the relationship between schooling, 
ability, and earnings are summarized in Table 3. The first row reports estimates without 
ability controls while the second row reports estimates that include some kind of test score 
in the X-vector as a control for ability. Information about the X-variables is given in the 
rows labeled "ability variable" and "other controls". The first two studies, Ashenfelter 
and Mooney (1968) and Hansen et al. (1970) use data on individuals at the extremes of the 
ability distribution (graduate students and military rejects), while the others use more 
representative samples. Results from the last two studies, Griliches and Mason (1972) 
and Chamberlain (1978), are reported for models with and without family background 
controls. 

The schooling coefficients in Table 3 are smaller than the coefficient estimates we are 
used to seeing in studies using more recent data (see, e.g., Card's survey in this volume). 
This is partly because the association between earnings and schooling has increased, partly 
because the samples used in the papers summarized in the table include only young men, 
and partly because the models used for estimation control for age and not potential 
experience (age-education-6). The latter parameterization leads to larger coefficient esti- 
mates since, in a linear model, the schooling coefficient controlling for age is equal to the 
schooling coefficient controlling for experience minus the experience coefficient. The only 
specification in Table 2 that controls for potential experience is from Griliches (1977), 
which also generates the highest estimate in the table (0.065). The COlTesponding estimate 
controlling tk)r age is 0.022. The table also shows that controlling for ability and family 
background generally reduces the magnitude of schooling coefficients, implying that at 
least some of the association between earnings and schooling in these studies can be 
attributed to variables other than schooling. 

What conditions must be met for regression estimates like those in Table 3 to have a 

* The best linear predictor is the solution to Minb.~E[(Y ~ - Xilb - cSi) 2] (see, e.g., White, 1980; Goldberger, 
1991). 
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causal interpretation? In this case, causality can be based on an underlying functional 
relationship that describes what a given individual would earn if he or she obtained 
different levels of education. This relationship may be person-specific, so we write 

Ys,~ -~ f~(S) (2) 

to denote the potential (or latent) earnings that person i would receive after obtaining S 
years of education. Note that the function f (S )  has an i subscript on it while S does not. 
This highlights the fact that although S is a variable, it is not a random variable. The 
functionf(S) tells us what i would earn for any value of  schooling, S, and not just for the 
realized value, S~. In other words, fi(S) answers "what if" questions. In the context of 
theoretical models of  the relationship between human capital and earnings, the form of 
fi(S) may be determined by aspects of  individual behavior and/or market forces. With or 
without an explicit economic model for f (S) ,  however, we can think of this function as 
describing the earnings level of individual i if that person were assigned schooling level S 
(e.g., in an experiment). 

Once the causal relationship of interest, f(S), has been defined, it can be linked to the 
observed association between schooling and earnings. A convenient way to do this is with 
a linear model: 

¢i(S) =/30 + pS + ni. (3) 

In addition to being linear, this equation says that the functional relationship of  interest is 
the same for all individuals. Again, S is written without a subscript, because Eq. (3) tells us 
what person i would earn for any value of S and not just the realized value, Sg. The only 
individual-specific and random part o f f (S )  is a mean-zero error component, Bi, which 
captures unobserved factors that determine earnings. In practice, regression estimates have 
a causal interpretation under weaker functional-form assumptions than this but we post- 
pone a detailed discussion of  this point until Section 2.3. Note that the earnings of  someone 
with no schooling at all is just 13 o + ~i in this model. 

Substituting the observed value S~ for S in Eq. (3), we have 

Yi =/30 + pSi + ~i. (4) 

This looks like Eq. (t)  without covariates, except that Eq. (3) explicitly associates the 
regression coefficients in Eq. (4) with a causal relationship. The OLS estimate of  p in Eq. 
(4) has probability limit 

C(Y~, Si)/V(Si) = p + C(Si, ~i)/V(S~). (5) 

The term C(Si, T~i)/V(Si) is the coefficient from a regression of  ~li on Si, and reflects any 
correlation between the realized Si and unobserved individual earnings potential, which in 
this case is the same as correlation with ~/i- If educational attainment were randomly 
assigned, as in an experiment, then we would have C(Si, ~i) = 0 in the linear model. In 
practice, however, schooling is a consequence of  individual decisions and institutional 
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forces that are likely to generate correlation between ~i and schooling. Consequently, it is 
not automatic that OLS provides a consistent estimate of the parameter of interest. 7 

Regression strategies attempt to overcome this problem in a very simple way: in addi- 
tion to the functional form assumption for potential outcomes embodied in (3), the random 
part of individual earnings potential, r/i, is decomposed into a linear function of the k 
observable characteristics, Xi, and an error term, s~, 

T~i = Xli/3 q- ,9i, (6a) 

where/3 is a vector of population regression coefficients. This means that e~ and Xi are 
uncorrelated by construction. The key identifying assumption is that the observable char- 
acteristics, Xi, are the only reason why ~); and Si (equivalently,J}(S) and Si) are correlated, 
so  

E[Siei] -- O. (6b) 

This is the "selection on observables" assumption discussed by Barnow et al. (1981), 
where the regressor of interest is assumed to be determined independently of potential 
outcomes after accounting for a set of observable characteristics. 

Continuing to maintain the selection-on-observables assumption, a consequence of (6a) 
and (6b) is that 

c(Yi,  s i ) /v (s i )  = o + Usx/3, (7) 

where Fsx is a k x 1 vector coefficients from a regression of each element of Xi on Si. Eq. 
(7) is the well known "omitted variables bias" formula, which relates a bivariate regres- 
sion coefficient to the coefficient on Si in a regression that includes additional covariates. If 
the omitted variables are positively related to earnings (/3 > 0) and positively correlated 
with schooling (Fsx> 0), then C(Yi, Si)/V(Si) is larger than the causal effect of schooling, 
p. A second consequence of (6a) and (6b) is that the OLS estimate of p, in Eq. (1) is in fact 
consistent for the causal parameter, p. Note, however, that in this discussion of the 
problem of causal inference, E[Sigi] = 0 is an assumption about si and Si, whereas 
E[Xigi]  = 0 is a statement about covariates that is true by definition. This suggests that 
it is important to distinguish error terms that represent the random parts of models for 
potential outcomes from mechanical decompositions where the relationship between 
errors and regressors has no behavioral content. 

A key question in any regression study is whether the selection-on-observables assump- 
tion is plausible. This assumption clearly makes sense when there is actual random assign° 
ment conditional on X~. Even without random assignment, however, selection-on 
observables might be plausible it" we know a lot about the process generating the regressor 
of interest. We might know, for example, that applicants to a particular college or univer- 

v Econometric textbooks (e.g., Pindyk and Rubinfeld, 1991) sometimes refer to regression models for causal 
relationships as "true models," but this seems like potentially misleading terminology since non-behavioral 
descriptive regressions could also be described as being "true". 
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sity are screened using certain characteristics, but conditional on these characteristics all 
applicants are acceptable and chosen on a first-come/first-serve basis. This leads to a 
situation like the one described by Barnow et al. (1981, p. 47), where "Unbiasedness is 
attainable when the variables that determined the assignment are known, quantified, and 
included in the equation." Similarly, Angrist (1998) argued that because the military is 
known to screen applicants on the basis of observed characteristics, comparisons of 
veteran and non-veteran applicants that adjust for these characteristics have a causal 
interpretation. The case for selection-on-observables in a generic schooling equation is 
less clear cut, which is why so much attention has focused on the question of omitted- 
variables bias in OLS estimates of schooling coefficients. 

Regression p#falls. Schooling is not randomly assigned and, as in many other problems, 
we do not have detailed institutional knowledge about the process that actually determines 
assignment. The choice of covariates is therefore crucial. Obvious candidates include any 
variables that are correlated with both schooling and earnings. Test scores are good 
candidates because many educational institutions use tests to determine admissions and 
financial aid. On the other hand, it is doubtful that any particular test score is a perfect 
control for all the differences in earnings potential between more and less educated 
individuals. We see this in the fact that adding family background variables like 
parental income further reduces the size of schooling coefficients. A natural question 
about any regression control strategy is whether the estimates are highly sensitive to tile 
inclusion of additional control variables. While one should always be wary of drawing 
causal inferences from observational data, sensitivity of regression results to changes in 
the set of control variables is an extra reason to wonder whether there might be unobserved 
covariates that would change the estimates even further. 

The previous discussion suggests that Table 3 can be interpreted as showing that there is 
significant ability bias in OLS estimates of the causal effect of schooling on earnings. On 
the other hand, a number of concerns less obvious than omitted-variables bias suggest this 
conclusion may be premature. A theme of the Griliches and Chamberlain papers cited in 
the table is that the negative impact of ability measm'es on schooling coefficients is 
eliminated and even reversed after accounting for two factors: measurement error in the 
regressor of interest, and the use of endogenous test score controls that are themselves 
affected by schooling. 

A standard result in the analysis of measurement error is that if variables are measured 
with an additive error that is uncorrelated with correctly-measured values, this imparts an 
attenuationbias that shrinks OLS estimates towards zero (see, e.g., Griliches, 1986; Fuller 
1987, and Section 4). The proportionate reduction is one minus the ratio of the variance of 
correctly-measured values to the variance of measured values. Furthermore, the inclusion 
of control variables that are correlated with actual values and uncorrelated with tile 
measurement error tends to aggravate this attenuation bias. The intuition for this result 
is that the residual variance of true values is reduced by the inclusion of additional controI 
variables while the residual variance of the measurement error is left unchange& Althoug~ 
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studies of  measurement error in education data suggest that only 10% of the variance in 
measm'ed education is attributable to measurement error, it turns out that the downward 
bias in regression models with ability and other controls can still be substantial. 8 

A second complication raised in the early literature on regression estimates of  the 
returns to schooling is that variables used to control for ability may be endogenous 
(see, e.g., Griliches and Mason, 1972, or Chamberlain, 1977). If  wages and test scores 
are both outcomes that are affected by schooling, then test scores cannot play the role of  an 
exogenous, pre-determined control variable in a wage equation. To see this, consider a 
simple example where the causal relationship of  interest is (4), and C(Si, ~i) = 0 so that a 
bivariate regression would in fact generate a consistent estimate of the causal effect. 
Suppose that schooling affects test scores as well as earnings, and that the effect on test 
scores can be expressed using the model 

Ai = To %. TISi -~- Till. (S) 

This relationship can be interpreted as reflecting the tact that more formal schooling tends 
to improve test scores (so Yl > 0). We also assume that C(Si, ~ l i ) =  0, so that OLS 
estimates of  (8) would be consistent for Y i- The question is what happens if we add the 
outcome variable, Ai, to the schooling equation in a mistaken (in this case) attempt to 
control for ability bias. 

Endogeneity of  Ai in this context means that ~i and ~ li are correlated. Since people who 
do well on standardized tests probably earn more for reasons other than the fact that they 
have more schooling, it seems reasonable to assume that C(r  h, ~Ji) > 0. In this case, the 
coefficient on S~ in a regression of  Yi on Si and Ai leads to an inconsistent estimate of  the 
effect of  schooling. Evaluation of  probability limits shows that the OLS estimate of  the 
schooling coefficient in a model that includes A, converges to 

C(Yi, S.Ai)/V(S.ai) = p -- Yl ~ol, (9) 

where S.Ai is the residual f iom a regression of  S~ on A~ and q~01 is the coefficient from a 
regression of ~ on rTli (see Appendix A for details). Since Yt > 0 and q~0~ > 0, controlling 
for the endogenous test score variable tends to make the estimate of  the returns to school- 
ing smaller, but this is not because of  any omitted-variables bias in the equation of  interest. 
Rather it is a consequence of  the bias induced by conditioning on an outcome variable. 9 

The problems of measurement error and endogenous regressors generate identification 
challenges that lead researchers to use methods beyond the simple regression-control 
framework. The most commonly employed strategies for dealing with these problems 

s For a detailed elaboration of this point, see Welch  (1975) or Griliches (1977), who notes (p. 13): "Clearly, the 

more variables we put into the equation which are related to the systematic components of schooling, and the 
better we 'protect '  ourselves against various possible biases, the worse we make the errors of measurement  

problem." We  present some new evidence on attenuation and covariates in Section 4. 
9 A similar  problem may affect estimates of schooling coefficients in equations that control for occupation. Like  

test scores and other ability measures, occupation is i tself  a consequence of schooling that is probably cowelated 
with unobserved earnings potential. For a related discussion of matching estimates, see Rosenbaum (1984). 
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involve instrumental variables (IV), two-stage least squares (2SLS), and latent-variable 
models. We  briefly mention some 2SLS and latent-variable estimates, but defer a detailed 
discussion of  2SLS and related IV strategies until Section 2.2.3. The major  practical 
problem in models of  this type is to find valid instruments for schooling and ability. 
Panel B reports Gril iches (1977) 2SLS estimates of  Eq. (1) treating both schooling and 
IQ scores as endogenous. The instruments are family background measures and a second 
ability proxy. Chamberlain (1978) develops an alternate approach that uses panel data to 
identify the effects of  endogenous schooling in a latent-variable model for unobserved 
ability. Both the Chamberlain (1978) and Griliches (1977) estimates are considerably 
larger than the corresponding OLS estimates, a finding which led these authors to conclude 
that the empirical  case for a negative abili ty bias in schooling coefficients is much weaker 
than the OLS estimates suggest. 1° 

2.2.2. Fixed effects and differences-in-differences 
The main idea behind fixed-effects identification strategies is to use repeated observations 
on individuals (or families) to control for unobserved and unchanging characteristics that 
are related to both outcomes and causing variables. A classic field of  application for fixed- 
effects models  is the attempt to estimate the effect of  union status. Suppose, for example, 
that we would like to know the effect of  workers '  union status on their wages. That is, for 
each worker, we imagine that there are two potential outcomes, Y0i, denoting what the 
worker would earn if  not a union member,  and Yli denoting what the worker would earn as 
a union member.  This is just  like Ys~i in the schooling example,  except that here S is the 
dichotomous variable, union status. The effect of union status on an individual worker is 
Y l i  - Y o i ,  but this is never observed directly since only one potential outcome is ever 
observed for each individual at any one time. 11 

Most analyses of the union problem begin with a constant-coefficients regression model 
for potential outcomes, where 

Y0i = x ' i /3 + si ,  Yli = Y0~ + ~. (10)  

As in the schooling problem, Y0i has been decomposed into a l inear function of  observed 
covariates, X / ~ ,  and a residual, eg, that is uncorrelated with Xi by construction. Using Ui to 
indicate union members,  this leads to the regression equation, 

Y~ -- x ' i ~  + u~a + si, (~1) 

which describes the causal relationship of interest. 
Many researchers working in this framework have argued that umon status is likely to 

be related to potential non-union wages, Y0i, even after condit ioning on covaliates,  Xi (see, 

~ Another strand of the literature on causal effects of schooling uses sibling data to control for family effects 
that are shared by siblings; early studies are by Gorseline (1932) and Taubman (1976); see also Griliches' (1979) 
survey. Here the problem of measurement error is paramount (see Sections 2.2.2 and 4.1). 

~1 This notation for counterfactual outcomes was used by Rubin (1974, 1977). Siegfried and Sweeney (/980) 
and Chamberlain (1980) use a similar notation to discuss the effect of a classroom intervention on test scores. 
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e.g,, Abowd and Farber, 1982; or Chapters 4 and 5 in Lewis, 1986). This means that Ui is 
correlated with el, so OLS does not estimate the causal effect, 6. An alternative to OLS 
uses panel datasets such as matched CPS rotation groups, the Panel Study of  Income 
Dynamics, or the National Longitudinal Surveys, and exploits repeated observations on 
individuals to control for unobserved individual characteristics that are time-invariant. A 
well-known study in this genre is Freeman (1984). 

The following model, similar to many in the literature on union status, illustrates the 
fixed-effects approach. Modifying the previous notation to incorporate t = 1 ..... T obser- 
vations on individuals, the fixed-effects solution for this problem begins by writing 

Y0, = x',/3, + A~i + 4 .  02 )  

where ai is an unobserved variable for person i, that we could, in principle, include as a 
control if it were observed. Eq. (12) is a regression decomposition with covariates X ,  and 
ai, so ~:i~ is uncorrelated with X .  and ai by construction (Xit can include characteristics 
from different periods). The causal/regression model for panel data is now 

Yi, = Xlit,~t q- Uit6t q- A°Li q- ~it, (13) 

where we have allowed the causal effect of interest to be time-varying. The identifying 
assumptions are that the coefficient h does not vary across periods and that 

E [ U , G ]  = 0 for s = 1 ..... T. (14) 

In other words, whatever the source of  correlation is between U, and unobserved earnings 
potential, it can be described by an additive time-invafiant covariate ai, that has the same 
coefficient each period. Since differencing eliminates ha l ,  OLS estimates of  the differ- 
enced equation 

Yi, - Y#-k =: X/it[ d, -- Xt,  kfi, k + Ui, rt - U, krt_k q (4, ~,,-k) (15) 

are consistent for the parameters of  interest. 
Any transformation of  the data that eliminates the unobserved a i can be used to estimate 

the parameters of interest in this model. One of  the most popular estimators in this case is 
the deviations-from-means or the analysis of covariance (ANCOVA) estimator, which is 
most often used for models where fit and 6t are assumed to be fixed. The analysis of 
covariance estimator is OLS applied to 

Y]'  [ Y i  I-- f i ' ( X i l  [ X i )  + a ( U i '  [ Ui ) + (~i t  -" ~ i ) ,  (16) 

where overbars denote person-averages. Analysis of  covariance is preferable to differen- 
cing on efficiency grounds in some cases; for models with normally distributed homo- 
scedastic errors, ANCOVA is the maximum likelihood estimator. An alternative 
econometric strategy for the estimation of  models with individual effects uses repeated 
observations on cohort averages instead of  repeated data on individuals. For details and 
examples see Ashenfelter (1984) or Deaton (1985). 

Finally, note that while standard fixed-effects estimators can only be used to estimate 
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the effects of time-varying regressors, Hausman and Taylor (1981) have developed a 
hybrid panel/IV procedure for models with time-invariant regressors (like schooling). It 
is also worth noting that even if the causing variable of interest is time-invariant, we can 
use standard fixed-effects estimators to estimate changes in the effect of a time invariant 
variable. For example, the estimating equation for a model with fixed Ui is 

Y~, - Yi, 1~ = x ' i~/3,  - x '~ ,  k/3~ k + u i ( a ~  - a~ k)  + ( ~ ,  - ~ i~-k) ,  (1~1) 

so (6¢ - 6t k) is identified. Angrist (1995b) used this method to estimate changes in 
schooling coefficients in the West Bank and Gaza Strip even though schooling is approxi- 
mately time-invariant. 

Fixed-effects pitfalls. The use of panel data to eliminate bias from unobserved individual 
effects raises a number of econometric and statistical issues. Since tfiis material is covered in 
Chamberlain's (1984) chapter in The Handbook of Econometrics, we limit our discussion to 
an overview of problems that have been of particular concern to labor economists. First, 
analysis of covariance and differencing estimators are not consistent when the process 
determining Uit involves lagged dependent variables. This issue comes up in the analysis 
of training programs because participants often experience a pre-program decline in 
earnings, a fact first noted by Ashenfelter (1978). If past earnings are observed and there 
are no unobserved individual effects, the simplest strategy is to control for past earnings 
either by including lagged earnings as a regressor or in matched treatment-control 
comparisons (see, e.g., Dehejia and Wahba, 1995; Heckman et al., 1997). In fact, the 
question of whether trainees and a candidate comparison group have similar lagged 
outcomes is sometimes seen as a litmus test for the legitimacy of the comparison group 
in the evaluation of training programs (see, e.g., Heckman and Hotz, 1989). 

A problem arises in this context, however, when the process determining b~, involves 
past outcomes and an unobserved covariate, c~i. Ashenfelter and Card (1985) discuss an 
example involving the effect of training on the Social Security-taxable earnings of trainees 
under the Comprehensive Employment and Training Act (CETA). They propose a model 
of training status where individuals who enter CETA training in year ~- do so because they 
have low o~i and their earnings were unusually low in year ~- - 1. Suppose initially we 
ignore the fact that training status involves past earnings, and estimate an equation like 
(15). ignoring other covariates, this amounts to comparing the earnings growth of trainees 
and controls. But whatever the true program effect is, the growth in the earnings of CETA 
trainees from year ~- - 1 to year ~- + 1 will tend to be larger than the earnings growth in a 
candidate control group simply because of regression-to-the-mean. This generates a spur, 
ious positive training effect and the conventional differencing method breaks down. ~2 

A natural strategy for dealing with this problem might seem to be to add Yi, I to the list 
of control variables, and then difference away the fixed effect in a model with Yi~-1 as 
regressor. The problem is that now any transformation that eliminates the fixed effect will 

~2 Deviations-from-means estimators are also biased in this case. 
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leave at least one regressor - the lagged dependent variable - correlated with the errors in 
the transformed equation. Although the lagged dependent variable is not the regressor of 
interest, the fact that it is correlated with the error term in the transformed equation means 
that the estimate of the coefficient on Ui~+ 1 is biased as well. A detailed description of this 
problem, and the solutions that have been proposed for it, raises technical issues beyond 
the scope of this chapter. A useful reference is Nickell, 1981, especially pp. 1423-1424. 
See also Card and Sullivan's (1988) study of the effect of CETA training on the employ- 
ment rates of trainees, which reports both fixed-effects estimates and matching estimates 
that control for lagged outcomes. 

A second potential problem with fixed-effects estimators is that bias fiom measurement 
error is usually aggravated by transformations that eliminate the individual effects (see, 
e.g., Freeman, 1984; Griliches and Hausman, 1986). This fact may explain why fixed- 
effects estimates often turn out to be smaller than estimates in levels. Finally, perhaps the 
most important problem with this approach is that the assumption that omitted variables 
can be captured by an additive, fime-invariant individual effect is arbitrary in the sense that 
it usually does not come from economic theory or from information about the relevant 
institutions, j3 On the other hand, the fixed-effects approach has intuitive appeal ("what- 
ever makes us special is timeless") and an identification payoff that is hard to beat. Also, 
fixed-effects models lend themselves to a variety of specification tests. See, for example, 
Ashenfelter and Card (1985), Chamberlain (1984), Griliches and Hausman (1986), Angrist 
and Newey (1991), and Jakubson (1991). Many of these studies also focus on the union 
example. 

The differences-in-differences (DD) model. Differences-in-differences strategies are 
simple panel-data methods applied to sets of group means in cases when certain groups 
are exposed to the causing variable of interest and others are not. This approach, which is 
transparent and often at least superficially plausible, is well-suited to estimating the effect 
of sharp changes in the economic environment or changes in government policy. The DD 
method has been used in hundreds of studies in economics, especially in the last two 
decades, but the basic idea has a long history. An early example in labor economics is 
Lester (1946), who used the differences-in-differences technique to study employment 
effects of minimum wages. 14 

The DD approach is explained here using Card's (1990) study of the effect of immigra 
tion on the employment of natives as an example. Some observers have argued that 
immigration is undesirable because low-skilled immigrants may displace low-skilled or 
less-educated US citizens in the labor market. Anecdotal evidence for this claim includes 
newspaper accounts of hostility between immigrants and natives in some cities, but the 
empirical evidence is inconclusive. See Friedberg and Hunt (1995) for a survey of research 
on this question. As in our earlier examples, the object of research on immigration is to 

13 An exception is the literature on life-cycle labor supply (e.g., MaCurdy, 1981; Altonji~ 1986) 
t4 The DD method goes by different names in different fields. Psychologist Campbell (1969) calls it the "non- 

equivNent control-group pretest-posttest design." 
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Fig. I. Changes in employment in Miami and comparison cities. Source: authors' calculations from BLS State 
and Area Employment, Hours, and Earnings Establishment Survey. 

find some sort of comparison that provides a compelling answer to "what if" questions 
about the consequences of immigration. 

Card's study used a sudden large-scale migration from Cuba to Miami known as the 
Mariel Boatlift to make comparisons and answer counterfactual questions about the conse- 
quences of immigration. In pm'ticular, Card asks whether the Mariel immigration, which 
increased the Miami labor force by about 7% between May and September of 1980, 
reduced the employment or wages of non-immigxant groups. An important component 
of this identification strategy is the selection of comparison cities that can be used to 
estimate what would have happened in the Miami labor market absent the Mariel immi- 
gration. 

The comparison cities Card used in tile Mariel Boatlift study were Atlanta, Los Angeles, 
Houston, and Tampa-St. Petersburg. These cities were chosen because, like Miami, they 
have large Black and Hispanic populations and because discussions of the impact of 
immigrants often focuses on the consequences for minorities. Most importantly, these 
cities appear to have employment trends similar to those in Miami at least since 1976. 
This is documented in Fig. 1, which is similar to a figure in Card's (1989) working paper 
that did not appear in the published version of his study. The figure plots monthly obser- 
vations on the log of employment in Miami and the four comparison cities from 1970 
through 1998. The two series, which are from BLS establishment data, have been normal- 
ized by subtracting the 1970 value. 
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Table 4 
Differences-in-differences estimates of the effect of inmfigration on unemploymenff 

Group Year 

1979 1981 1981-1979 
(1) (2) (3) 

Whites 
(1) Miami 5.1 (1.1) 3.9 (0.9) 1.2 (l.4) 
(2) Comparison cities 4.4 (0.3) 4.3 (0.3) -0 .1  (0.4) 
(3) Miami-Comparison Difference 0.7 (1.1) - 0 .4  (0.95) - 1.1 (l.5) 

Blacks 
(4) Miami 8.3 (1.7) 9.6 (1.8) 1.3 (2.5) 
(5) Comparison cities 10.3 (0.8) 12.6 (0.9) 2.3 (1.2) 
(6) Miami-Comparison Difference -2 .0  (1.9) -3 .0  (2.0) - 1 . 0  (2.8) 

a Notes: Adapted from Card (1990, Tables 3 and 6). Standard errors are shown in parentheses. 

Table 4 illustrates DD estimation of the effect of Boatlift immigrants on unemployment 
rates, separately for whites and blacks. The first column reports unemployment rates in 
1979, the second column reports unemployment rates in 1981, and the third column 
reports the 1981-1979 difference. The rows give numbers for Miami, the comparison 
cities, and the difference between them. For example, between 1981 and 1979, the unem- 
ployment rate for Blacks in Miami rose by about 1.3%, though this change is not signifi- 
cant. Unemployment rates in the comparisons cities rose even more, by 2.3%. The 
difference in these two changes, -1.0%, is a DD estimate of the effect of the Mariel 
immigrants on the unemployment rate of Blacks in Miami. In this case, the estimated 
effect on the unemployment rate is actually negative, though not significantly different 
from zero. 

The rationale for this double-differencing strategy can be explained in terms of restric- 
tions on the conditional mean function for potential outcomes in the absence of immigra- 
tion. As in the union example, let Y0i be i's employment status in the absence of 
immigration and let Y~i be i's employment status if the Mariel immigrants come to i's 
city. The unemployment rate in city c in year t is E[Y0i I c, t],  with no immigration wave, 
and E[YIi  I c, t] if there is an immigration wave. In practice, we know that the Mariel 
immigration happened in Miami in 1980, so that the only values of E[Y~i I c, t] we get to 
see are ~br c = Miami and t > 1980. The Mariel Boatlift study uses the comparison cities 
to estimate the counterfactual average, E[Y0i [ c ---~ Miami, t > 1980], i.e., what the unem- 
ployment rate in Miami would have been if the Mariel immigrants had not come. 

The DD method identifies causal effects by restricting the conditional mean function 
E[Y0i [ c, t] in a particular way. Specifically, suppose that 

E[Yoi I c,t] = fi, q T~., (18) 
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that is, in the absence of immigration, unemployment  rates can be written as the sum of a 
year effect that is common to cities and a city effect that is fixed over time. The additive 
model pertains to E[Yoi  I c,  t] instead of  Yoi directly because the latter is a zero/one vari- 
able. Suppose also that the effect of  the Mariel immigrat ion is s imply to add a constant to 

E[Y0i ] c, t], so that 

E[Yli I c, t] = E[Y0i ] c, t] + 3. (19) 

This means the employment  status of  individuals l iving in Miami and the comparison 
cities in 1979 and 1981 can be written as 

gi = ]3t ÷ %: + 6Mi + ,~i, (20) 

where E[g i [ c,  t] = 0 and Mi is a dummy variable that equals 1 if  i was exposed to the 
Mariel immigrat ion by living in Miami  after 1980. Differencing unemployment  rates 
across cities and years gives 

{E[Yi [ c = Miami, t = 1981] - E[Yi I c = Comparison,  t == 1981]} 

-{E[Yi  ] c = Miami,  t = 1979] - E[Yi I c = Comparison,  t = 19791} = 6. (21) 

Note that Mi in Eq. (20) is an interaction term equal to the product of a durmny 
indicating observations after 1980 and a dummy indicating residence in Miami. The 
DD estimate can therefore also be computed in a regression of  stacked micro data for 
cities and years. The regressors consist of  dummies for years, dummies for cities, and Mi. 
Similarly, a regression-adjusted version of the DD estimator adds a vector of individual 
characteristics, Xi to Eq. (20): 

Yi = Xl]3o + ]3t + %. + ~mi + el, 

where ]30 is now a vector of coefficients that includes a constant. Controlling for Xi 
changes the estimate of  6 only if Mi a r e  Xi are correlated, conditional on city and year 
main-effects. (In practice, 8 might be allowed to differ for different post-treatment years.) 

DD pitfalls.  Like any other identification strategy, DD is not guaranteed to identify the 
causal effect of  interest. Meyer  (1995) and Campbell  (1969) outline a range of  ttu'eats to 
the causal interpretation of  DD estimates. The key identifying assumption is clearly that 
interaction terms are zero in the absence of the intervention. In fact, it is easy to imagine 
that unemployment  rates evolve differently across cities regardless of shocks like the 
Mariel immigration. One way to test this is to compare trends in outcomes before or 
after the event of interest. As noted above, the comparison cities in this case were 
chosen partly on the basis of Fig. 1, which shows that the comparison cities exhibited a 
pattern of  economic growth similar to that in Miami.  Identification of causal effects using 
city/year comparisons clearly turns on the assumption that the two sets of cities would 
have had the same employment  trends had the boatl if t  not occmTed. We introduce some 
new evidence oil this question in Section 2.4. 
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2.2.3. Instrumental variables 
Identification strategies based on instrumental variables can be thought of  as a scheme for 
using exogenous field variation to approximate randomized trials. Again, we illustrate 
with an example where there is an underlying causal relationship, in this case the effect of  
Vietnam-era military service on the earnings of  veterans later in life. In the 1960s and early 
1970s, young men were at risk of  being drafted for military service. Policy makers, 
veterans groups, and economists have long been interested in what the consequences of  
this military service were for the men involved. A belief that military service is a burden 
helped to mobilize support for a range of  veterans' programs and for ending the draft in 
1973 (see, e.g., Taussig, 1974). Concerns about fairness also led to the institution of  a draft 
lotte~¢ in 1970 that was used to determine priority for conscription in cohorts of  19-year- 
olds. This lottery was used by Hearst et al. (1986) to estimate the effects of military service 
on civilian mortality and by Angrist (1990) to construct IV estimates of  the effects of  
military service on civilian earnings. 

As in the union problem, the causal relationship of interest is based on the notion that 
there are two potential outcomes, Yoi, denoting what someone from the Vietnam-era cohort 
would earn if they did not serve in the military and Y~i, denoting earnings as a veteran. 
Again, using a constant-effects model for potential outcomes, we can write 

Yoi ~ ~0 + ~i, Yli  = Yoi + ~, (22) 

where/30 ~= E[Yoi ]. The constant effect 6 is the parameter of interest. IV estimates have a 
causal interpretation under weaker assumptions than this, but we postpone a discussion of  
this point until Section 2.3. As in the union and schooling problems, ~7i is the random part 
of  potential outcomes, but at this point there are no observed covariates in the model for 
Y0i- Using Di to indicate veteran status, the causal relationship between veteran status and 
earnings can be written 

Yi = ~0 + D i 6  + ~7i. (23) 

Also as in the union and schooling problems, there is a concern that since Di is not 
randomly assigned, a comparison of  all veterans to all non-veterans would not identify 
6. Suppose, for example, that individuals with low civilian earnings potential are more 
likely to serve in the military, either because they want to or because they are less adept at 
obtaining deferments. Then the regression coefficient in (23), which is also the difference 
in means by veteran status, is biased downwards: 

E [ Y  i ] D i = 1]  - E [ Y  i ] D i = 0 ]  = 8 + {E[7"/i  ] D i = 1]  - E['qi ] D i = 0 } ]  < ~. (24) 

IV methods can eliminate this sort of  bias if the researcher has access to an instrumental 
variable Zi, that is correlated with Di, but otherwise independent of  potential outcomes. A 
natural instrument is draft-eligibility status, since this was determined by a lottery over 
birthdays. In particular, in each year from 1970 to 1972, random sequence numbers 
(RSNs) were randomly assigned to each birth date in cohorts of  19-year-olds. Men with 
lottery numbers below an eligibility ceiling were eligible for the draft, while men with 
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Table 5 
IV estimates of the effects of military service on white men a 

Earnings Earnings 
year 

Veteran status Wald estimate of 
veteran effect 

Mean Eligibility effect Mean Eligibility effect 
(1) (2) (3) (4) (5) 

A. Men born 1950 
1981 16461 -435.8 (210.5) 0.267 0.159 (0.040) 2741 (1324) 
1970 2758 233.8 (39.7) - 1470 (250) 
1969 2299 2.0 (34.5) 

B. Men born1951 
t981 16049 -358.3 (203.6) 0.197 0.136 (0.043) 2635 (1497) 
1971 2947 -298.2 (41.7) -2193 (307) 
1970 2379 -44.8 (36.7) 

C. Men born 1953 (no one drafted) 
1981 14762 34.3 (199.0) 
1972 3989 -56.5 (54.8) 
1971 2803 2.1 (42.9) 

0.130 0.043 (0.037) No first stage 

~ Note: Adapted from Angrist (1990, Tables 2 and 3), and unpublished author tabulations. Standard errors are 
shown in parentheses. Earnings data are from Social Security administrative records. Figures are in nominal 
dollars. Veteran status data are from the Survey of Program Participation. There are about 13,500 observations 
with earnings in each cohort. 

numbers above the ceiling could not be drafted. In practice, many draft-eligible men were 
still exempted from service for health or other reasons, while many men who were draft- 
exempt nevertheless volunteered for service. So veteran status was not completely deter- 
mined by randomized draft-eligibility; eligibility and veteran status are merely correlated. 

For white men who were at risk of being drafted in the 1970-1971 draft lotteries, draft- 
eligibility is clearly associated with lower earnings in years after the lottery. This can be 
seen in Table 5, which reports the effect of randomized draft-eligibility status on Social 
Security earnings in column (2). Column (1) shows average annual earnings for purposes 
of comparison. These data are the FICA-taxable earnings of men with earnings covered by 
OASDI (for details see the appendix to Angrist (1990)). For men born in 1950, there are 
significant negative effects of eligibility status on earnings in 1970, when these men were 
being drafted, and in 1981, 10 years later. In contrast, there is no evidence of an association 
between eligibility status and earnings in 1969, the year the lottery drawing for men born 
in 1950 was held but before anyone born in 1950 was actually drafted. Similarly, for men 
born in 1951, there are large negative eligibility effects in 1971 and 1981, but no evidence 
of an effect in 1970, before anyone born in 1951 was actually drafted. The timing of these 
effects suggests that the negative association between draft-eligibility status and earnings 
is caused by the military service of draft-eligible men. 

Because eligibility status was randomly assigned, the claim that the estimates in column 
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(2) represent the effect of  draft-eligibility on earnings seems uncontroversial. How do we 
go from the effect of  draft-eligibil i ty to the effect of  veteran status? The identifying 
assumption in this case is that Zi is independent of  potential earnings, which in this case 
means that Z~ is uncorrelated with ~i. It follows immediate ly  that 6 = C(Yi, Zi)[C(Di, Zi). 
The intuition here is that only part of  the variation in Di - the part that is associated with Zi 
- is used to identify the parameter  of  interest (6). Because Zi is a binary variable,  we also 
have 

8 = {E[Yi I Z i - -  11 - E [ ~  I Zi = 0I}/{E[D I Zi = 1] - E[D [ Z i = 01}. (25) 

The sample analog of  (25) is the Wald  (1940) estimator that was originally applied to 
measurement  error problems. 15 Note that we could have arrived at (25) directly, i.e., without 
reference to the C(Yi, Zi)/C(Di, Zi) formula, because the independence of Zi and potential 
outcomes implies E [ ~ i  I Zi] = 0. In this case, the Wald  estimator is simply the difference in 
mean earnings between draft-eligible and ineligible men, divided by the difference in the 
probabil i ty of serving in the military between draft-eligible and ineligible men. 

The only information required to go from draft-eligibifity effects to veteran-status 
effects is the denominator of the Wald  estimator, which is the effect of draft-eligibil i ty 
on the probabili ty of serving in the military. This information, which comes from the 
Survey of  Income and Program Participation (SIPP), appears in column (4) of  Table 5. ~6 
For earnings in 1981, long after most Vietnam-era servicemen were discharged from the 
mili tary,  the Wald  estimates of the effect of  mili tary service amount to about 16% of  
earnings. Effects for men while in the service are much larger (in percentage terms), which 
is not surprising since mili tary pay during the conscription era was extremely low. 

An important feature of  the Wald/IV estimator is that the identifying assumptions are 
easy to assess and interpret. The basic claim just ifying a causal interpretation of the 
est imator is that the only reason why E[Yi I Zi] varies with Zi is because E[D i [ Zi] varies 
with Zi. A simple way to check this is to look for an association between Zi and personal 
characteristics that should not be affected by Di, such as age, race, sex, or any other 
characteristic that was determined before D i w a s  determined. Another useful check is to 
look for an association between the instrument and outcomes in samples where there is no 
reason for such a relationship. If  it real ly is true that the only reason why draft-eligibil i ty 
affects earnings is veteran status, then in samples where eligibil i ty status is unrelated to 
veteran status, &aft-e!igibil i ty effects on earnings should be zero. This idea is illustrated in 
section C of  Table 5, which reports estimates for men born in 1953. Although there was a 
lottery drawing which assigned RSNs to the 1953 cohort in February of 1972, no one born 
in 1953 was actually drafted (the draft officially ended in July 1973). This is reflected in 

~~ The relationship between IV with binary instruments and Wald estimators was first noted by Durbin (1954). 
~6 In this case, the denominator of the Wald estimates does not come from the same data set as the numerator 

since the Social Security administration has no information on veteran status. As long as the information used to 
estimate the numerator and denominator are representative of the same population, the resulting two-sample 
estimate will be consistent. The econometrics behind this two-sample approach to IV are discussed briefly in 
Section 3.4. 
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the insignificant first-stage relationship between veteran status and draft-eligibility for 
men born in 1953 (defined using the 1952 RSN cutoff of  95). In fact, there is no significant 
relationship between E and Zi for this cohort as well. Evidence of a relationship between Zi 
and I1,' would cast doubt on the claim that the only reason for draft-eligibility effects is the 
military service of  the men who were draft-eligible. We discuss other specification checks 
of this type in Section 2.4. 

So far the discussion of IV has allowed for only three variables: the outcome, the 
endogenous regressor, and the instrument. In many cases, the assumption that E[Zirli ] = 

0 is more plausible after controlling for a vector of  covariates, Xi. Decomposing the 
random part of  potential outcomes in (22) into a linear function of k control variables 
and an error term so that ~i = X~i/3 + ei as before, the resulting estimating equation is 

Yi = Xli/3 + D i 6  + 8i, (26) 

Note that since ,9 i is defined as the residual from a regression of ~i on Xi, it is uncorrelated 
with 3(., by construction. In contrast with a, which has a causal interpretation., the coeffi- 
cient vector /3 is not meant to capture the causal effect of the X-variables. As in the 
discussion of regression, we find it useful to distinguish between control variables and 
causing variables when using instrumental variables. 

Equations like (26) are typically estimated using 2SLS, i.e., by substituting the fitted 
values from a first-stage regression of Di on Xi and Zi. In some applications, more than one 
instrument is available to estimate the single causal effect, 6. 2SLS accommodates this 
situation by including all the instruments in the first-stage equation. The combination of 
multiple instruments to produce a single estimate makes the most  sense in a constant- 
coefficients framework. The assumptions of instrument validity and constant coefficients 
can also be tested in this case (see, e.g., Hansen, 1982; Newey, 1985). In a more general 
setting with heterogeneous potential outcomes, different instruments estimate different 
weighted averages of  the difference Yli -- Yoi (Imbens and Angrist, 1994). We return to 
this point in Section 2.3. 

IV  pitjMls. The most  important IV pitfall is the validity of  instruments, i.e., the 
possibility that ~/i and Zi are correlated. Suppose, for example, that Zi is related to the 
vector of  control variables, Xi, and we do not account for this in the estimation. The Wald! 
IV estimator in that case has probability limit 

8 + / J { E [ X i  I Zi = 1] -- E[X/ I Zi = 0]}/{E[Di I Zi = 1] - E[Di I Z~ = 0]}. 

This is a version of the omitted-variables bias formula for IV. The formula captures the 
fact that % little omitted variables bias can go a long way"  in an IV setting, because the 
association between Xi and Zi gets multiplied by {E[D I Z = 1] - E[D ] Z = 0] } 1. In the 
draft lottery case, for example, any draft-eligibility effects on omitted variables get 
multiplied by about 1/0.15 ~ 6.7. 

A second important point about bias in instrumental variables estimates is that random 
assignment alone does not guarantee a valid instrument. Suppose, for example, that in 
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addition to being more likely to serve in the military, men with low draft-lottery numbers 
were more likely to stay in college so as to extend a draft deferment. This fact will create a 
relationship between potential earnings and Zi even for non-veterans, in which case IV 
yields biased estimates of the causal effect of veteran status. Random assignment of Zi 
does not rule out this sort of bias since draft-eligibility can in principle have consequences 
in addition to influencing the probability of being a veteran. In other words, while the 
randomization of Zi ensures that the reduced-form relationship between Yi and Zi repre- 
sents the causal effect of draft eligibility on earnings, it does not guarantee that the only 
reason for this relationship is Di. The distinction between the assumed random assignment 
of an instrument and the assumption that a single causal mechanism explains effects on 
outcomes is discussed in greater detail by Angrist et al. (1996). 

Finally, the use of 2SLS to combine many different instruments can lead to finite- 
sample bias. The standard inference framework for 2SLS uses asymptotic theory, i.e., 
inference is based on approximations that are increasingly accurate as sample sizes grow. 
Typically, inferences about OLS coefficient estimates also use asymptotic theory since the 
relevant finite-sample theory assumes normally distributed errors. A key difference 
between IV and OLS estimators, however, is that even without normality OLS provides 
an unbiased estimate of population regression coefficients (provided the regression func- 
tion is linear; see, e.g., Goldberger, 1991, Chapter 13). In contrast, IV estimators are 
consistent but not unbiased. This means that under repeated sampling with a fixed sample 
size, IV estimates may systematically deviate from the corresponding population para- 
meter.17 Moreover, this bias tends to pull IV estimates towards the corresponding OLS 
estimates, giving a misleading impression of similarity between the two sets of estimates 
(see, e.g., Sawa, 1969). 

How bad is the finite-sample bias of an IV estimate likely to be? In practice, this largely 
turns on the number of instruments relative to the sample size, and the strength of the first- 
stage relationship. Other things equal, more instruments, smaller samples, and weaker 
instruments each mean more bias (see, e.g., Buse, 1992). The fact that IV estimates can be 
noticeably biased even with very large datasets was highlighted by Bound et al. (1995), 
which focuses on Angrist and Krueger's (1991) compulsory schooling study. This study 
uses hundreds of thousands of observations from Census data to implement an instru- 
mental variables strategy for estimating the returns to schooling. The instruments are 
quarter-of-birth dummies since children born earlier in the year enter school at an older 
age and are therefore allowed to drop out of school (typically on their 16th birthday) after 
having completed less schooling. Some of the 2SLS estimates in Angrist and Krueger 
(1991) use many qnarter-of-birth/state-of-birth interaction terms in addition to quarter-of- 
birth main effects as instruments. Since the underlying first-stage relationship in these 
models is not very strong, there is potential for substantial bias towards the OLS estimates 
in these specifications. 

J7 A similar problem arises with Generalized Method of Moments estimation of models for covariance struc 
tures (see Altonji and Segal, 1996). 
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Bound et al. (1995) discuss the question of how strong a first-stage relationship has to 
be in order to minimize the potential for bias. They suggest using the F-statistic for the 
joint significance of the excluded instruments in the first-stage equation as a diagnostic. 
This is clearly sensible, since, if  the instruments are so weak that the relationship between 
instruments and endogenous regressors cannot be detected with a reasonably high level of 
confidence, then the instruments should probably be abandoned. On the other hand, Hall et 
al. (1996) point out that this sort of selection procedure also has the potential to induce a 
bias from pre-testing. 

A simple alternative (or complement)  to screening on the first-stage F is to use estima 
tors that are approximately unbiased. One such est imator is Limited Information Like- 
lihood (LIML),  which has no integral moments but is nevertheless median-unbiased. This 
means that the sampling distribution is centered at the populat ion parameter./~ In fact, any 
just-identified 2SLS estimator is also median-unbiased since 2SLS and LIML are identica! 
for just-identified models. The class of  median-unbiased instrumental variables estimators 
therefore includes the Wa ld  estimator discussed in the previous section. Other approxi 
mately unbiased estimators are based on procedures that estimate the first-stage and 
second-stage relationship in separate datasets. This includes Two-Sample  and S p l i t  
Sample IV (Angrist and Krueger, 1992, 1995), and an IV estimator that uses a set of 
leave-one-out first-stage estimates called Jackknife Instrumental Variables (Angrist  et al., 
1998). 19 An earlier literature discussed combination estimators that are approximately 
unbiased (see, e.g., Sawa, 1973). Recently,  Chamberlain and Imbens (1996) introduced 
a Bayesian IV estimator that also avoids bias. 

A final and related point  is that the reduced-form OLS regression of the dependent 
variable on exogenous covariates and instruments is unbiased in a sample of  any size, 
regardless of  the power of  the instrument (assuming the reduced form is linear). This is 
important because the reduced form effects of the instrument on the dependent variable are 
proportional to the coefficient on the endogenous regressor in the equation of interest. The 
existence of  a causal relationship between the endogenous regressor and dependent var i  
able can therefore be gauged through the reduced form without fear of finite-sample bias 
even if  the instruments are weak. 

2.2.4. Regression-discontinuily designs 
The Latin motto Marshall  placed on the title page of his Principles o f  Economic,~ 
(Marshall,  1890) is, "Natura non facit  saltum," which means: "Nature does not make 

18 Anderson et al. (1982, p. 1026) report this in a Monte Carlo study: "To summarize, the most important 
conclusion from the study of LIML and 2SLS estimators is that the 2SLS estimator can be badly biased and in that 
sense its use is risky. The LIML estimator, on the other hand, has a little more variability with a slight chance of 
extreme values, but its distribution is centered at the parameter value." Similar Monte Carlo results and a variety 
of analytic justifications for the approximate unbiasedness of L1ML appear in Bekker (1994), Donald and Newey 
(1997), Staiger and Stock (1997), and Angrist et al. (1998), 

J9 A SAS program that computes Split-Sample and Jackknife 1V is available at http://www.wws.princeton.edu/ 
faculty/krueger.html. 
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jumps." Marshall argues that most economic behavior evolves gradually enough to be 
modeled or explained. The notion that human behavior is typically orderly or smooth is at 
the heart of a research strategy called the regression-discontinnity (RD) design. RD meth- 
ods use some sort of parametric or semi-parametric model to control for smooth or 
gradually evolving trends, inferring causality when the variable of interest changes 
abruptly for non-behavioral or arbitrary reasons. There are a number of ways to implement 
this idea in practice. We focus here on an approach that can viewed as a hybrid regression- 
control/IV identification strategy. This is distinct from conventional IV strategies because 
the instruments are derived explicitly from non-linearities or discontinuities in the rela- 
tionship between the regressor of interest and a control variable. Recent applications of the 
RD idea include van der Klauuw's (1996) study of financial aid awards; Angrist and 
Lavy's  (1998) study of class size; and Hahn et al.'s (1998) study of anti-discrimination 
laws. 

The RD idea originated with Campbell (1969), who discussed the (theoretical) problem 
of how to identify the causal effect of a treatment that is assigned as a deterministic 
function of an observed covariate which is also related to the outcomes of interest. Camp- 
bell used the example of estimating the effect of National Merit scholarships on appli- 
cants' later academic achievement. He argued that if there is a threshold value of past 
achievement that determines whether an award is made, then one can control for any 
smooth function of past achievement and still estimate the effect of the award at the point 
of discontinuity. This is done by matching discontinuities or non-linearities in the relation- 
ship between outcomes and past achievement to discontinuities or non-linearities in the 
relationship between awards and past achievement, z° van der Klauuw (1996) pointed out 
the link between Campbell 's suggestion and IV, and used this idea to estimate the effect of 
financial aid awards on college enrollment. 2j 

Angrist and Lavy (1998) used RD to estimate the effects of class size on pupil test 
scores in Israeli public schools, where class size is officially capped at 40. They refer to tile 
cap of 40 as "Maimonides' Rule," after the 12th Century Talmudic scholar Maimonides, 
who first proposed it. According to Maimonides' Rule, class size increases one-for-one 
with enrollment until 40 pupils are enrolled, but when 41 students are enrolled° there will 
be a sharp drop in class size, to an average of 20.5 pupils. Similarly, when 80 pupils are 
enrolled, the average class size will again be 40, but when 81 pupils are enrolled the 
average class size drops to 27. Thus, Maimonides' Rule generates discontinuities in the 
relationship between grade enrollment and average class size at integer multiples of 40. 

The class size function derived from Maimonides' Rule can be stated formally as 

2o Goldberger (1972) discusses a similar idea in the context of compensatory education progrmns. 
2J Campbell's (1969) discussion of RD focused mostly on what he called a "sharp design", where the regressor 

of interest is a discontinuous but deterministic function of another vm~iable. In the sharp design there is no need to 
instrument - the regressor of interest is entered directly. This is in contrast with what Campbell called a "fuzzy 
design", where the function is not deterministic. Campbell did not propose an estimator for the fuzzy design, 
though his student Trochim (1984) developed an IV-like procedure for that case. The discussion here covers the 
fuzzy design only since the sharp design can be viewed as a special case. 
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follows. Let b,. denote beginning-of-the-year enrollment in school s in a given grade, and 
let z, denote the size assigned to classes in school s, as predicted by applying Maimonides' 
Rule to that grade. Assuming cohorts are divided into classes of equal size, the predicted 
class size for all classes in the grade is 

z ,  = bs/(int((b~, , - 1)/40) + 1). 

This function is plotted in Fig. 2A for the population of Israeli fifth graders in 1991, along 
with actual fifth grade class sizes. The x-axis shows September enrollment and the y-axis 
shows either predicted class size or the average actual class size in all schools with that 
enrollment. Maimonides' Rule does not predict actual class size perfectly because other 
factors affect class size as well, but average class sizes clearly display a sawtooth pattern 
induced by the Rule. 

in addition to exhibiting a strong association with average class size, Maimonides' Rule 
is also correlated with average test scores. This is shown in Fig. 2B, which plots average 
reading test scores and average values of zs by enrollment size, in enrollment intervals of 
10. The figure shows that test scores are generally higher in schools with larger enroll- 
ments and, therefore, larger predicted class sizes. Most importantly, however, average 
scores by enrollment size exhibit a sawtooth pattern that is, at least in part, the mirror 
image of the class size function. This is especially clear in Fig. 2C, which plots average 
scores by enrollment after running auxiliary regressions to remove a linear trend in 
enrollment and the effects of pupils' socioeconomic background. 22 The up and down 
pattern in the conditional expectation of test scores given enrollment probably reflects 
the causal effect of changes in class size that are induced by exogenous changes in 
enrollment. This interpretation is plausible because Maimonides' Rule is known to have 
this pattern, while it seems likely that other mechanisms linking enrollment and test scores 
will be smoother. 

Fig. 2B makes it clear that Maimonides' Rule is not a valid instrument for class size 
without controlling for enrollment because predicted class size increases with enrollment 
and test scores increase with enrollment. The RD idea is to use the discontinuities (jumps) 
in predicted class size to estimate the effect of interest while controlling for smooth 
enrollment effects. Angfist and Lavy implement this by using zs as an instrument while 
controlling for smooth effects of enrollment using parametric enrollment trends. Consider 
a causal model that links the score of pupil i in school s with class size and school 
characteristics: 

Yis = X~ .~  -t- n i s6  4- gis, (27) 

where ni~ is the size of i's class, and X~. is a vector of school characteristics, including 
functions of grade enrollment, bs. As before, we imagine that this function tells us what test 

22 The figure plots the residuals from regressions of Ya and zs on b s and the proportion of low-income pupils in 
the school. 
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Fig. 2. Illustration of regression-discontinuity method for estimating the effect of class size on pupil's test scores. 

Data are from Angrist and Lavy (1998). 
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scoreS would be if class size were manipulated to be other than the observed size, ni,. The 
first-stage equation for 2SLS estimation of  (27) is 

his = X~sTro + zsTrl + vis. (28) 

A simple example is a model that includes bs linearly to control for enrollment effects not 
attributable to changing class size, along with a regressor measuring the proportion of low- 
income students in the school. 23 The resulting 2SLS estimate of  6 in standard deviation 
units is - 0 .037  (with a standard error of  0.009), meaning just over a one-third standard 
deviation decline in test scores for a 10 pupil increase in class size. 

Since RD is an IV estimator, we do not have a separate section for pitfalls. As before, 
the most important issue is instrument validity and the choice of  control variables. The 
choice of  controls is even more important in RD than conventional IV, however, since the 
instrument is actually a function of one of the control variables. In the Angrist and Lavy 
application, for example, identification of ~ clearly turns on the ability to distinguish z, 

from X, since z, does not vary within schools. This suggests that RD depends more on 
functional form assumptions than other IV procedures, although Hahn et al. (1998) 
consider ways to weaken this dependence. 

2.3. Consequences o f  heterogeneity and non-linearity 

The discussion so far involves a highly stylized description of the world, wherein causal 
effects are the same for everyone, and, if the causing variable takes on more than two 
values, the effects are linear. Although some economic models can be used to justify 
these assumptions, there is no reason to believe they are true in general. On the other 
hand, these strong assumptions provide a useful starting place because they may provide 
a good approximation of  reality, and because they focus attention on basic causality 
issues. 

The cost of  these simplifying assumptions is that they gloss over the fact that even when 
a set of  estimates has a causal interpretation, they are generated by variation for a parti- 
cular group of individuals over a limited range of variation in the causing variable. There is 
a tradition in Psychology of distinguishing between the question of  internal validity, i.e., 
whether an empirical relationship has a causal interpretation in the setting where it is 
observed, and the question of  external validity, i.e., whether a set of internally valid 
estimates has predictive value for groups or values of  the response variable other than 
those observed in a given study.24 Constant-coefficient and linear models make it harder to 
discuss the two types of  validity separately, since external validity is automatic in a 
constant-coefficients-linear setting. For example, the constant-effects model says that 
the economic consequences of military service are the same for high-school dropouts 
and college graduates. Similarly, the linear model says the economic value of  a year of 

23 In practice, Angrisl and Lavy estimated (27) and (28) using class-level averages and not micro data. 
24 See, e.g., Campbell and Stanley (1963) and Meyer (1995). 
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schooling is the same whether the year is second grade or the last year of college. We 
therefore discuss the interpretation of  traditional estimators when constant-effects and 
linearity assumptions are relaxed. 

2.3.1. Regression and the condit ional expectation funct ion 
Returning to the schooling example of  Section 2.2.1, the causal relationship of  interest is 
f ( S ) ,  which describes the effect of  schooling on earnings. In the absence of  any further 
assumptions, the average causal response function is E~,(S)], with average derivative 
E ~ ( S ) ] .  Earlier, we assumed j~(S) is equal to a constant, p, in which case averaging is 
not needed. In practice, however, the derivative may be heterogeneous; that is, it may vary 
with i or with i's characteristics, Xi. In economics, models for heterogenous treatment 
effects are commonly called "random coefficient" models (see, e.g., Bjtrklund and 
Moffitt, 1987 or Heckman and Robb, 1985 for discussions of such models). The derivative 
also might be non-constant (i.e., vary with S). In either case, it makes sense to focus on the 
average response function or its average derivative. The principal statistical tool for doing 
this is the Conditional Expectation Function (CEF) of  ~ given S~, i.e., E[Y~ I Sg = S] or 
E[Yi I Xi, Si = S], viewed as a function of S. 

To see the connection between the CEF and the average causal response, consider first 
the difference in average earnings between people with S years of schooling and people 
with S - 1 years of  schooling: 

E[Yi I S~ =: S] - E[Y, I Sg = S - 1] ----- E[fi(S) - ~ ( S  - 1) I Si = S] 

+{E[J}(S 1) I Si - -  S ]  - E ~ ( S  -- 1) I Si = S ..... 11}. 

The first term in this decomposition is the average causal effect of  going from S - 1 to S 
years of  schooling for those who actually have S years of  education. The counterfactual 
average E ~ ( S  - 1) ] Si = S] is never observed, however. The second term reflects the fact 
that the average earnings of those with S - 1 years of  schooling do not necessarily provide 
a good answer to the "what if" question for those with S years of  schooling. This term is 
the counterpart of regression-style "omitted variables bias" for this more general model. 

In this setting, the selection-on-observables assumption asserts that conditioning on a 
set of  observed characteristics, Xj, serves to eliminate the omitted variables bias in naive 
comparisons. That is, 

E[fi(S - 1) [Xi, S i = S ]  -- E [ ~ ( S -  1) [ X i ,  S i = S  - t] for all S, (29) 

so that conditional on X, the CEF and average causal response function are the same: 

E[Yi IX,., Sg = S] = E[fi(S) I X~]. 

In this case, the condit ional-on-X comparison does estimate the causal effect of  schooling: 

E[Yg I Xg, Sg = S] -- EtYi I Xg, Si = S -- 1] = E[l'i(S) - f i ( S  -- 1) l X g]. 
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This is analogous to the notion that adding 2(,. to a regression eliminates omitted variables 
bias in OLS estimates of  the returns to schooling. 

The preceding discussion provides sufficient conditions for the CEF to have a causal 
interpretation. We next consider the relationship between regression parameters and the 
CEF. One interpretation of regression is that the populat ion OLS slope vector provides a 
minimum mean squared error (MMSE) linear approximation to the CEF. This feature of  
regression is discussed in Goldberger ' s  (1991) econometrics  text (see especially Section 
5.5). 25 A related property is the fact that regression coefficients have an "average deriva- 
tive" interpretation. In multivariate regression models,  however,  this interpretation is 
complicated by the fact that the OLS slope vector is actually matrix-weighted average 
of the gradient of the CEF. Matrix-weighted averages are difficult to interpret except in 
special cases (see Chamberlain and Learner, 1976). 26 

One interesting special case where the OLS slope vector can be readily interpreted is 
when S~ is the single regressor of interest and the CEF of this regressor given all other 
regressors is linear, so that 

E[Si I X~] = Xl~,  (30) 

where ¢r is a conformable vector of coefficients. This assumption is satisfied in the school- 
ing regression, for example,  in a model  where all X-variables are discrete and the para- 
meterization allows a separate effect for each possible value of  Xi. This is not unrealistic in 
applications with large datasets; see, for example, Angrist  and Krueger (1991) and Angrist 
(1998). In this case, the population regression coefficient from a regression of  Yi on Xi and 
Si can be written 

p,. = El(S/ - -E[S i lXi ] )Yi ] IE[ (S i - -  E[S i lX~] )S i ]  

= E [ ( S i  E [ S i l X ~ ] ) E [ Y I X ~ , S ~ ] ] I E [ ( S ,  - E[Si I Xi)SiL (31) 

which is derived by iterating expectations over Xi and Si. 

Maintaining assumption (30), i.e., that E[Si I Xi] is linear, first consider the case where 
ElY/ [ Xi,  Si] is linear in Si but not Xi. Then we can write 

p x  =- E[Y~ IX,., S~ = Sl - E[Yi I X  i, S~ = S - IL 

for all S, which means 

25 Proof that OLS gives a MMSE linear approximation to the CEF: The vector of population regression 
coefficients for regressor vector Wi solves minbE(Y i -- W/b)2. Bnt (Yi - W/b) 2 = [(Yi - E[Yi [ Wi]) +(E[YI [ 
Wi] - W/b)] 2 and El(Y/ - EIYi ] Wi]) (EIYi ] Wi] - W/b)] ~ 0, so minbE(lY i ] Wi] - W/b)] 2 has file stone 
solution. 

26 The population slope vector is E[WiW/] IE[WIYi] = E[WiW/] IE[WiE(Y i I Wi)]. Assume E(Wi) -- 0 so 
these are the non-intercept coefficients. Linearizing the CEF, we have E(Y i ]Wi )=E(Y i ]Wi  = 0)+ 
W / ~ ( Y i  [ wi), where ]7E(Y i ] wi) is the gradient of the conditional expectation function, and wi is a random 
vector that lies between Wi and zero. So the slope vector is E[WiW/] ~EI(WiW/) VE(Yi ] wi)], which is a matrix- 
weighted average of the gradient with weights (WiW/). 
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E[Yi l X i, Si] = E[Yi I Xe, Si = 0] + Sipx. (32) 

In other words, the CEF is linear in schooling, but the schooling coefficient is not constant 
and depends on Xi. 

Substituting (32) into (31), we have 

p, = E[(S~ - E[Si I X~I)2px]IE[(S~ - E [ S i l X ~ ] )  2] = E[~ , (X¢ )px] IE[~ , (X i ) ] ,  (33) 

where o-~(Xi) =- E[S  i - E[S  i IX/]) 2 [Xi] is the variance of  Si given X i. So in this case, regres- 
sion provides a variance-weighted average of  the slope at each Xi. Values of  Xi that get the 
most weight are those where the conditional variance of schooling is largest. 

What if the CEF of  Yi varies with both X i and Si? Let 

Psx =- E[Yi ] Xi,  Si = S] - E[Y i I X i , S i  = S -  1], 

where the Psx notation reflects variation with both S and Xi. Then the coefficient on S~ in a 
regression of Yi on Xi and Si can be written 

[± 1[± 1' Pr = E PsxtZsx E i~sx , (34) 
U =1 J U=' J 

where 

/Zsx :-= (E[Si I Xi ,  Si >- S] - g[si  I Xi ,  Si < S])P[Si --> S I X~l(1 - P[Si >-- S f Xil) ~ 0. 

and S takes on values in the set {0, 1 ..... ~}. This result, which is proved in Appendix A, is 
a generalization of the formula for bivariate regression coefficients given by Yitzhaki 
(1996). 27 

The weighting formula in (34) has a sum and an expectation. The sum averages Psx for 
all schooling increments, given a particular value of  Xi (this averaging matters if the CEF 
is non-linear). The expectation then averages this sum in the distribution of  Xi (this 
averaging matters if the response function is heterogeneous). The formula for the weights, 
/Xsx, can be used to characterize the OLS slope vector. First, for any particular Xi, weight is 
given to Psx for each S in proportion to the change in the conditional mean of  S~, as Si falls 
above or below S. More weight is also given to points in the domain offi(S) that are close to 
the conditional median of  Si given Xi since this is where P[S  i ->- S I X  i](1 - P[Si >-- S I X  i]) 
is maximized. Second, as in the linear case discussed above, weight is also given in 
proportion to conditional variance of Si given Xi, except now this variance is defined 
separately for each S using dummies for the event that Si >-- S. Note also that the OLS 
estimate contains no information about the returns to schooling for values of  X¢ where 

27 Yitzhaki gives examples and describes the OLS weighting function for a model with a single continuously 
distributed regressor in detail. For Normally distributed regressors, the weighting function is the Non"aal density 
function, so that OLS provides a density-weighted average of the sort discussed by Powell et al. (1989). For an 
alternative non-parametric interpretation of OLS coefficients see Stoker (1986), 
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A. Conditional expectation function and OLS regression line 
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Fig. 3. (A) The conditional expectation function (CEF) of log weekly earnings given schooling, adjusted for 
covariates as described in the text. Also plotted is the average change in the CEF and the OLS regression line. (B) 
The schooling histogram and OLS weighting function. Data are for men aged 40M9 in the 1990 Census. 

P[S ~- S ] Xi] equals 0 or 1. This inc ludes  values of  Xi  where Si does not  vary across 
observations,  because P[S ----- S ] Xi] = 1 if  P[Si - -  S ] Xi]  = 1. 

The weight ing funct ion  is i l lustrated in Fig. 3 us ing  data f rom the 1990 Census.  The top 
panel  plots an est imate of  the earnings-school ing CEF,  i.e., average log weekly  wages 

against years of school ing for men  with 8 -20  years of  schooling,  adjusted for covariates. In 
other words, the plot shows E{E[Yi ] Xi,  Si - -  S]}, plotted against  S. Years of schooling 
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are not recorded in the 1990 Census and were therefore imputed from categorical school- 
ing variables as described in the appendix. The X-variables are race (white, non-white), 
age (40-49), and state of birth. The covariates in this case are similar to those used in some 
of the specifications in the Angrist and Krueger (1991) study of the returns to schooling, 
although the data underlying this figure are more recent. 

The dotted line in the figure plots the change in E{E[Yi [ Xi, Si = S]} with S. This is the 
covariate-adjusted difference in average log weekly wages at each schooling increment, 

Ps ~ E{EtYi [ Xi, S i = S] - E f Y  i I Xi ,S i  = S -  11} = E PsxP(X i = X). 
x 

For example, the first point on the dotted line is an estimate of pg-ps ,  which is the average 
difference in earnings between those with 9 years of schooling and those with 8 years of 
schooling, adjusting for differences in the distribution of Xi between the two schooling 
groups.2S The returns measured in this way are remarkably stable until 13 years of school- 
ing, but quite variable after that and sometimes even negative. 

The straight line in the figure is the OLS regression line obtained from fitting Eq. (1) 
with a saturated model for Xi (in other words, the model includes a full set of dummies dix, 
which equal one when Xi = X for every value X; the OLS estimate of p in this case is 
0.094). This parameterization satisfies assumption (30), i.e., E[Si ] Xi] is linear. The figure 
illustrates the sense in which OLS captures the average return. The OLS weighting func- 
tion for each value of Si is plotted in the lower panel, along with the histogram of school- 
ing. 29 Like the distribution of schooling itself, the OLS weighting scheme puts the most 
weight on values between 12 and 16. It is interesting to note, however, that while the 
histogram of schooling is bimodal, the weighting function is smoother and unimodal. 
Moreover, the population average of Ps, i.e., the weighted average of the covariate- 
adjusted return using the schooling histogram, Y~s PsP(Si  == S), is 0.144, which is consid- 
erably larger than the OLS estimate. This is because about half of the sample has 12-13 
years of schooling, where the returns are 0.136 and 0.148. The OLS weighting function 
gives more weight than the histogram to other schooling values, like 14, 15, and 17, where 
the returns are small and even negative. 

2.3.2. Match ing  inslead o f  regression 
The previous section shows how regression produces a weighted average of covariate- 
specific effects for.each value of the causing variable. The empirical consequences of the 
OLS weighting scheme in any particular application depend on the distribution of regres- 
sors and the amount of heterogeneity in the causal effect of interest. Matching methods 
provide an alternative estimation strategy that affords more control over the weighting 
scheme used to produce average causal effects. Matching methods also have the advantage 

28 The unadjusted difference in average wages is {E[Yi IS , -  S]-  E [ Y i l S  i - - S  ll}, which equals 
E[E(YilXI,S~=5) Is i=s]- -E[E(Yi lXi ,  S i = S  l)l S i - -S-  11. 

29 Since the regression model has covariates, the weights vary with X~ as well as for each schooling increment. 
The average weighting function plotted in the figure is ~'x tzsxP(Xi = X). 
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of making the comparisons that are used for statistical identification transparent. Matching 
is most practical in cases where the causing variable takes on two values, as in the union 
status and military service examples discussed previously. 

Again, we use the example of  estimating the effect of  military service to illustrate this 
technique. Angrist (1998) reported matching and regression estimates of the effects of 
voluntary military service on civilian earnings. As in the Vietnam study, the potential 
outcomes are Yi0, denoting what someone would earn if they did not serve in the military, 
and Yli denoting earnings as a veteran. Since lZli - -  Yoi is not constant, and we never 
observe both potential outcomes for any one person, it makes sense to focus on average 
effects. One possibility is the "average treatment effect," E[YIi - Yoi], but this is not 
usually the first choice in studies of  this kind since people who serve in the military 
tend to have personal characteristics that differ, on average, from those of people who 
did not serve. The manpower policy innovations that are typically contemplated affect 
those individuals who either now serve or who might be expected to serve in the future. 
For example, between 1989 and 1992, the size of the military declined sharply because of 
increasing enlistment standards. Policy makers would like to know whether the people 
who would have served under the old rules but are unable to enlist under the new rules 
were hurt by the lost opportunity for service. This sort of  reasoning leads researchers to try 
to estimate the "effect of  treatment on the treated," which is E [ Y l i  - -  YOi I Di = 1] in our 
notation. 3o 

As in the study of Vietnam veterans, simply comparing the earnings of veterans and 
non-veterans is unlikely to provide a good estimate of  the effect of  military service on 
veterans. The comparison by veteran status is 

E[YIi ] D  i = 1] -E[Y0i  ] D  i = O ]  

= E[YIi - Yoi I Di = 1] + {E[Yoi I Di = 1] E[Yoi I Di = 0]}, 

This is the average causal effect of military service on veterans, E[Yj -- I10 I D = 1], plus a 
bias term attributable to the fact that the earnings of  non-veterans are not necessarily 
representative of  what veterans would have earned had they not served in the military. 
For example, veterans may have higher earnings simply because they must have higher 
test scores and be high school graduates to meet military screening rules. 

The bias term in naive comparisons goes away if Di is randomly assigned because then 
Di will then be independent of  Y0i and I11i. Since voluntary military service is not randomly 
assigned (and there is no longer a draft lottery), Angrist (1998) used matching and regres- 
sion techniques to control for observed differences between veterans and non-veterans 
who applied to get into the all-volunteer forces between 1979 and 1982. The motivation 
for a control strategy in this case is the fact that the military screens applicants to the armed 
forces primarily on the basis of age, schooling, and test scores, characteristics that are 

30 Heckman and Robb (1985) discuss the rationale for estimating effects on the treated when evaluating 
subsidized training programs. 
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observed in the Angrist (1998) data. Identification in this case is based on the claim that 
after conditioning on all of the observed characteristics that are known to affect veteran 
status, veterans and non-veterans are comparable in the sense that 

E[Y0i [Xi ,D i = 1] = E[Y0i I Xi, Di = 01. (35) 

This assumption seems plausible for two reasons. First, the non-veterans who provide 
observations on Y0i did in fact apply to get into the military. Second, selection tbr military 
service from the pool of  applicants is based almost entirely on variables that are observed 
and included in the X-variables. Variation in veteran status conditional on 32,. comes solely 
from the fact that some qualified applicants nevertheless fail to enlist at the last minute. Of 
course, the considerations that lead a qualified applicant to "drop out" of  the enlistment 
process could be related to earnings potential, so assumption (35) is clearly not guaranteed. 

Given assumption (35), the effect of  treatment on the treated can be constructed as 
follows: 

E [ Y I i  - Yoi I Di = 1] = E { E [ Y I i  [ X i , D  i = l ]  - E [Y0 i  ] X i , D  i = 1] I Di ---- 1} 

--~ E{E[YIi I Xi,Di = 1] - E[Y0i I Xi, Di = 0i I Di = 1} = E[8 x [ Di = 1], (36) 

where 

8x ~ E[Y i I X,,Di = 1] - E[Y i I Xi ,D i = 0]. 

Here 8x is a random variable that represents the set of differences in mean earnings by 
veteran status corresponding to each value taken on by Xi. This is analogous to the random 
coefficient Px that was defined for the schooling problem. Note, however, that since Di is 
binary, the response function in this case is automatically linear in Di. 

The matching estimator in Angrist (1998) uses the fact that Xi is discrete to construct 
(36), which can also be written 

E [ Y l i  - Yoi [ Di = l ]  = Z 8xP(Xi = X ] D i = t), (37) 
x 

where P(X i z X [ D = 1) is the probability mass function for Xi given D i = 1 and the 
summation is over the values of Xi .31 In this case, X~, takes on values determined by all 
possible combinations of  year of birth, AFQT test-score group,3~ year of application to the 
military, and educational attaimnent at the time of  application. 

Naive comparisons clearly overestimate the benefit of military service. This can be seen 
in Table 6, which reports differences-in-means, matching, and regression estimates of the 
effect of  voluntary military service on the 1988-1991 Social Security-taxable earnings of  
men who applied to join the military between 1979 and 1982. The matching estimates 
were constructed from the sample analog of  (37), i.e., from covariate-value-specific differ- 

31 This matching estimator is discussed by Rubin (1977) and used by Card and Sullivan (1988) to estimate the 
effect of subsidized training on employment.  

32 This is the Armed Forces Qualification Test, used by the mili tary to screen applicants. 
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Table 6 
Matching and regression estimates of the effects of voluntary military service a 
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Race Average Differences Matching Regression Regression 
earnings in means estimates estimates minus 
in 1988- by veteran matching 
1991 status 
(1) (2) (3) (4) (5) 

Whites 14537 1233.4 - 197.2 -88.8 108.4 
(60.3) (70.5) (62.5) (28.5) 

Non- 11664 2449.1 839.7 1074.4 234.7 
whites (47.4) (62.7) (50.7) (32.5) 

Notes: Adapted from Angrist (1998, Tables II and V). Standard errors are reported in parentheses. The tables 
shows estimates of the effect of voluntary military service on the 1988-1991 Social Security-taxable earnings of 
men who applied to enter the armed forces between 1979 and 1982. The matching and regression estimates 
control for applicants' year of birth, education at the time of application, and AFQT score. There are 128,968 
whites and 175,262 non-whites in the sample. 

ences in earnings,  6x, weighted to form a single est imate us ing the distr ibution of  covari- 
ates among  veterans. Al though white veterans earn $1233 more  than non-veterans ,  this 
difference becomes  negat ive  once the adjustment  for differences in covariates is made. 
Similarly,  while non-whi te  veterans earn $2449 more  than non-veterans ,  control l ing for 
covariates reduces this to $840. 

Table  6 also reports regression estimates of the effect of  voluntary  service, control l ing 
for exactly the same covariates used in the matching estimates.  These  are estimates of fir in 
the equat ion  

Yi = Z dixt~x + ~rDi + el' (38) 
x 

where fix is a regression-effect  for Xi = X and 6,. is the regression treatment effect. This  
corresponds to a saturated model  for Xi. Despite the fact that the matching  and regression 
estimates control for the same variables,  the regression est imates are significantly larger 
than the match ing  est imates for both whites and non-whi tes .  33 The reason the regression 

estimates are larger than the match ing  estimates is that the two est imation strategies use 
different weight ing schemes.  Whi le  the matching est imator  combines  covariate-value-  
specific estimates,  3x, to produces an estimate of the effect of  t reatment  on the treated, 
regression produces a var iance-weighted  average of  these effects. To see this, note that 
since Di is b inary  and E[Di ] Xi] is l inear,  formula (33) f rom the previous section implies  

fir =: E[(D~ - E[D~lX~])26x]IE[(Di-- E[D~ [ Xf]) ~] = E[o2/)(X~)fxJlE[(~)(Xi)], 

But in  this case, O-D2(Xi) --  P(Di = 1 [ Xi)(I P(Di = 1 i Xi)), so 

33 The formula for tile covariance of regression and matching estimates is derived ill Angrist (1998, p. 274). 
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Fig. 4. Effects of voluntary military service on earnings in 1988-1991, plotted by race and probability of service, 
conditional on covariates. The earnings data are from Social Security administrative records. 

6x[P(Di = 1 I X~ = X)(1 - P(D~ = 1 I Xi = X))IP(Xi = X)  
X 

~ [ P ( D / =  1 I Xi = X)(1 - P(D i = 1 I Xi = X))lP(Xi = X) 
X 

In other words, regression we ights  each covariate-specif ic  treatment effect  by 
P(X i = X ] Di = 1)(1 - P(Xi = X ] Di  = 1)). In contrast, the matching  estimator,  (37),  
can be written 

6xP(D i -- 1 ] X i = X)P(Xi = X)  

E[Y~i Y o i l D i  = 1] = x 
P(Di = I I Xi = X)P((X~ = X) 

X 

because  P(Xi - X I O i  - -  1 )  - -  P ( D i  - -  I [ X i  ..... X ) P ( X i  .... X ) / P ( D i ) .  

The weights  underly ing  E[Yli Y0/ [ Di  = 1] are proportional to the probabil i ty  o f  
veteran status at each value o f  the covariates.  So tile m e n  m o s t  l ikely  to serve get the 
m o s t  we ight  in est imates  o f  the effect  o f  treatment on the treated. In contrast, regression 
es t imat ion  weights  each o f  the underly ing  treatment effects by  the condit ional  variance o f  
treatment status, w h i c h  in this case  is m a x i m i z e d  when  P(D i = 1 I X  i = X) = 1/2. Of  
course,  the difference in we ight ing  schemes  is o f  no importance i f  the effect  o f  interest 
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does not vary with Xi. But Fig. 4, which plots X-specific estimates (6x) of the effect of  
veteran status on average 1988-1991 earnings against P[Di = 1 I Xi = X], shows that the 
men who were most likely to serve in the military benefit least from their service. This fact 
leads matching estimates of the effect of  military service to be smaller than regression 
estimates based on the same vector of  controls. 

2.3.3. Matching using the propensity score 
It is easy to construct a matching estimator based on (37) when, as in Angrist (1998), the 
conditioning variables are discrete and the sample has many observations at almost every 
value taken on by the vector of explanatory variables. What about situations where Xi is 
continuous, so that exact matching is not practical? Problems involving more finely 
distributed X-variables are often solved by aggregating values to make coarser groupings 
or by pairing observations that have similar, though not necessarily identical, values. See 
Cochran (1965), Rubin (1973), or Rosenbaum (1995, Chapter 3) for discussions of this 
approach. More recently, Deaton and Paxson (1998) used non-parametric methods to 
accommodate continuous-valued control variables in a matching estimator. 

The problem of how to aggregate the X-variables also motivates a matching method first 
developed in a series of  papers by Rosenbaum and Rubin (1983, 1984, 1985). These papers 
show that full control for covariates can be obtained by controlling solely for a function of  
X~ called the propensity score, which is simply the conditional probability of treatment, 
p(Xi )  =-- P ( D  i = 1 I ~ ) .  The formal result underlying this approach says that if condition- 
ing on X~ eliminates selection bias, 

E[Y0i I Xi, Di = 11 = E[Yoi I Xi, D i = 01, 

then it must also be true that conditioning on p(X~) eliminates selection bias: 

E[Yoi I p(Xi, ), Oi = 1] = E[Y0i I e(Xi), Di = 0]. 

This leads to the following modification of (36): 

E[YIi - Yoi ] Di = 1] = E{E[Yli l Xi, D i = 1] - E[Y0i I Xi, D i = 1] I Di = 1} 

= E{E[Yli ]p(Xi) ,D i = 11 - E[Y0i I p(Xi),Di = 0l ] Di = 1}. 

Of course, to make this expression into an estimator, the propensity score p(Xi) must first 
be estimated. The practical value of  this result is that in some cases, it may be easier to 
estimate p(Xi) and then condition on the estimates ofp(Xi) than to condition on Xi directly. 
For example, even if Xi is continuous, p(Xi) may have some "flat spots", or we may have 
some prior information about p(X~). The propensity score approach is also conceptually 
appealing because it focuses attention on variables that are related to the regressor of 
interest. Although I1,. may vary with X~ in complicated ways, this is only of  concern for 
values of  Xi where p(Xi) varies as well. 

An example using the propensity score in labor economics is Dehejia and Wahba's  
(1995) reanalysis of  the National Supported Work (NSW) training program studied by 
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Lalonde (1986). The NSW provided training to different groups of "hard-to-employ" men 
and women in a randomized demonstration project. Lalonde's study uses observational 
control groups from the Current Population Survey (CPS) and the Panel Study of Income 
Dynamics (PSID) to look at whether econometric methods are likely to generate conclu- 
sions similar to those found in the experimental study. One hurdle facing the non-experi- 
mental investigator attempting to construct a control group for trainees is how to control 
for lagged earnings. As we noted earlier, controlling for lagged earnings is important since 
participants in government training programs are often observed to experience a decline in 
earnings before entering the program (see, e.g., Ashenfelter and Card, 1985, and the 
chapter on training by Heckman, Lalonde, and Smith in this volume). 

Lalonde (1986) found that non-experimental methods based on regression models, 
including models with fixed effects and control for lagged earnings, fail to replicate the 
NSW experimental findings. Using the same observational control groups as Lalonde 
(1986), Dehejia and Wahba (1995) control for lagged earnings and other covariates by 
first estimating a logit model that relates participation in the program to the covariates and 
two lags of earnings. Following an example by Rosenbaum and Rubin (1984), they then 
divide the sample into quintiles on the basis of fitted values from this logit, i.e., based on 
estimates of the propensity score. The overall estimate of the effect of treatment on the 
treated is the difference between average trainee and average control earnings in each 
quintile, weighted by the number of trainees in the quintile and summed across quintiles. 
The estimates produced using this method are similar to those based on the experimental 
random assignment (and apparently more reliable than regression estimates). It should be 
clear, however, that use of propensity score methods requires a number of decisions about 
how to model and control for the score. There is little in the way of formal statistical theory 
to guide this process, and the question of whether propensity score methods are better than 
other methods remains open. See Heckman et al. (1997) for further empirical evidence, 
and Hahn (1998) for recent theoretical results on efficiency considerations in these models. 

2.3.4. Interpreting instrumental variables estimates 
The discussion of IV in Section 2.2.3 used the example of veteran status, with two 
potential outcomes and a constant causal effect, Y l i  - -  Y 0 i  = 8. What is the interpretation 
of an IV estimate when the constant-effects assumption is relaxed? We begin with a model 
where the causing variable is binary, as in the veteran status example, turning afterwards to 
a more general model. As before, the discussion is initially limited to the Wald estimator 
since this is an important and easily-analyzed IV estimator. 

Without the constant-effects assumption, we can write the observed outcome, Y,, in 
terms of potential outcomes as 

gi  ~ Yio + (Yli - Yoi)Di =/30 + 6iDi -t- ~li, (39) 

where/3 o ~: ELY/0] and 6 i ~ Y l i  - Yoi  is the heterogeneous causal effect. The expression 
after the second equals sign is a "random-coefficients" version of the causal model in 
Section 2.3.3 (see Eq. (23)). To facilitate the discussion of IV, we also introduce some 
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notation for the first-stage relationship between the causing variable, Di, and the binary 
instrument, Zi. To allow for as much heterogeneity as possible, the first stage equation is 
written in a manner similar to (39): 

Di = Dio q" (Dji - Doi)Zi = ~o + 77"liZi + vi, (40) 

where vr0 ~ E[Di0] and Wli =- (Dli - Doi ) is the causal effect of the instrument on Di. In 
the draft lottery example,  Doi tells us whether i would serve in the military if not draft- 
eligible and Dli tells us whether i would serve when draft-eligible. The effect of draft--- 
eligibility on Di is the difference between these two potential treatment assignments. 

The principle identifying assumption in this setup is that the vector of potential 
outcomes and potential treatment assignments is jointly independent of the instrument. 
Formally, 

{YIi, Yoi,Dli,Doi} U Z i, 

where lJ is notation for statistical independence (see, e.g., Dawid, 1979, or Rosenbaum 
and Rubin, 1983). 34 In the lottery example, Zi is clearly independent of {Doi , Dli } since Zi 
was randomly assigned. As noted in Section 2.2.3, however,  independence of { Yoi, Yti } 

and Z~ is not guaranteed by randomization since Yoi and Yli refer to potential outcomes 
under alternative assignments of veteran status and not Zi itself. Even though Zi was 
randomly assigned, so the relationship between Zi and Yi is causal, in principle there 
might be reasons other than veteran status for an effect of draft-eligibility on earnings. 
The independence assumption, which is similar to the assumption that Zi and ~i are 
uncorrelated in the constant-effects model, rules this possibility out. 

A second assumption that is useful here, and one that does not arise in a constant-effects 
setting, is that either 1rli ~ 0 for all i or ~rl/--< 0 for all i. This monotonicity assumption, 
introduced by Imbens and Angrist (1994), means that while the instrument may have no 
effect on some people, it must be the case that the instrument acts in only one direction, 
either Dli ~ Doi o r  Dli ~ Doi f o r  all i. In what tbllows, we a s s u m e  Dli ~ Doi f o r  all i. In 
the draft-lottery example,  this means that although draft-eligibility may have had no effect 
on the probability of military service for some men, there is no one who was actually kept 
out of  the military by being draft-eligible. Without monotonicity, instrumental variables 
estimators are not guaranteed to estimate a weighted average of the underlying causal 
effects, Yli - Yoi, 

Given independence and monotonicity, the Wald estimator in this example can be 
interpreted as the effect of veteran status on those whose treatment status was changed 
by the instrument. This parameter is called the local average treatment effect (LATE; 
Imbens and Angrist, 1994), and can be written as follows: 

E[Y~ ] Z, = 1] - E[Yi ] Z~ := 0] 
== E[YI i  " Yoi [ Dli > Doi] := E [ 6 i  [ 7Tli > 0] .  

E[Di [ Z, = 11 - g[Di ]Zi = 01 

34 The independence assumption using random-coet!ticients notation is { 6,, 'r?i, "J~ii, vl } L1 Z i. 
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Thus, IV estimates of effects of military service using the draft lottery estimate the effect 
of military service on men who served because they were draft-eligible, but would not 
otherwise have served. 3.~ This obviously excludes volunteers and men who were exempted 
from military service for medical reasons, but it includes men for whom the draft policy 
was binding. Much of the debate over compulsory military service focused on draftees, so 
LATE is clearly a parameter of policy interest in the Vietnam context. 

The LATE parameter can be linked to the parameters in traditional econometric models 
for causal effects. One commonly used specification for dummy endogenous regressors 
like veteran status is a latent-index model (see, e.g., Heckman, 1978), where 

D i ~ 1 i f  "~0 -~- Y l Z i  > vi  and 0 otherwise, 

and Pi is a random factor assumed to be independent of Zi. This specification can be 
motivated by comparisons of utilities and costs under alternative choices. In the notation 
of Eq. (40), the latent-index model characterizes potential treatment assignments as 

Doi = 1 if [Y0 > vi] and Dli  ---= 1 if [Yo + Yl > vi]. 

Note that in this model, monotonicity is automatically satisfied since Yl is a constant. 
Assuming Yl > 0, 

E[YIi - Yoi [ DI > Doi] = E[YIi -- Yoi [ "g0 + 3/i > vi > ~/0], 

which is a function of the structural first-stage parameters, Y0 and y,. The LATE para- 
meter is representative of a larger group the larger is the first-stage parameter, Yl- 

LATE can also be compared with the effect of treatment on the treated for this problem~ 
which depends on the same first-stage parameters and the marginal distribution of Zi. Note 

that in the latent-index specification, D i = 1 in one of two ways: either Y0 > vi, in which 
case the instrument does not matter, or Y0 + Y~ > v~ > 3/0 and Z~ = 1. Since these two 
possibilities partition the group with D i = 1, we can write 

E[Yli  - Yoi [ Di = 1] = P(Di = 1) -1 

×{E[Yli - Yoil To + Yl > vi > % , Z i  --  1]P(Y0 + Yl > vi > To,Zi = 1) 

+E[Yli - Yc)i ] % > v i ]P(% > vi)} 

= P ( D i = I )  I X { E [ Y i i _ Y 0 i l Y 0  + Yl > v i >  T0]P(T0-~ Yl > vi > T0)P(Zi-- 1) 

+E[Yji - Yoi l Yo > vi]P(Yo ~> vi)}. 

35 P r o o f  o f  the  L A T E  resul t :  E[Yi I Zi = J] = ELY,0 -b (YJi - Yoi)Di I Zi = 11, w h i c h  equa l s  ELY,0 ~ (YLi - 
Yoi)Dli] b y  i n d e p e n d e n c e .  L i k e w i s e  E[Yi I Zi = 0] = E[Yio + (Yli - Yoi)Doi], so the  n u m e r a t o r  o f  the  W a l d  

estimator is E[(YIi -- Yoi)(Dli -- Ooi)]. Monotonicity means D~i -- Doi equals one or zero, so 
EI(YIi -- Yoi)(Dli - Do/)] = EIYli - Yoi I D~i > DoilP[Dti > Doi]. A similar argument shows ElDi I Zi = 1] 
E[Di I Zi = 0] = E[DIi - Doi] = P[Dli > Doll. 
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This shows that the effect on the treated is a weighted average of LATE and the effect on 
men whose treatment status is unaffected by the instrument. 36 Note, however, that 
although LATE equals the Wald estimator, the effect on the treated is not identified in 
this case without additional assumptions (see, e.g., Angrist and Imbens, 1991). 

In terpre t ing  I V  es t imates  wi th  cardinal  variables .  So far the discussion of IV has focused 
on models with a binary regressor. What  does the Wald estimator estimate when the 
regressor takes on more than two values, like schooling? As in the discussion of 
regression in Section 2.2.1, suppose the causal relationship of interest is characterized 
by a function that describes exactly what a given individual would earn if they obtained 
different levels of education. This relationship is person-specific, so we write fi(S) to 
denote the earnings or wage that i would receive after obtaining S years of education 
The observed earnings level is Yi =.[i(Si).  

Again, it is useful to have a general notation for the first-stage relationship between 5) 
and L: 

S i ~- Sol  @ ( S l i  - S o i ) Z i  = K 0 q- I£1iZ i q- 12 i, ( 4 1 )  

where Soi is the schooling i would get if Zi = O, Sli is the schooling i would get if Zi := 1, 
and K0--=-E[S0i]. In random-coefficients notation, the causal effect of Zi on S~ is 
Kli =- Sli  - Sol. To make this concrete, suppose the instrument is a dummy for being 
born in the second, third, or fourth quarter of the year, as for the Wald estimate in Angrist 
and Krueger (1991, Table 3). Since compulsory attendance laws allow people to drop out 
of school on their birthday (typically the 16th) and most children enter school in Septem- 
ber of the year they turn 6, pupils born later in the year are kept in school longer than those 
born earlier. In this example, Soi is the schooling i would get if born in the first quarter and 
Sli is the schooling i would get if born in a later quarter. 

Now the independence assumption is {fi(S), S l i ,  Soi} i~ Z, and the monotonicity assump- 
tion is S~i >-- So/. This means the instrument is independent of  what an individual could  
earn with schooling level S, and independent of the random elements in the first stage. 3~ 
Using the independence assumption and Eq. (41) to substitute for Si, the Wald estimator 
can be written 

E~(S~) I Z~ ::-- 11 - E~I.(Si) I Zi = O] E~(SIi )  - J~(Soi)] 

E [ S i  [ Z i  = 1]  - E f S i  i Z i  - "  0 ]  E[Sli - Soil 

= E{ o)i[~i(S li) - f i (Soi)) /(Sl i  - So/)] }, (42) 

where wi =- ( S l i -  S o i ) / E , [ S I i  - -  So i l .  This is a weighted average arc-slope off.(S) on the 
interval [S0/,Sli]. We can simplify further using the fact that f i (Sl i  )---- 

3(, N o t e  tha t  P [ %  + 71 > vi > yo]P[Zi =~ 1] + PlY0 > vi] --  (E[Di  [ Z i - =  1] - E [ D  i [ Z i - 0])P(Zi  ~ l )q  
E[Di  [ Zi = 0] = P[D i ~ 1], so  the  w e i g h t s  s u m  to  one .  In  the  spec i a l  c a s e  w h e r e  P [70  > vi] = 0 f o r  e v e r y o n e ,  
L A T E  a n d  the  ef fec t  o f  t r e a t m e n t  on  the  t r e a t e d  a re  the same .  

37 F o r  e x a m p l e ,  i f j ' ) (S)  - -  13 o + loiS -b ~i, t h e n  w e  a s s u m e  { Pi, ~0i, t~li, vi } a r e  i n d e p e n d e n t  o f  Z,. 
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rs S 1 38 f i (Soi)  - l- f i l(si~:)(Sli  - Soi), for some Si* in the interval t 0i, liJ. Now we can write the 
Wald  estimator as an average derivative: 

E[f/(Sli ) - J}(Soi)] 

E[Sli - S0i ] E[Sli - Soi ] 
= E[(Sli - Soi)f¢i(S~*)] = E[~ofi(S~*)]. (43) 

Given the monotonicity assumption, wi is positive for everyone, so the Wald est imator is a 
weighted average of individual-specific slopes at a point in the interval [Soi,&i]. The 
weight each person gets is proportional to the size of the causal effect of the instrument 
on him or her. The range of  variation in f (S )  summarized by this average is always 

between Nli and Sli. 
Angrist  et al. (1995) note that the Wald  est imator can be characterized more precisely 

in a number of  important special cases. First, suppose that the effect of  the instrument is the 
same for everybody, i.e., K li is constant. Then we obtain the average derivative E~}~(Si*)], 
and no weighting is involved. I f f (S)  is linear in S, as in Section 2.2.1, but with a random 
coefficient, p~ then the Wald  estimator is a weighted average of  the random coefficient: 

E[(Sli - Soi)Pi]/E[Sli - S o i  ]. If  Kji is constant andfi(S) is linear, then the Wald  est imator is 
the population average slope, E[pi]. 

Another  interesting special case is when f ( S )  is a quadratic function of S, as in Lang 
(1993) and Card 's  (1995) parameterization of a structural human-capital  earnings func- 
tion. The quadratic function captures the notion that returns to schooling decline as school- 
ing increases. Note that for a quadratic function, the point of linearization is always 
Si* = (Sli + Soi)/2. The Wald  estimator is therefore 

E[o)ifli((Sli Jr- Soi)/2)], 

i.e., a weighted average of  individual slopes at the midpoint  of the interval [Soi, Sli] for 
each person. The fact that the weights are proportional to S l i -  Soi sometimes has 
economic significance. In the Card and Lang models,  for example, the first-stage effect, 
Sli - Sol, is assumed to be proportional to individual  discount rates. Since people  with 
higher discount rates get less schooling and the schooling-earnings relationship has been 
assumed to be concave, this tends to make the Wald  estimate higher than the population 
average return. Lang (1993) called this phenomenon "discount rate bias"~ 

In some applications, it is interesting to characterize the range of  variation captured by 
the Wald  estimator further. Returning to (42), which describes the estimator as a weighted 
average of  slopes in the interval [Soi, Sji], it seems natural to ask which values are most 
l ikely to be covered by this interval. For  example,  does [So/, Sli] usually cover 12 years of  
education, or is it more l ikely to cover 16 years? The probabil i ty S ~ [Soi, Sli ] is 
P[&i >- S >- Soil. Because Si is discrete, it is easier to work with P[SIi > S >-- N)i], since 
this can be expressed as 

38 Here we assume that f,(S) is continuously diflerentiabte with domain equal to a subsel of the ~eal line. 
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Fig. 5. First quarter-fourth quarter difference in schooling CDFs, for men born 1930-1939 in tile 1980 Census. 
The dotted lines are 95% confidence intervals, 

P[Sji  > S >-- Soil = P [ & i  > S] - P[Soi > S] = P[Si <-- S [ Zi ...... O] -- P[Si ~ S [ Z, I I  

(44) 

This is the difference in the cumulative distribution function (CDF) of schooling with the 
instrument switched off and on. The schooling values where the CDF-gap is largest are 
those most  l ikely to be covered by the interval [Sol, &i] ,  and therefore most often r ep re  
sented in the Wald/weighted average. 

Angrist  and Imbens (1995) used Eq. (44) to interpret the Wald  estimates of the returns 
to schooling reported by Angrist  and Krueger (1991). 39 They report  a Wald  estimate based 
on first quarter/fourth quarter differences in log weekly wages and years of schooling using 
data on men born 1930-1939 in the 1980 Census. Their Wald  estimate is 0.089, and the 
corresponding OLS estimate is 0.07. The first quarter/fourth quarter difference in CDFs is 
plotted in Fig. 5. The difference is largest in the 8-14 years-of-schooling range. This is not 
surprising since compulsory attendance laws mainly affect high school students, i.e., those 
with 8-12  years of education. The CDF gap for men with more than 12 years of schooling 

3,) See Kling (1998) for a similar analysis of instrumental variables estimates using distance to college as an 
instrument for schooling. 
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may be caused by men who were compel led to complete high school but then attended 
college later. 

Finally,  we note that the discussion of  IV in heterogeneous and non-linear models  so far 
has ignored covariates. 2SLS estimates in heterogeneous-effects models with covariates 
can be interpreted in much the same way as regression estimates of models with covariates 
were interpreted in Section 2.3.1. That is, IV estimates in models  with covariates can be 
thought of  as producing a weighted average of  covariate-specific Wald  estimates as long as 
the model  for covariates is saturated and E[Si ] Xi, Zi] is used as an instrument. In other 
cases it seems reasonable to assume that some sort of approximate weighted average is 
being generated, but we are unaware of  a precise causal interpretation that fits all cases. 4° 

2.4. Refutabi l i ty  

Causality can never be proved by associations in non-experimental  data. But sometimes 
the lack of association between variables for a particular group, or the occurrence of an 
association between the "causing var iable"  and outcome variable for a group thought to 
be unaffected by the treatment, can cast doubt on, or even refute, a causal interpretation. 
R.A. Fisher (quoted in Cochran, 1965) argued that the case for causality is stronger when 
the causal model  has many implications that appear  to hold. For this reason, he suggested 
that scientific theories be made "complicated,"  in the sense that they yield many testable 
implications. 

A research design is more l ikely to be successful at assessing causality if possibil i t ies for 
checking collateral implications of causal processes are "buil t  in." At one level, this 
involves estimating less restrictive models.  A good example is Freeman 's  (1984) panel 
data study of  union status, which looks separately at workers who join unions and leave 
unions. If  unions truly raise wages of their members,  then workers who move from non- 
union to union jobs should experience a raise, and workers who move from union to non- 
union jobs  should experience a pay cut. Although a less restrictive model may yield 
imprecise estimates or be subject to different biases which render the results difficult to 
interpret (e.g., different unobserved variables may cause workers to join and exit  union 
jobs),  a causal story is strengthened if  the results of  estimating a less restrictive model  are 
consistent with the story. 

In addition to these considerations of  robustness, a causal model  will often yield testable 
predictions for sub-populations in which the "treatment effect" should not be observed, 
either because the sub-population is thought to be immune to the treatment or did not 
receive the treatment. Perhaps the best-known example of  this type of  analysis is Bound ' s  
(1989) study of  the effect of  Disabil i ty Insurance (DI) benefits on the labor force partici.- 
pation rates of  older men. Earlier studies (e.g., Parsons, 1980) established an inverse 

40 A recent effort in this direction is Abadie (1998), who presents conditions under which 2SLS estimates can 
be interpreted as the best linear predictor for an underlying causal relationship. He also introduces a new IV 
estimator that always has this property for models with a single binary instrument. 
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relationship between the participation rate and the D1 benefit-wage replacement ratio. But 
because the replacement ratio is a decreasing function of a worker's past earnings, Bound 
argued that this association may reflect pre-existing patterns of labor force participation 
rather than a causal response to DI benefits. 41 

To test the causal interpretation of earlier work, Bound performed two types of analyses. 
First, he estimated essentially the same econometric model of the relationship between 
employment and potential DI benefits that had been estimated previously, except he 
estimated the model for a sub-sample of older men who had never applied for DI. Because 
one would not expect DI benefits to provide a strong work disincentive for this sub- 
sample, there should be a much weaker relationship, or no relationship at all, if the causal 
interpretation of DI benefit coefficients is correct. Instead, he found that DI benefits had 
about the same effect in this sample as in a sample that included men who actually applied 
for and received DI benefits, suggesting that a causal interpretation of the effect of D~ 
benefits was not warranted. Second, Bound examined the labor force behavior of men who 
applied for DI but were turned down. He reasoned that because men in this sub-sample 
were less severely disabled than men who received DI, the labor force participation rate of 
this sub-sample provided a "natural 'control' group" (p. 482) for predicting the upper 
bound of the labor force participation rate of DI recipients had they been denied DI 
benefits. Because half of the presumably healthier rejected DI applicants did not work 
even without receiving benefits, Bound concluded that most DI recipients did not work 
because they were disabled, not because DI benefits induced them to leave the labor force. 

Notions of "refutability" also carry over to 1V models. In Angrist and Krueger (1991) 
we were concerned that quarter of birth, which was the instrument for schooling, might 
have influenced educational attainment through some mechanism other than the interac 
tion of school start age and compulsory schooling laws. To test this threat to a causal 
interpretation of the IV estimates, we examined whether quarter of birth influenced school .... 
ing or earnings for college graduates, who presumably were unaffected by compulsory 
schooling laws. Although quarter of birth had an effect on these outcomes for college 
graduates, the effect was weak and had a different pattern than that found for the less-than 
college group, suggesting that compulsory schooling was responsible for the effects of 
quarter of birth in the less-than-college sample. 

Tests of refutability may have flaws. It is possible, for example, that a subpopulation 
that is believed to be unaffected by the intervention is indirectly affected by it. Fo~ 
example, Parsons (1991) argues that rejected DI applicants are a misleading control 
group because they may exit the labor force to strengthen a possible appeal of their 
rejected application or a future re-application for DI benefits. 42 Likewise, some students 
who complete high school because of compulsory schooling may be induced to go on to 
college as a result, invalidating our 1991 test of refutability. An understanding of the 
institutions underlying the intervention being evaluated is necessary to assess tests of 

4J Welch (1977) provides a closely related criticism of work on Unemployment Insurance benefits. 
42 Bound (1989) considered and rejected these threats to his control group. See also Bound's (1991) response 

to Parsons (1991). 
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refutability, as well as to identify subpopulations that are immune from the intervention 
according to the causal story but still subject to possible confounding effects. 

Lastly, there has been much recent interest in evaluating entire research designs, as in 
Lalonde's (1986) landmark study comparing experimental and non-experimental research 
methods. Only rarely, however, have experiments been conducted that can be used to 
validate non-experimental research strategies. Nonetheless, non-experimental research 
designs can still be assessed by comparing "pre-treatment" trends for the treatment and 
comparison group (e.g., Ashenfelter and Cat'd, 1985; Heckman and Hotz, 1989) or by 
looking for effects where there should be none (e.g., Bound, 1989). We provide another 
illustration of this point with some new evidence on the differences-in-differences 
approach used in Card's (1990) immigration study. 

In the summer of 1994, tens of thousands of Cubans boarded boats destined for Miami 
in an attempt to emigrate to the United States in a second Mariel Boatlift that promised to 
be almost as large as the first one, which occurred in the summer of 1980. Wishing to avoid 
the political fallout that accompanied the earlier boatlift, the Clinton Administration 
interceded and ordered the Navy to divert the would-be immigrants to a base in Guanta- 
namo Bay. Only a small fraction of the Cuban emigres ever reached the shores of Miami. 
Hence, we call this event, "The Mariel Boatlift That Did not Happen." 

Had the migrants been allowed to reach the United States, there is little doubt that 
researchers would have used this "natural experiment" to extend Card's (1990) influential 
study of the earlier influx of Cuban immigrants. Nonetheless, we can use this "non-event" 
to explore Card's research design. In particular, we can ask whether Miami's and the 
comparison cities' experiences were in fact similar absent the large wave of immigrants to 
Miami. Fig. 1, which we referred to earlier in the discussion of Card's paper, shows that 
non-agricultural employment growth in Miami tracks that of the four comparison cities 
rather well in the year before and few years after the summer of 1994. (A vertical bar 
indicates the date of the thwarted boatlift.) To provide a more detailed analysis by ethnic 
group, we followed Card and calculated unemployment rates for Whites, Blacks and 
Hispanics in Miami and the four comparison cities using data from the CPS Outgoing 
Rotation Groups. These results are reported in Table 7, 

The Miami unemployment data are imprecise and variable, but still indicate a large 
increase in unemployment in 1994, the year the potential immigrants were diverted to 
Guantanamo Bay, On the other hand, 1994 was the first year the CPS redesign was 
implemented (see Section 3.1). We therefore take 1993 as the "pre" period and 1995 as 
the "post" period for a difference-in-differences comparison. For Whites and Hispanics, 
the unemployment rate fell in Miami and fell even more in the comparison cities between 
the pre and post periods, though the difference between these two changes is not signifi- 
cant. This is consistent with a causal interpretation ot" Card's (1990) results, which attri- 
butes the difference-in-differences to the effect of immigration. For blacks, however, the 
unemployment rate rose by 3.6 percentage points in Miami between 1993 and 1995, while 
it fell by 2.7 points in the compat'ison cities. The 6.3 point difference-in-differences 
estimate is on the margin of statistical significance (t = 1.70), and would have made it 
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Table 7 
Unemployment rates of individuals age 16 61 in Miami and four comparison cities, 1988-1996 ~ 
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1988 1989 1990 1991 1992 1993 1994 1995 1996 

Miami 
Whites 2.8 3.6 3.3 5.7 4.2 4.9 6.2 3.9 4.4 

(0.8) (0.9) (0.9) (1.2) (1.1) (1.3) (1,4) (1.4) (1.2) 
Blacks 10.0 11.8 11.9 8.8 10.1 10.1 15,1 13.7 11.1 

(1.7) (1.8) (1.9) (1.9) (2.0) (2,1) (2,4) (2.8) (2.4) 
Hispanics 5.5 7.6 7.2 9.1 10.3 8.5 9.4 8.4 8.9 

(1.4) (1.5) (1.4) (1.6) (1.7) (1.6) (1,8) (1.8) (1.6) 

Comparison cities 
Whites 4.2 3.5 3.8 4.9 5.1 5.4 5.0 4.1 4.1 

(0.3) (0.2) (0.2) (0.3) (0.3) (0.3) (0.3) (0.3) (0.3) 
Blacks 11.3 8.4 9.6 9.6 13.6 11.5 10.9 8.8 9.3 

(0.9) (0.8) (0.8) (0.9) (1.0) (0.9) (0.9) (0.8) (0.8) 
Hispanics 7.2 7.5 5.8 9.1 10.9 11.3 11.0 10.0 9.4 

(0.7) (0.6) (0.4) (0.5) (0.6) (0.6) (0.6) (0.7) (0.6) 

Note: Standard errors are in parentheses. The four comparison cities (Atlanta, Houston, Los Angeles, and 
Tampa-St. Petersburg), are the same comparison cities used by Card (1990). The reported unemployment rates 
are from the authors' tabulations of CPS Outgoing Rotation Groups. 

look like the immigrant flow had a negative impact on Blacks in Miami in a DD study. 
Since there was no immigration shock in 1994, this illustrates that different labor market 
trends can generate spurious findings in research of this type. 

3. Data collection strategies 

Table 1 documents that labor economists use many different types of datasets. The 
renewed emphasis on quasi-experiments in empirical research places a premium on find- 
ing datasets for a particular population and time period containing certain key variables. 
Often this type of analysis requires large samples, because only part of the variation in the 
variables of interest is used in the estimation. Familiarity with datasets is as necessary tbr 
modern labor economics as is familiarity with economic theory or econometrics. Knowl- 
edge of  the populations covered by the main surveys, the design of the surveys, the 
response rate, the variables collected, the size of the samples, the frequency of the surveys, 
and any changes in the surveys over time is essential for successfully implementing an 
empirical strategy and for evaluating others' empirical research. This section provides an 
overview of the most commonly used datasets and data collection strategies in labor 
economics. 
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3.1. S e c o n d a r y  da tase t s  

J. D. Angrist and A. B. Krueger 

The most commonly used secondary datasets in labor economics are the National Long- 
itudinal Surveys (NLS), the Current Population Survey (CPS), the Panel Study of Income 
Dynamics (PSID), and the Decennial Censuses. Table 8 summarizes several features of the 
main secondary datasets used by labor economists. In this section we provide a more 
detailed discussion of the "big three" micro datasets in labor economics: the NLS, CPS 
and PSID. We also discuss historical comparability in the CPS and the census. 

Perhaps because of its easy-to-use CD-ROM format and the breadth of its questionnaire, 
the National Longitudinal Surveys are popular in applied work. The NLS actually consists 
of six age-by-gender datasets: a cohort of 5020 "older men" (age 45-59 in 1966); a cohort 
of 5083 mature women (age 30-44 in 1967), a cohort of 5225 young men (age 14-24 in 
1966); a cohort of 5159 young women (age 14-24 in 1968) in 1968); a cohort of 12,686 
"youth" known as the NLSY (age 14-22 in 1979); and a cohort of 7035 children of 
respondents in the NLSY (age 0-20 in 1986). 43 Sampled individuals are interviewed 
annually. All but the older-men and young-men surveys continue today. 

The CPS is an ongoing survey of more than 50,000 households that is conducted each 
month by the Census Bureau for the Bureau of Labor Statistics (BLS). 44 Sampled house- 
holds are included in the survey for four consecutive months, out of the sample for 8 
months, and then included for a final four consecutive months. Thus, the survey has a 
"rotation group" design, with new rotation groups joining or exiting the sample each 
month. The resulting data are used by the Bureau of Labor Statistics to calculate the 
unemployment rate and other labor force statistics. The CPS has a hierarchical house- 
hold-family-person record structure which enables household-level and family-level 
analyses, as well as individual-level analyses. The design of the CPS has been copied 
by statistical agencies in several other countries and is similarly used to calculate labor 
force statistics. 

In the US, regular and one-time supplements are included in the survey to collect 
information on worker displacement, contingent work, school enrollment, smoking, 
voting, and other important behaviors. In addition, annual income data from several 
sources are collected each month. A great strength of the CPS is that the survey began 
in the 1940s, so a long time-series of data are available; on the other hand, there have been 
several changes that affect the comparability of the data over time, and micro data are only 
available to researchers for years since 1964. In addition, because of its rotation group 
design, continuing households can be linked from one month to the next, or between years; 
however, individuals who move out of sampled households are not tracked, and it is 
possible that individuals who move into a sampled household may be mis-matched to 
other individuals' earlier records. High attrition rates are a particular problem in the linked 
CPS for young workers. Unless a very large sample size is required, it is often preferable to 

4.~ See NLS Users' Guide (NLS Handbook, 1995) for further information. 
44 See Polivka (1996) for an analysis of recent changes in the CPS, and for a list of supplements. 
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use a dataset that was designed to track respondents longitudinally, instead of a linked 

CPS. 
The PS1D is a national probability sample that originally consisted of 5000 families in 

1968. 45 The original families, and new households that have grown out of those in the 
original sample, have been followed each year since. Consequently, the PSID provides a 
unique dataset for studying family-related issues. The number of individuals covered by 
the PSID increased from 18,000 in 1968 to a cumulative total exceeding 40,000 in 1996, 
and the number of families increased to nearly 8000. Brown et al. (1996) note that the 
"central focus of the data is economic and demographic, with substantial detail on income 
sources and amounts, employment, family composition changes and residential location." 
The PSID is also one of the few datasets that contains information on consumption and 
wealth. A recent paper by Fitzgerald et al. (1998) finds that, despite attrition of nearly half 
the sample since 1968, the PSID remained roughly representative through 1989. 46 

The accessibility of secondary datasets is changing rapidly. The ICPSR remains a major 
collector and distributor of datasets and codebooks. In addition, CPS data can be obtained 
directly from the Bureau of Labor Statistics. Increasingly, data collection agencies are 
making their data directly available to researchers via the internet. In 1996, for example, 
the Census Bureau made the recent March Current Population Surveys, which include 
supplemental information on annual income and demographic characteristics, available 
over the internet. Because the March CPS contains annual income data, many researchers 
have matched these data from one year to the next. 

Because secondary datasets are typically collected for a broad range of purposes or for a 
purpose other than that intended by the researcher, they often lack information required for 
a particular project. For example, the PSID would be ideal for a longitudinal study of the 
impact of personal computers on pay, except it lacks information on the use of personal 
computers. In other situations, the data collector may omit survey items from public-use 
files to preserve respondent confidentiality. Nonetheless, several large public-use surveys 
enable researchers to add questions, or will provide customized extracts with variables that 
are not on the public-use file. For example, Vroman (1991 ) added supplemental questions 
to the CPS on the utilization of unemployment insurance benefits. The cost of adding 7 
questions was $100,000. 47 From time to time, survey organizations also solicit research- 
ers' advice on new questions or new modules to add to on-going surveys. Since 1993, for 
example, the PSID sponsors have held an open competition among researchers to add 
supplemental questions to the survey. 

4~ This paragraph is based on Brown et al. (1996). 
46 See also Becketti et al. (1988) for evidence on the representativeness of the PSID. 
47 Because of concern that the additional questions might affect future responses, the supplement was only 

asked of individuals who were in their final rotation in the sample. The supplement was added to tire survey in the 
months of May, August, November 1989 and February 1990. The sample size was 2859 eligible unemployed 
individuals. 



1334 J. D. Angrist and A. B. Krueger 

3.1.1. Historical comparability in the CPS and Census 
Statistical agencies are often faced with a tradeoff between adjusting questions to make 
them more relevant for the modern economy and maintaining historical comparability. 
Often it seems that statistical agencies place insufficient weight on historical consistency. 
For example, after 50 years of measuring education by the highest grade of school indi- 
viduals attended and completed, the Census Bureau switched to measuring educational 
attainment by the highest degree attained in the 1990 Census. The CPS followed suit in 
1992. This is a subtle change in the education data, but one that could potentially affect 
estimates of the economic return to education (see Park, 1994; Jaeger, 1993). Because 
many statistics are most informative in comparison to their values in earlier years, it is 
important that statistical agencies place weight on historical comparability even though 
the concepts being measured may have changed. 

Fortunately, the Bureau of Labor Statistics and the Census Bureau typically introduce a 
major change in a questionnaire after studying the likely effects of the change on the 
survey results. Because some changes have a major impact on certain variables (or on 
certain populations), it is important that analysts be aware of changes in on-going surveys, 
and of their likely effects. For example, a major redesign of the CPS was introduced in 
January 1994, after 8 years of study. The redesigned CPS illustrates the importance of 
questionnaire changes, as well as the difficulty of estimating the likely impact of such 
changes. 

The redesigned CPS is conducted with computer-assisted interviewing technology, 
which facilitates more complicated skip patterns, more naa'rowly tailored questions, and 
dependent interviewing (in which respondents' answers to an earlier month's question are 
integrated into the curt'cut month's question). In addition, the redesign changed the way 
key labor force variables were collected in the basic, i.e., non-supplemental, CPS. Most 
importantly, individuals who are not working are now probed more thoroughly for actions 
taken to search for work. In the older survey, interviewers were instructed to ask a 
respondent who "appears to be a homemaker" whether she was keeping house most of 
last week or doing something else. The new question is gender neutral. Another major 
change concerns the earnings questions. Prior to the redesign, the CPS asked respondents 
for their usual weekly wage and usual weekly hours. 4s The ratio of these two variables 
gives the implied hourly wage. The redesigned CPS first asks respondents for the easiest 
way they could report their total earnings on their main job (e.g., hourly, weekly, annually, 
or on some other basis), and then collects usual earnings on that basis. 

To gauge the impact of the survey redesign on responses in 1992 and 1993, the BLS and 
Census Bureau conducted an overlap survey in which a separate sample of households was 
interviewed using the redesigned CPS, while the regular sample was still given the old 
CPS questionnaire. Then, for the first 5 months of 1994, this overlap sample was given the 
old CPS, while the regular sample was given the new one. Overlap samples can be 
extremely informative, but they are also difficult to implement properly. In this instance~ 

48 The old CPS also collected hourly earnings for workers who indicated they were paid hourly. 
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the overlap sample was drawn with different procedures than the regular CPS sample, and 
there appear to be systematic differences between the two samples which complicate 
comparisons. Taking account of these difficulties, Polivka (1996) and Polivka and Miller 
(1995) estimate that the redesign had an insignificant effect on the unemployment rate, 
although it appears to have raised the employment-to-population ratio of women by 1.6%, 
raised the proportion of self-employed women by 20%, increased the proportion of all 
workers who are classified as part-time by 10%, and decreased the fraction of discouraged 
workers (i.e., those out of the labor force who have given up searching for work because 
they believe no jobs are available for them) by 50%. Polivka (1997) addresses the effect of 
the redesign on the derived hourly wage rate. She finds that the redesign causes about a 5% 
increase in the average earnings of college graduates relative to those who failed to 
complete high school, and about a 2% increase in the male-female gap. The potential 
changes in measurement brought about by the redesigned CPS could lead researchers to 
incorrectly attribute shifts in employment or wages to economic tbrces rather than to 
changes in the questionnaire and survey technology. 

Three other changes in the CPS are especially noteworthy. First, beginning in 1980 the 
Annual Demographic Supplement of the March CPS was expanded to ask a more probing 
set of income questions. The impact of these changes can be estimated because the 1979 
March CPS administered the old (pre-1980) questionnaire to five of the eight rotatior~ 
groups in the sample, and administered the new, more detailed questionnaire to the other 
three rotation groups. 49 Second, as noted above, the education question (which is on the 
"control card" rather than the basic monthly questionnaire) was switched from the number 
of years of school completed to the highest degree attained in 1992 (see Park, 1994; Jaeger~ 
1993). Third, the "top code" for the income and earnings questions - that is, the highest 
level of income reported in the public-use file - has changed over time, which obviously 
may have implications for studies of income inequality. 

3.2. Primary data collection and survey methods' 

It is increasingly common for labor economists to be involved in collecting their own data 
Labor economists' involvement in the design and collection of original datasets takes 
many forms. First, it should be noted that labor economists have long played a major 
role in the design and collection of some of the major public-use data files, including the 
PSID and NLS. 

Second, researchers have turned to collecting smaller, customized data to estimate 
specific quantities or describe certain economic phenomenon. Some of Richard Freeman' s 
research illustrates this approach. Freeman and Hall (1986) conducted a survey to estimate 
the number of homeless people in the US, which came very close to the official Census 

4,) See Kxueger (1990a) for an analysis of the change in the questiomlaire on responses to the question on 
workers' compensation benefits. The new questionnaire seems to have detected 20% more workers' compensa 
tion recipients. See Coder and Scoon-Rogers (1996) for a comparison of CPS and SIPP income measures. 
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Bureau estimate in 1990. Boijas et al. (1991) conducted a survey of border crossing 
behavior of illegal aliens to estimate the number of illegal aliens in the US. Freeman 
(1990) surveyed inner-city youths in Boston, as part of a follow-up to the survey by 
Freeman and Holzer (1986). Often, data collected in these surveys are combined with 
secondary data files to derive national estimates. 

Third, some surveys have been conducted to probe the sensitivity of results in large- 
scale secondary datasets, or to probe the sensitivity of responses to question wording or 
order. For example, Farber and Krueger (1993) surveyed 102 households in which non- 
union respondents were asked two different questions concerning their likelihood of join- 
ing a union, with the order of the questions randomly interchanged. The two questions, 
which are listed below, were included in earlier surveys conducted by the Canadian 
Federation of Labor (CFL) and the American Federation of Labor-Congress of Industrial 
Organizations (AFL-CIO), and had been analyzed by Riddell (1992). Based on comparing 
responses to these questions, Riddell concluded that American workers have a higher 
"frustrated demand" for unions than Canadians: 

CFL Q.: Thinking about your own needs, and your current employment situation and 
expectations, would you say that it is very likely, somewhat likely, not very likely, or 
not likely at all that you would consider joining or associating yourself with a union or a 
professional association in the future? 
AFL Q.: If an election were held tomorrow to decide whether your workplace would be 
unionized or not, do you think you would definitely vote for a union, probably vote for a 
union, probably vote against a union, or definitely vote against a union? 

In their sraall-scale survey, Farber and Krneger (1993) found that the responses to the 
CFL question were extremely sensitive to the questions that preceded them. If  the AFL 
question was asked first, 55% of non-union members answered the CFL question affirma- 
tively, but if the CFL question was asked first, 26% of non-union members answered 
affirmatively to the CFL question. 5° Thus, the Farber and Krueger results suggest a good 
deal of caution is warranted when interpreting the CFL-style question, especially across 
countries. 

Finally, and of most interest for our purposes, researchers have conducted special- 
purpose surveys to evaluate natural experiments or exploit unusual circumstances. Prob- 
ably the best known example of this type of survey is Card and Krueger's (1994) survey of 
fast food restaurants in New Jersey and Pennsylvania. Other examples include: Ashenfel- 
ter and Krueger's (1994) survey of twins; B ehrman et al.'s (1996) survey of twins; Mincer 
and Higuchi's (1988) survey of turnover at Japanese plants in the US and their self- 
identified competitors; and Freeman and Kleiner's (1990) survey of companies under- 
going a union drive and their competitors. 

Several excellent volumes have been written on the design and implementation of 

5o The t-ratio for the di~i~rence between the proportions is 3.3. 



Ch. 23: Empirical Strategies in Labor Economics 1337 

surveys, and a detailed overview of this material is beyond the scope o1" this paper. 5~ But a 
few points that may be of special interest to labor economists are outlined below. 

Customized surveys seem especially appropriate for rare populations, which are likely 
to be under-represented or not easily identified in public-use datasets. Examples include 
identical twins, illegal aliens, homeless people, and disffbled people. 

To conduct a survey, one must obviously have a questionnaire. Preparing a question- 
naire can be a time- consuming and difficult endeavor. Survey researchers often find that 
answers to questions - even factual economic questions - are sensitive to the wording and 
ordering of questions. Fortunately, one does not have to begin writing a questionnaire from 
scratch. Survey questionnaires typically are not copyright protected. Because many econ- 
omists are familiar with existing questionnaires used in the major secondary datasets (e.g, 
the CPS), and because a great deal of effort typically goes into designing and testing these 
questionnaires, it is often advisable to copy as many questions as possible verbatim from 
existing questionnaires when formulating a new questionnaire. Aside from the credibility 
gained by replicating questions from well known surveys, another advantage of duplicat- 
ing others' questions is that the results from the sampled population can be compared 
directly to the population as a whole with the secondary survey. Furthermore, if data from 
a customized survey are to be pooled with data from a secondary survey, it is essential that 
the questions be comparable. 

One promising recent development in questionnaire design involves "follow-up brack- 
ets" (also known as "unfolding" brackets). This technique offers bracketed categories to 
respondents who initially refuse or are unable to provide an exact value to an open ended 
question. Juster and Smith (1997) find that follow-up brackets reduced non-response to 
wealth questions in the Health and Retirement Survey (HRS) and Asset and Health 
Dynamics among the Oldest Old Survey (AHEAD). See Hurd, et al. (1998) for experi- 
mental evidence of "anchoring effects" in responses based on the sequence of unfolding 
brackets for consumption and savings data in the AHEAD survey. Follow-up brackets 
have also been used to measure wealth in the PSID. Follow-up brackets seem particularly 
useful for hard-to-measure quantities, such as income, wealth, saving and consumption. 

Lastly, power calculations should guide the determination of sample size prior to the 
start of a survey. For example, suppose the goal of the survey is to estimate a 95% 
confidence interval for a mean. With random sampling, tile expected sample size (n) 
required to obtain a confidence interval of width 2W is n = 4o2/W 2, where o -2 is the 
population variance of the variable in question. Although the variance generally will 
not be known prior to conducting the survey, an estimate from other surveys can be 
used for the power calculation. Also notice that in the case of a binary variable (i.e., if 
the goal is to estimate a proportion, p), the variance is p(1 - p), so in the worse-case 
scenario the variance is 0.25 -- 0.5 x 0.5. It should also be noted that in complex sample 
designs involving clustering and stratification, more observations are usually needed than 
in simple random samples to attain a given level of precision. 

5~ See, e.g., Groves (1989), Sudman and Bradbum (1991), and Singer and Presser (1989). 
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3.3. Administrative data and record linkage 

J. D. Angrist and A. B. Krueger 

Administrative data, i.e., data produced as a by-product of some administrative function, 
often provide inexpensive large samples. The proliferation of computerized record keeping 
in the last decade should increase the number of administrative datasets available in the 
future. Examples of widely used administrative data bases include social security earnings 
records (Ashenfelter and Card, 1985; Vroman, 1990; Angrist, 1990), unemployment insur- 
ance payroll and benefit records (Anderson, 1993; Katz and Meyer, 1990; Jacobson et al., 
1994; Card and Krueger, 1998), workers' compensation insurance records (Meyer et al., 
1995; I~'ueger, 1990b), company personnel records (Medoff and Abraham, 1980; Lazear, 
1992; Baker et al., 1994), and college records (Bowen and Bok, 1998). An advantage of 
administrative data is that they often contain enormous samples or even an entire popula- 
tion. Another advantage is that administrative data often contain the actual information used 
to make economic decisions. Thus, administrative data may be particularly useful for 
identifying causal effects from discrete thresholds in administrative decision making, or 
for implementing strategies that control for selection on observed characteristics. 

A frequent limitation of administrative data, however, is that they may not provide a 
representative sample of the relevant population. For example, companies that are willing 
to make their personnel records available are probably not representative of all companies. 
In some cases administrative data have even been obtained as a by-product of court cases 
or collected by parties with a vested interest in the outcome of the research, in which case 
there is additional reason to be concerned about the representativeness of the samples. 

Another common limitation of administrative data is that they are not generated with 
research purposes in mind, so they may lack key variables used in economic analyses. For 
example, social security earnings records lack data on individuals' education. As a conse- 
quence, it is common for researchers to link survey data to administrative data, or to link 
across administrative datasets. Often these links are based on social security numbers or 
individuals' names. Examples of linked datasets include: the Continuous Longitudinal 
Manpower Survey (CLMS) survey, which is a link between social security records and the 
1976 CPS; the 1973 Exact Match file which contains CPS, IRS, and social security data; 
and the Longitudinal Employer-Employee Data Set (LEEDS). All of these linked datasets 
are now dated, but they can still be used for some important historical studies (e.g., Chay, 
1996). More recently, the Census Bureau has been engaged in a project to link Census data 
to the Survey of Manufacturers. 

It is also possible to petition government agencies to release administrative data. 
Although the Internal Revenue Service severely limits disclosure of federal administra- 
tive records collected for tax purposes, State data is often accessible and even federal 
data can still be linked and released under some circumstances. For example, Angrist 
(1998) linked military personnel records to Social Security Administration (SSA) data. 
The HRS has also linked SSA data to survey-based data. Some new Social Security- 
Census linked datasets are available on a restricted basis through the Census Regional 
Data Centers. Furthermore, many states provide fairly free access to UI payroll tax data 
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to researchers for the purpose of l inking data. 52 There is also a literature on data release 
schemes for administrative records that preserve confidentiality and meet legal require- 

ments (see, e.g., Duncan and Pearson, 1991). 

3.4. Combining samples 

Although in some cases individual records can be linked across different data sources, an 
alternative linkage strategy exploits the fact that many of the estimators used in empirical 
research can be constructed from separate sets of first and second moments. So, in prin- 
ciple, individual records with a full complement of variables are not always needed to 
carry out a multivariate analysis. It is sometimes enough to have all the moments required, 
even though these moments may be drawn from more than one sample. In practice, this 
makes it possible to undertake empirical projects even if the required data are not available 

in any single source. 
Recent versions of the multiple-sample approach to empirical work include the two- 

sample instrumental variables estimators developed by Arellano and Meghir (1992) and 
Angrist and Krueger (1992, 1995), and used by Lusardi (1996), Japelli et al. (1998), and 
Kling (1998). The use of two samples to estimate regression coefficients dates back at least 
to Durbin (1953), who discussed the problem of how to update OLS estimates with infor- 
mation from a new sample. Maddala (1971) discussed a similar problem using a maximum 
likelihood framework. This idea was recently revived by Imbens and Lancaster (1994), who 
address the problem of how to use macroeconomic data in micro-econometric models. 
Deaton (1985) focuses on estimating panel data models with aggregate data on cohorts. 

4. Measurement issues 

In his classic volume on the accuracy of economic measurement, Morgenstern (1950) 
quotes the famed mathematician Norbert Wiener as remarking, "Economics is a one or 
two digit science." The fact that the lbcus of most empirical research has moved from 
aggregate time-series data to micro-level cross-sectional and longitudinal survey data in 
recent years only magnifies the importance of measurement error, because (random) errors 
tend to average out in aggregate data. Consequently, a good deal of attention has been paid 
to the extent and impact of "noisy" data in the last decade, and much has been learned. 

Measurement error can arise for several reasons. In survey data, a common source of 
measurement error is that respondents give faulty answers to the questions posed to 
them. 53 For example, some respondents may intentionally exaggerate their income or 

52 An example is Krueger and Kruse (1996), which links New Jersey unemployment insurance payroll tax data 
to a dataset the authors collected in a survey of disabled individuals. 

53 Even well-trained economists can make errors of this sort. Harvard's Dean of Faculty Henry Rosovsky 
(1990, p. 40) gives the following account of a meeting he had with an em'aged economics professor who 
complained about his salary: "Alter a quick calculation, this quantitatively oriented economist concluded that 
his raise was all of 1%: an insult and an outrage. I had the malicious pleasure of correcting his mistaken 
calculation. The raise was 6%: he did not know his own salary and bad used the wrong base." 
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educational attainment to impress the interviewer, or they may shield some of  their income 
from the interviewer because they are concerned the data may somehow fall into the hands 
of  the 1RS, or they may unintentionally forget to report some income, or they may 
misinterpret  the question, and so on. Even in surveys like the SIPP, which is specifically 
designed to measure participation in public programs like UI and AFDC, respondents 
appear to under-report program participation by 20-40% (see Marquis et al., 1996). It 
should also be stressed that in many situations, even if  all respondents correctly answer the 
interviewers '  questions, the observed data need not correspond to the concept  that 
researchers would like to measure. For  example,  in principle, human capital  should be 
measured by individuals '  acquired knowledge or skills; in practice it is measured by years 
of  schooling. 54 

For  these reasons, it is probably best to think of  data as routinely being mismeasured.  
Although few economists consider measurement  error the most exciting research topic in 
economics,  it can be of  much greater practical significance than several hot issues. Tope1 
(1991), for example, provides evidence that failure to correct for measurement  error 
greatly affects the estimated return to job  tenure in panel data models. Fortunately,  the 
direction of  biases caused by measurement  en'or can often be predicted. Moreover,  in 
many situations the extent of measurement  error can be estimated, and the parameters  of  
interest can be corrected for biases caused by measurement error. 

4.1. M e a s u r e m e n t  error  mode l s  

4.1.1. The c lass ica l  m o d e l  

Suppose we have data on variables denoted Xi and Yi for a sample of individuals.  For  
example,  Xi could be years of  schooling and I1/log earnings. The variables Xi and I1, may or 
may not equal the correct ly-measured variables the researcher would like to have data on, 
which we denote Xi* and ~*.  The error in measuring the variables is simply the deviation 
between the observed variable and the correct ly-measured variable: for example,  
ei = Xi  - Xi*,  where ei is the measurement error in Xi. Considerations of measurement  
error usually start with the assumption of  "class ical"  measurement errors. 55 Under  the 
classical assumptions, e i is assumed to have the properties C(ei, X/*) = E(ei) = 0. That is, 
the measurement error is just mean-zero "white noise".  Classical measurement error is not 
a necessary feature of  measurement error; rather, these assumptions ,are best v iewed as a 
convenient  starting point. 

What  are the implications of classical measurement  error? First, consider a situation in 
which the dependent variable is measured with error. Specifically, suppose that 
Yi = Yi* + ui, where Yi is the observed dependent variable, Yi* is the correctly-measured,  

.54 Measarement error arising li-om the mismatch between theory and practice also occurs in administrative 
data. In fact, this may be a more severe problem in administrative data than in survey data. 

55 References for the effect of measurement error include Duncan and Hill (1985), Griliches (1986), Fuller 
(1987), and Bound and Krueger (1991). 
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desired, o1 " t rue" va lue  of  the dependent  variable, and ui is classical  measurement  error, ff 
Y¢ is regressed on one or more  correct ly-measured explanatory  variables, the expected 
value of  the coefficient est imates is not  affected by  the presence of  the measurement  error. 
Classical measu remen t  error in  the dependent  variable  leads to less precise estimates - 
because the errors wil l  inflate the s tandard error of  the regress ion - but  does no t  bias the 
coefficient estimates. 56 

Now consider  the more  interest ing case of measu remen t  error in an explanatory vari- 

able. For  simplici ty,  we focus on a bivariate regression, with m e a n  zero variables so we 
can suppress the intercept.  Suppose Y:* is regressed on the observed variable X~, instead of 
on the correc t ly-measured variable Xi*. The popula t ion  regression of Y:* on Xi* is 

Yi* = Xi*fi + ei, (45) 

while if  we make the addit ional  assumpt ion that the measu remen t  error (es) and the 
equat ion error (el) are uncorrelated, the populat ion regression of  Y:* on Xi is 

Yi* = XiA[~ + ~i, (46) 

where A = C(X*,X)/V(X).  If X/ is measured with classical  measurement  error, then 

C(X*, X) = V(X*) and V(X) = V(X*) + V(e), so the regression coefficient is necessari ly 
attenuated, with the proport ional  "a t tenuat ion bias"  equal  to (1 - A) < 1. 5v The quanti ty 
A is of ten called the "rel iabi l i ty ra t io" .  If  data on  both Xs* and X: were available,  the 
rel iabil i ty ratio could be estimated f rom a regression of  Xi* on X:. A higher reliabil i ty ratio 
implies  that the observed variabil i ty in  Xi contains less noise. 

Al though classical measurement  error models  provide  a conven ien t  starting place, in 
some impor tant  si tuations classical measurement  error is impossible .  If X: is a b inary 
variable, for example,  then it must be the case that m easu rem en t  errors in X: are dependent  
on the values  of Xi*. This  is because a d u m m y  variable can only  be misclassified in  one of 
two ways  (a true 1 can be classified as a 0, and a true 0 can be classified as a 1), so only two 
values of  the error are possible  and the error automatical ly  depends  on the true value of the 
variable. A n  analogous situation arises with variables whose range  is l imited. Aigner  
(1973) shows that r a n d o m  misclassif icat ion of a b inary  variable  still biases a bivariate 
regression coefficient toward 0 even though the resul t ing measu remen t  error is not  classi- 
cal. But,  in  general,  i f  measurement  error in Xi is not  classical,  the bias factor could be 
greater than or less than one, depending  on the correlat ion be tween  the measurement  error 
and the true variable. Note, however,  that regardless of whether  or not the classical[ 

56 If the measurement error in the dependent variable is not classical, then the regression coefficients will be 
biased. The bias will equal the coefficients from a hypothetical regression of the measurement en'or on the 
explanatory variables. 

57 Notice these are descriptions of population regressions. The estimated regression coefficient is asymptoti- 
cally biased by a factor (1 - A), although the bias may differ in a finite sample. If the conditional expectation of Y 
is linear in X, such as in the case of normal errors, the expected value of the bias is (1 A) in a finite sample. 
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measurement  error assumptions are met, the proport ional  bias ( 1 - ) t )  is still given by one 
minus the regression coefficient from a regression of  X] on X~. 58 

Another  important special case of  non-classical  measurement error occurs when a group 
average is used as a "proxy-var iable"  for an individual-level  variable in micro data. For  
example,  average wages in an industry or county might be substituted for individual  wage 
rates on the right-hand side of an equation if  micro wage data are missing. Although this 
leads to measurement error, since the proxy-var iable  replaces a desired regressor, asymp- 
totically there is no measurement-error  bias in a bivariate regression in this case. One way 
to see this is to note that the coefficient from a regression of, say, Xi o n  E [ X  i [ industry j ]  
has a probabili ty limit of  1. 

So far the discussion has considered the case of  a bivariate regression with just one 
explanatory variable. As noted in Section 2, adding additional regressors will  typical ly 
exacerbate the impact of  measurement error on the coefficient of the mismeasured variable 
because the inclusion of additional independent variables absorbs some of the signal in X~, 
and thereby reduces the residual signal-to-noise ratio. Assuming that the other explanatory 
variables are measured without error, the rel iabil i ty ratio conditional on other explanatory 
variables becomes ,~ = (2~ - R2)/(1 - R 2) where R 2 is the coefficient of  determination 

from a regression of the mismeasured X~ on the other explanatory variables. If  the 
measurement  error is classical, then ,~ --  A. And even if  the measurement error is not 
classical, it still remains true that when there are covariates in Eq. (45), the proport ional  
bias is given by the coefficient on Xi in a regression of Xi* on Xi and the covariates. Note, 
however,  that in models with covariates, the use of  aggregate proxy variables may gener- 
ate asymptotic bias. 

An additional feature of measurement  en'or important for applied work is that, for 
reasons similar to those raised in the discussion of  models with covariates, attenuation 
bias due to classical measurement error is general ly exacerbated in panel data models. In 
particular, if  the independent variable is expressed in first differences and if  we assume that 
Xi*  and ei are covariance stationary, the reliabil i ty ratio is 

)t = V ( X i * ) / { V ( X i *  ) + V ( e i ) [ ( 1  - ~')/(1 - r)]}, (47) 

where r is the coefficient of  first-order serial correlation in Xi* and ~- is the first-order serial 
correlation in the measurement error. If  the (positive) serial correlation in X~* exceeds the 
(positive) serial correlation in the measurement  error, attenuation bias is greater in first- 
differenced data than in cross-sectional data (Griliches and Hausman, 1986). Classical 
measurement  errors are usually assumed to be serially uncorrelated (~- = 0), in which case 
the attenuation bias is greater in a first-differenced regression than in a levels regression. 

58 This result requires the previously mentioned assumption that e~ and ei be uncorrelated. It may also be the 
case that the measurement error is not mean zero. Statistical agencies often refer to such phenomenon as "non- 
sampling eta'or" (see, e.g., McCarthy, 1979). Such non-sampling errors may arise if the questionnaire used to 
solicit information does not pertain to the economic concept of interest, or if respondents systematically under or 
over report their answers even if the questions do accurately reflect the relevant economic concepts. An important 
implication of non-sampling error is that agg~regate totals will be biased. 
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The intuition for this is that some of  the signal in X~ cancels out in the first-difference 
regression because of  serial correlation in Xi*, while the effect of  independent measure- 
ment errors is amplified because errors can occur in the first or second period. A similar 
situation arises if differences are taken over dimensions of  the data other than time, such as 

between twins or siblings. 
Finally, note that if  an explanatory variable is a function of a mismeasured dependent 

variable, the measurement  errors in the dependent and independent variables are auto- 
matically correlated. Borjas (1980) notes that this situation often arises in labor supply 
equations where the dependent variable is hours worked and the independent variable is 
average hourly earnings, derived by dividing weekly or annual earnings by hours worked. 
In this situation, measurement error in Yi will induce a negative bias when ( ~ *  + ui) is 
regressed on Xi * / (Yi  * -}- ui). In other situations, both the dependent and independent 
variables may have the same noisy measure in the denominator,  such as when the variables 
are scaled to be per capita (common in the economic growth literature). I f  the true 
regression parameter  were 0, this would bias the est imated coefficient toward 1. The extent 
of bias in these situations is naturally related to the extent of  the measurement error in the 
variable that appears on both the right-hand and left-hand side of  the equation. 

4.1.2. Instrumental  variables and measurement  error 

One of  the earliest uses of  IV was as a technique to overcome errors-in-variables problems. 
For example,  in his classic work on the permanent income hypothesis,  Friedman (1957) 
argued that annual income is a noisy measure of  permanent income. The grouped esti- 
mator he used to overcome measurement errors in permanent  income can be thought of as 
IV. it  is now well known that IV yields consistent parameter  estimates even if  the endo- 
genous regressor is measured with classical error, assuming that a valid instrument exists. 
Indeed, one explanation why IV estimates of the return to schooling frequently exceed 
OLS estimates is that measurement error attenuates the OLS estimates (e.g., Griliches, 
1977). 

In a recent paper, Kane et al. (1997) emphasize that IV can yield inconsistent parameter 
estimates if  the endogenous regressor is measured with non-classical  measurement error. 59 
Specifically, they show that if the r~fismeasured endogenous regressor, Xi, is a dummy 
variable, the measurement  error will be correlated with the instrument, and typical ly bias 
the magnitude of IV coefficients upward.(~° The probabil i ty  l imit  of  the IV estimate in this 
case is 

fi (48) 
1 -  P(Xi = O I Xi* = 1 ) - P ( X i = I I X ¢ * = 0 ) '  

Intuitively, the parameter  of  interest is inflated by one minus the sum of  the probabilit ies of 

59 A similar point has been made by James Heckman in an unpublished comment on Ashenfelter and Krueger 
(1994). 

6o The exception is if Xi is so poorly measured that it is negatively correlated with Xi*. 
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the two types of errors that can be made in measuring Xi (observations that are 1 's can be 
classified as O's, and observations that are O's can be classified as l's). The reason IV tends 
to overestimate the parameter of interest is that if Xi is a binary variable, the value of the 
measurement error is automatically dependent on the true value of X~*, and therefore must 
be correlated with the instrumental variable because the instrumental variable is correlated 
with Xi*. Combining this result with the earlier discussion of attenuation bias, it should be 
clear that if the regressor is a binary variable (in a bivariate regression), the probability 
limit of the OLS and IV estimators bound the coefficient of interest, assuming the speci- 
fications are otherwise appropriate. In the more general case of non-classical measurement 
error in a continuous explanatory variable, IV estimates can be attenuated or inflated, as in 
the case of OLS. 

4.2. The extent of measurement error in labor data 

Mellow and Sider (1983) provide one of the first systematic studies of the properties of 
measurement error in survey data. They examined two sources of data: (1) employee- 
reported data from the January 1977 CPS linked to employer-reported data on the same 
variables for sampled employees; (2) an exact match between employees and employers in 
the 1980 Employment Opportunity Pilot Project (EOPP). Mellow and Sider focus on the 
extent of agreement between employer and employee reported data, rather than the relia- 
bility of the CPS data per se. For example, they find that 92.3% of employers and employ- 
ees reported the same one-digit industry, while at the three-digit-industry level, the rate of 
agreement fell to 71.1%. For wages, they find that the employer-reported data exceeded 
the employee-reported data by about 5%. The mean unionization rate was slightly higher 
in the employer-reported data than in the employee-reported data. They also found that 
estimates of micro-level human capital regressions yielded qualitatively similar results 
whether employee-reported or employer-reported data are used. This similarity could 
result from the occurrence of roughly equal amounts of noise in the employer- and 
employee-reported data. 

Several other studies have estimated reliability ratios for key variables of interest to 
labor economists. Two approaches to estimating reliability ratios have typically been used. 
First, if the researcher is willing to call one source of data the truth, then A can be estimated 
directly as the ratio of the variances: V(X i*)/V(Xi). Second, if two measures of the same 
variable are available (denoted Xli and X~i), and if the errors in these variables are uncor- 
related with each other and uncorrelated with the true value, then the covariance between 
Xji and X2i provides an estimate of V(Xi*). The reliability ratio A can then be estimated by 
using the variance of either measure as the denominator or by using the geometric average 
of the two variances as the denominator. The former can be calculated as the slope 
coefficient from a regression of one measure on the other, and the latter can be calculated 
as the correlation coefficient between the two measures. If a regression approach is used, 
the variable that corresponds most closely to the data source that is usually used in analysis 
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stlould be the explanatory variable (because the two sources may have different error 
variances). 

An example of two mismeasured reports on a single variable are respondents' reports of 
their parents' education in Ashenfelter and Krueger's (1994) twins study. Each adult twin 
was asked to report the highest grade of education attained by his or her mother and father. 
Because each member of a pair of twins has the same parents, the responses should be the 
same, and there is no reason to prefer one twin's response over the other's. Differences 
between the two responses for the same pair of twins represent measurement error on the 
part of at least one twin. The correlation between the twins' reports of their father's 
education is 0.86, and the correlation between reports of their mother's education is 
0.84. These figures probably overestimate the reliability of the parental education data 
because the reporting errors are likely to be positively correlated; if a parent mis-repre- 
sented his education to one twin, he is likely to have similarly mis-represented his educa- 
tion to the other twin as well. 

Table 9 summarizes selected estimates of the reliability ratio for self-reported log 
earnings, hours worked, and years of schooling, three of the most commonly studied 
variables in labor economics. These estimates provide an indication of the extent of 
attenuation bias when these variables appear as explanatory variables. All of the estimates 
of the reliability of earnings data in the table are derived by comparing employees' 
reported earnings data with their employers' personnel records or tax reports. The esti- 
mates from the PSID validation study are based on data from a single plant, which 
probably reduces the variance of correctly-measured variables compared to their variance 
in the population. This in turn reduces the estimated reliability ratio if reporting errors 
have the same distribution in the plant as in the population. 

Estimates of A for cross-sectional earnings range from 0.70 to 0.80 for men; A is 
somewhat higher for women. The estimated reliability falls to about 0.60 when the earn- 
ings data are expressed as year-to-year changes. The decline in the reliability of tile 
earnings data is not as great if 4-year changes are used instead of annual changes, reflect- 
ing the fact that there is greater variance in the signal in earnings over longer time periods. 
Interestingly, the PSID validation study also suggests that hours data are considerably less 
reliable than earnings data. 

The reliability of self-reported education has been estimated by comparing the same 
individual's reports of his own education at different points in time, or by comparing 
different siblings' reports of the same individual's education. The estimates of the relia- 
bility of education are in the neighborhood of 0.90. Because education is often an expla- 
natory variable of interest in a cross-sectional wage equation, measurement error can be 
expected to reduce the return to a year of education by about 10% (assuming there are no 
other covariates). The table also indicates that if differences in educational attainment 
between pairs of twins or siblings are used to estimate the return to schooling (e.g., 
Taubman, 1976; Behrman et al., 1980; Ashenfelter and Krueger, 1994; Ashenfelter and 
Zimmerman, 1997), then the effect of measurement error is greatly exacerbated. This is 
because schooling levels ,are highly correlated between twins, while measurement en'or is 
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Fig. 6. Scatter plot of employer versus employee-reported log wages, with regression line. Data are froln Mellow 
and Sider (1983). 

magnified because reporting errors appear to be uncorrelated between twins. This situation 
is analogous to the effect of measurement error in panel data models discussed above. 

To further explore the extent of measurement error in labor data, we re-analyzed the 
CPS data originally used by Mellow and Sider (1983). Fig. 6 presents a scatter diagram of 
the employer-reported log hourly wage against the employee-reported log hourly wage. 6J 
Although most points cluster around the 45 degree line, there are clearly some outliers. 
Some of the large outliers probably result from random coding errors, such as a misplaced 
decimal point. 

Researchers have employed a variety of "tr imming" techniques to try to minimize the 
effects of observations that may have been misreported. An interesting study of historical 
data by Stigler (1977) asks whether statistical methods that downweight outliers would 
have reduced the bias in estimates of physical constants in 20 early scientific datasets. 
These constants, such as the speed of light or parallax of the sun, have since been deter- 
mined with certainty. Of the 11 estimators that he evaluated, Stigler found that the unad- 
justed sample mean, or a 10% "winsorized mean," provided estimates that were closest to 

the correct parameters. The 10% winsorized mean sets the values of observations in the 

6~ Earnings in the data analyzed by Mellow and Sider were calculated in a manner similar to that used in the 
redesigned CPS. First, households and firms were asked for tile basis on which the employee was paid, and then 
earnings were collected on that basis. Usmd weekly hours were also collected. The household data may have been 
reported by the worker or by a proxy respondent. 
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Table 10 
Alternative treatment of outliers in Mellow and Sider's matched employee-employer CPS sample ~ 

Mean employee r /3 Employee Employer 
minus employer variance variance 

A. Unadjusted data 
In wage 0.017 0.65 0.77 0.305 0.427 
In hours - 0.043 0.78 0.87 0.147 0.181 

B. Employee data winsorized or truncated 
1% winsorized sample 

In wage 0.021 0.68 0.88 0.258 0.427 
In hours -0.044 0.77 0.91 0.131 0.181 

10% winsorized sample 
In wage 0.034 0.68 1.04 0.183 0.427 
In hours -0.069 0.72 1.28 0.057 0.181 

1% truncated sample 
In wage 0.023 0.68 0.91 0.232 0.413 
in hours -0.041 0,75 0.87 0.117 0.155 

10% truncated sample 
In wage 0.021 0.60 0.94 0.126 0.307 
In hours -0.030 0.62 0.96 0.031 0.072 

C. Both employee and employer data winsorized or truncated 
1% winsorized sample 

In wage 0.025 0.8 0.86 0.258 0.303 
In hours -0.04 0.78 0.85 0.131 0.153 

10% winsorized sample 
In wage 0.028 0.88 0.92 0.183 0.198 
In hours -0.024 0.84 0.85 0.057 0.059 

1% truncated sample 
In wage 0.032 0.88 0.92 0.230 0.250 
In hours - 0.036 0.76 0.81 0.109 0.125 

10% truncated sample 
In wage 0.024 0.91 0.94 0.119 0.125 
In hours - 0.012 0.8 0.83 0.027 0.028 

Notes: r is the correlation coefficient between the employee- and employer-reported values. /3 is the slope 
coefficient from a regression of the employer-reported value on the employee-reported value. Sample size is 3856 
for unadjusted wage data and 3974 for unadjusted hours data. In the 1% winsorized sample, the bottom and top 
1% of observations were rolled back to the value corresponding to the 1st or 99th percentile; in the truncated 
sample these observations were deleted from the sample. 
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bottom or top decile equal to the value of the observation at the 10th or 90th percentile, and 
simply calculates the mean for this "adjusted" sample. 

In a similar vein, we used Mellow and Sider's linked employer-employee CPS data to 
explore the effect of various methods for trimming outliers. The analysis here is less clear 
cut than in Stigler's paper because the true values are not known (i.e., we are not sure the 
employer-reported data are the "true" data), but we can still compare the reliability of the 
employee and employer reported data using various trimming methods. The first column 
of Table 10 reports the difference in mean earnings between the employee and employer 
responses for the wage and hours data. The differences are small and statistically insig- 
nificant. Column 2 reports the correlation between the employee report and the employer 
report, while column 3 reports the slope coefficient from a bivariate regression of the 
employer report on the employee report. The regression coefficient in column 3 probably 
provides the most robust measure of the reliability of the data. Columns 4 and 5 report the 
variances of the employee and employer data. Results in Panel A are based on the full 
sample without any trimming. Panel B presents results for a 1% and a 10% "winsorized" 
sample. We also report results for a 1% and 10% truncated sample. Whereas the winsor- 
ized sample rolls back extreme values (defined as the bottom or top X%) but retains them 
in the sample, the truncated sample simply drops the extreme observations from the 
sample. ~2 In Panel B only the employee-reported data have been trimmed, because that 
is all that researchers typically observe. In Panel C, we trim both the employee= and 
employer-reported data. 

For hours, the unadjusted data have reliability ratios around 0.80. Interestingly, the 
reliability of the hours data is considerably higher in Mellow and Sider's data than in 
the PSID validation study. This may result because the PSID validation study was confined 
to one plant (which restricted true hours variability compared to the entire workforce), or 
because there is a difference between the reliability of log weekly hours and annual hours. 

The reliability ratio is lower for the wage data than the hours data in the CPS sample. 
For hours and wages, the correlation coefficients change little when the samples are 
adjusted (either by winsorizing or truncating the sample), but the slope coefficients are 
considerably larger in the adjusted data and exceed 1.0 in the 10% winsorized samples. 
When both the employer and employee data are trimmed, the reliability of the wage data 
improves considerably, while the reliability of the hours data is not much affected. These 
results suggest that extreme wage values are likely to be mistakes. Overall, this brief 
exploration suggests that a small amount of trilmning could be beneficial. In a study of 
the effect of UI benefits on consumption, Gruber (1997) recommends winsorizing the 
extreme 1% of observations on the dependent variable (consumption), to reduce residual 
variability. A similar practice seems justifiable for earnings as well. 

62 Loosely speaking, winsorizing the data is desirable if the ex~eme values are exaggerated versions of the true 
values, but the tixle values still lie in the tails. Tnmcating the sarnpte is more desirable if the extremes are mistakes 
that bear no resemblance to the true values. 
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Table 11 
Estimates of reliability ratios from Mellow and Sider's CPS dataset ~' 

J. D. Angrist and A. B. Krueger 

Variable r Bivar ia te /3  Multivariate/3 

In wage unadjusted 0.65 0.77 0.66 
In wage 1% truncated b 0.68 0.91 0.85 
In wage 1% winsorized b 0.68 0.88 0.79 

In hours unadjusted 0.78 0.87 0.86 
In hours 1% truncated I' 0.75 0.87 0.85 
In hours 1% winsorized b 0.77 0.91 0.90 

Union 0.84 0.84 0.84 

2-digit industry premium 0.93 0.93 0.92 
1-digit industry premium 0.91 0.92 0.90 

1-digit occupation premium 0.84 0.84 0.75 

~ Notes: r is the conelation coefficient between the employee- and employer-reported values./3 is the coeffi- 
cient from a regression of the employer-reported value on the employee-reported value. In the multiple regres- 
sion, covariates include: highest grade of school completed, high school diploma; college diploma dummy, 
marital status, non-white, female, potential work experience, potential work experience squared, and veteran 
status. Sample size varies from 3806 (for industry) to 4087 (for occupation). 

b Only the employee data were truncated or winsorized. 

The estimates in Table 9 or 10 could be used to "inflate" regression coefficients for the 
effect of measurement error bias, provided that there are no covariates in the equation. 
Typically, however, regressions include covariates. Consequently, in Table 11 we use 
Mellow and Sider's CPS sample to regress the employer-reported data on the 
employee-reported data a n d  several commonly used covariates (education, marital status, 
race, sex, experience and veteran status). For comparison, the first two columns present the 
correlation coefficient and the slope coefficient from a bivariate regression of the employer 
on the employee data. The third column reports the coefficient on the employee-reported 
variable from a multiple regression which specifies the employer-reported variable as the 
dependent variable, and the corresponding employee-reported variable as an explanatory 
variable along with other commonly used explanatory variables; this column provides the 

appropriate estimates of attenuation bias for a multiple regression which includes the same 
set of explanatory variables as included in the table. Notice that the reliability of the wage 
data falls from 0.77 to 0.66 once standard human capital controls are included. By contrast, 
the reliability of the hours data is not very much affected by the presence of control 
variables, because hours are only weakly correlated with the controls. 

Table 11 also reports estimates of the reliability of reported union coverage status, 
industry and occupation. Assuming the employer-reported data are correct, the bivariate 
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regression suggests that union status has a reliability ratio of  0.84. 63 Interestingly, this is 

unchanged when covariates are included. To convert the industry and occupation dummy 

variables into a one-dimensional variable, we assigned each industry and occupation the 

wage premimn associated with employment in that sector based on Krueger and Summers 

(1987). The occupation data seem especially noisy, with an estimated reliability ratio of.75 

conditional on the covariates. 

Earlier we mentioned that classical measurement en-or has a greater effect i f  variables 

are expressed as changes. Although we cannot examine longitudinal changes with Mellow 

and Sider 's  data, a dramatic illustration of  the effect of  measurement error on industry and 

occupation changes is provided by the 1994 CPS redesign. The redesigned CPS prompts 

respondents who were interviewed the previous month with the name of the employer that 

they reported working for the previous month, and then asks whether they still work for 

that employer. If respondents answer "no,"  they are asked an independent set of  industry 

and occupation questions. If they answer "yes,"  they are asked if  the usual activities and 

duties on their job changed since last month. If they report that their activities and duties 

were unchanged, they are then asked to verify the previous month ' s  description of their 

occupation and activities. Lastly, if  they answer that their activities and duties changed, 

they are asked an independent set of  questions on occupation, activities, and class of 

worker. Based on pre-tests of  the redesigned CPS in 1991, Rothgeb and Cohany (1992) 

find that the proportion of  workers who appear to change three-digit occupations from one 

month to the next falls from 39% in the old version of  the CPS to 7% in the redesigned 

version. 64 The proportion who change three-digit industry between adjacent months falls 

from 23 % to 5 %. These large changes in the gross industry and occupation flows obviously 

change one 's  impression of  the labor marketJ  ~5 

63 Union status is a dutmny wtriable, so measurement errors will be correlated with true union status. But if 
union status is correctly reported by employers, the regression coefficient in Table 11 nonetheless provides a 
consistent estimate of the attenuation bias. Additionally, note that the reliability of data on union status depends 
on the true fraction of workers who are covered by a union contract. Since union coverage as a fraction of the 
workforce has declined over time, the reliability ratio might be even lower today. As an extreme example, note 
that even if the true union coverage rate falls to zero, the measured rate will exceed zero because some (probably 
around 3%) non-union workers will be erroneously classified as covered by a union. See Freeman (1984), 
Jaknbson (1986) and Card (1996) for analyses of the effect of measurement error in union status in longitudinal 
data. 

6-~ It is also possible that dependent interviewing reduces occupational changes because some respondents find 
it easier to complete the interview by reporting that they did not change employers even if they did. Although 
this is possible, Rothgeb and Cohany point out that asking independent occupation and industry questions of 
individuals who report changing employers could result in spurious industry and occupation ch~mges. In addi- 
tion, the large number of mismatches between employer and employee reported occupation and industry data in 
Mellow and Sider' s dataset are consistent with a finding of grossly overestimated industry and occupation flows. 

65 See also Poterba and Summers (1986), who estimate the measurement error in employment-status transi- 
tions. 
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4.3. Weighting and al located values 
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Many datasets use complicated sampling designs and come with sampling weights that 
reflect the design. Researchers are often confronted with the question of  whether to 
employ sample weights in their statistical analyses to adjust for non-random sampling. 
For example, if the sampling design uses stratified sampling by state, with smaller states 
sampled at a higher rate than larger states, then observations from small states should get 
less weight if national statistics are to be representative, in addition to providing sample 
weights for this purpose, the Census Bureau also "allocates" answers for individuals who 
do not respond to a question in one of  their surveys. Missing data are allocated by inserting 
information for a randomly chosen person who is matched to the person with missing data 
on the basis of major demographic characteristics. Consequently, there are no "missing 
values" on Census Bureau micro data files. But researchers may decide to include or 
exclude observations with allocated responses since information that has been allocated 
is identified with '°allocation flags." Unfortunately, although there is a large literature on 
weighting and survey non-response, this literature has not produced any easy answers that 
apply to all datasets and research questions (see, e.g., Rubin, 1983; Dickens, 1985; Lillard 
et al., 1986; Deaton, 1995, 1997; Groves, 1998). 66 

Two datasets where both weighting and allocation issaes come up are the CPS and the 
1990 Census Public Use Micro Sample (PUMS), neither of which is a simple random 
sample. The CPS uses a complicated multi-stage probability sample that over-samples 
some states, and recently oversamples Hispanics in the March survey (see, e.g., US 
Bureau of  the Census, 1992). The 1990 PUMS also deviates from random sampling 
because of  over-sampling of small areas and Native Americans ( US Bureau of  the Census, 
1996). 67 And even random samples may fail to be representative by chance, or because 
some sampled households are not actually interviewed. The sampling weights including 
with CPS and PUMS micro data are meant to correct for these features of  the sample 
design, as well as deviations from random sampling due to chance or non-response that 
affect the age, Sex, Hispanic origin, or race make-up of the sample. Missing data for 
respondents in these datasets are also allocated. And in the CPS, if someone fails to answer 
a monthly supplement (e.g., the March income supplement), then entire record is allocated 
by drawing a randomly matched "donor record" from someone who did respond. 

To assess the consequences of  weighting and allocation for one important area of  
research, we estimated a standard human capital earnings function with data from the 
1990 March CPS and 1990 5% PUMS for the four permutations of weighting or not 
weighting, and including or excluding observations with allocated responses. The samples 

66 But see DuMouchel and Duncan (1983), who note that if the object of regression is a MMSE linear 
approximation to the CEF then estimates from non-random samples should be weighted. 

(~7 The 1980 PUMS are simple random samples. The CPS was stratified but seK-weighting (i.e. all observations 
were equally likely to be sampled) until January 1978. 
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consist of  white and black men age 40-49 with at least 8 years of education. 68 Regression 
results and mean log weekly earnings are summarized in Table 12. In both datasets, the 
est imated regression coefficients are remarkably similar regardless of whether the equa- 
tion is estimated by OLS or weighted least squares to adjust for sample weights, and 
regardless of  whether the observations with al located values are excluded or included in 
the sample. Moreover, except for potential experience, the regression coefficients are quite 
similar if  they are estimated with either the Census or CPS sample. One notable difference 
between the datasets, however, is that mean log earnings are about 6 points higher in the 
Census than the CPS for this age group. 

The results in Table 12 suggest that estimates of a human capital earnings function using 
CPS and Census data are largely insensitive to whether or not the sample is weighted to 
account for the sample design, and whether or not observations with allocated values are 
included in the sample. At  least for this application, non-random sampling and the alloca- 
tion of  missing values are not very important. 69 It should be noted, however,  that the 
Census Bureau surveys analyzed here are relat ively close to random samples, and that the 
sample strata involve covariates that are included in the regression models. Some of  the 
datasets discussed earlier, most notably the NLSY and the PSID, include large non- 
random sub-samples that more extensively select or over-sample certain groups using a 
wider range of characteristics, including racial minorities, low-income respondents,  or 
mil i tary personnel. When working with these data is it important to check whether the use 
of a non-representative sample affects empirical  results. Moreover,  since researchers often 
compare results across samples, weighting may be desirable to reduce the l ikel ihood that 
diffferences in sample design generate different results. 

5. S u m m a r y  

This chapter attempts to provide an overview of the empirical strategies used in modern 
labor economics. The first step is to specify a causal question, which we think of  as 
comparing actual and counterfactual states. The next step is to devise a strategy that 
can, in principle, answer the question. A critical issue in this context is how the causal 
effect of interest is identified by the statistical analysis. In particular, why does the expla- 
natory variable of interest vary when other variables are held constant? Who is implici t ly  
being compared to whom? Does the source of  variation used to identify the key parameters  
provide plausible "counterfactuals"? And can the identification strategy be tested in a 
situation in which the causal variable is not expected to have an effect? Finally,  imple- 

~,8 In addition, to make the samples comparable, file Census sample excludes men who were on active duty in 
the milita13r, and the CPS sample excludes the Hispanic oversample and men in the armed forces. The education 
variable in both datasets was converted to linear years of" schooling based on highest degree attained. 

69 Of course, the standard errors of the estimates should reflect the sample design and account for changes in 
variability due to allocation. But for samples of this size, the standard errors are extraordinarily small, so adjusting 
them for these features of the data is probably of second-olzler importance. 
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mentation of the empirical strategy requires appropriate data, and careful attention to the 
many measurement problems that are likely to arise along the way. 

Appendix A 

A.1. Derivation o f  Eq. (9) in the text 

The model is 

L = ~o + pSi + rt~, 

Ai  = T0 + y l S i  + 3~1i, 

E[S iTh]  =- O, 

E[SiT]li]  = O. 

The coefficient on Si in a regression of Y, on Si and Ai is C(Yi, S.Ai)/V(S.Ai) where 

S A i = S i - 7T O -- 7T1Ai and 7TJ = TI V ( S i ) / V ( A i ) .  

Also 

V(S.Ai) = V(Si) - rr~V(A i) = {V(Si)/V(Ai)I[V(Ai) - ~V(S i ) ]  = [V(Si)/V(Ai)]V(Thi). 

So 

C ( Y i ,  S .A i ) /V (S .A i )  = P-}-  C(Tl i ,  S i -  770 - 7 T I A i ) / V ( S . A i ) =  P -  7 T I C ( T ] i , A i ) / V ( S . A i )  

= p --  W l C ( g h ,  g h i ) / V ( S . a i )  =: p - 'y lq)01.  

A.2. Derivation o f  Eq. (34) in the text 

To economize on notation, we use E[Y I X, j] as shorthand for E[Yi ] Xi, Si = j]. Repea t  
ing Eq. (31) in the text without " i"  subscripts: 

p,. = E [ Y ( S -  E[S I X])]/E[S(S - E[S I X])] 

= E[E(Y ] S , X ) ( S - -  E[SIX] ) ] /E[S(S  - E[S I X])]. (A.l) 

Now write 

S S 

g [ g  IX ,  S] .... ElY IX,0]  + Z {E[Y IX , j ]  - E[Y I X , j  - 1]} -- E[Y IX,  S - -  01 + Z p j ~ ,  
j = l  j = l  

(A.2) 

where 

pj~ --= ElY iX , j ]  .... E[Y  I X, j - -  1]. 

We first simplify the numerator of p,.. Substituting (A.2) into (A.I): 
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E[E(Y IX,  S)(S E[S I X])] = g Ojx ( s  - E[S I X]) 

]) = E g t ) jx(S-  E [ S I X ] )  [X . 

Working with the inner expectation, 

e pjx(S - E[S I X]) I X  = pjx(s - E [ S ] X ] ) P ~ x ,  

s - l  j--I 

where 

Ps:~ = P(S  = s IX). 

Reversing the order of  summation, this equals 

j= l  

where 

2 

b% = ~ (s - g[S  l Xl)p,.~. 
s ~  

Now, simplifying, 

ixj~ = ~ .  sp,~ - ~ .  E[S I x I )p ,~  = (E[S IX, S -> j l  - E[S I X I ) P ( S  >--j IX), 
j--1 s ~  

Since 

E[S [ X] = E[S I X,  S >- j ]P(S  ~ , j  l X )  + E[S I X , S  < j ] ( 1  - P(S  >-- j IX)), 

/zj~ = (E[S ] S >-- j , X ]  .... EllS[ S < j ,  XI )P(S  >--j IX)(1 - P(S ->-: j I X))o 

So we have shown 

E[Y~(S~ - E[S~ I X~])I . . . .  E P j ~ j x  , 

A similar argument for the denominator shows 

J. D. Angrist and A. B. Krueger 
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E[Si(Si - E[Si IX/I)] = E /X/x • 

Subst i tute S f o r j  in the summat ions  to get  Eq. (34) us ing  the nota t ion  in the text. 

A.3. S c h o o l i n g  in the 1990 Census  

Years o f  schoo l ing  was  coded  f rom the 1990 Census  ca tegor ica l  school ing var iables  as 

fol lows:  

Years of schooling Educational attainment 

8 
9 
10 
11 
12 
13 
14 
/5 
16 
17 
18 
19 
20 

5th, 6th, 7th, or 8th grade 
9th grade 
10th grade 
11 th grade or 12th grade, no diploma 
High school graduate, diploma or GED 
Some college, but no degree 
Completed associate degree in college, occupational program 
Completed associate degree in college, academic program 
Completed bachelor's degree, not attending school 
Completed bachelor's degree, but now enrolled 
Completed master's degree 
Completed professional degree 
Completed doctorate 
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Abstract  

Econometric practice in labor economics has changed over the past 10 years as probit, logit, hazard 
methods, instrumental variables, and fixed effects models have grown in use and selection bias 
methods have declined in use. To a large degree these trends reflect an increasing preference for 
methods which are less restrictive, more robust, and freer in functional form than older methods, 
although not all trends are consistent with this view. The trends also reflect a tension between 
structural and reduced-form estimation that has not yet been resolved. A major point of the review 
is that this trend in labor economic practice has paralleled a trend in econometrics involving the use 
of flexible forms and semi-parametric and non-parametric methods but has not incorporated the 
lessons from that field. © 1999 Elsevier Science B.V. All rights reserved. 

JEL codes: JO0; C1 

Labor economists have long regarded theh" field as the most econometrically sophisticated 
of  the various fields in microeconomics. Many of  the major developments in microecono- 
metrics in the 1970s - limited dependent variable and selection bias models, panel data 
models, hazard analysis, and so on - were often developed with labor economics applica- 
tions in mind, although certainly not exclusively. Many of the econometric developments 
of  the 1970s were stimulated by the new availability of data from household surveys, both 
cross-section and panel, which contained information on relatively large numbers of  
individuals. Many, if not most, of  the types of  issues that such datasets are best suited 
for study are found within the scope of  labor economics. The development of  computa- 
tional hardware and software in the 1970s also grew rapidly, and this aided the develop- 
ment of  many of the econometric methods which required somewhat more computational 
burdens than ordinarily least squares (OLS). Thus the confluence of  econometric devel- 
opments, data availability, and computational aids all contributed to the rapid advance in 
methodology in the 1970s in labor economics. 

Volumes 1 and 2 of the Handbook o f  Labor Economics (Ashenfelter and Layard, 1986) 
appeared at a point subsequent to these major econometric developments. While there was 
no single chapter in that Handbook devoted to econometric methods, several of  the 
chapters discussed econometric methods at least briefly as part of  a particular topic 
area, such as those on labor supply (Pencavel, Killingsworth and Heckanan), labor demand 
(Nickell), education (Willis), and hedonics (Rosen). The econometric issues discussed in 
these chapters were primarily the econometric developments of the 1970s just referred to. 
As is typically the case, debates in the profession concerning those methods can usually be 
detected only implicitly in print, for much of the debate over econometric methods is oral 
rather than written. 

This chapter is concerned with econometric methods in labor economics and takes both 
a retrospective and prospective approach. Retrospectively, the use of  econometric meth- 
ods since 1986 is surveyed and discussed. Over the past decade there have been significant 
changes in the types of methods used in labor economics which, while mostly known to 



Ch. 24: Econometric Methods jor Labor Market Analysis 1369 

applied labor economists who have practiced over this period, will be documented here for 
the first time. In addition, the discussion in this chapter will provide one author's view of 
why some of those trends have occurred. The chapter will then focus on a subset of the 
methods used by labor economists, namely, those for qualitative and limited dependent 
variables (probit, logit, Tobit) and those for selection bias models. The chapter will discuss 
prospects for the econometric developments in these areas in labor economics over the 
next 10 years. Perhaps the safest prediction is that methodological views will continue to 
evolve, for it does not appear to this author that econometric practice is now in equili~ 
brium. Several new econometric developments, such as non-parametric and semi-para 
metric methods, are discussed and their prospects for increased use are discussed as well  

The results of the survey in the chapter reveal that labor economics is not quite as 
econometrically sophisticated today as it might be thought. The techniques which have 
seen the largest increase in usage in the top journals over the 1986-1996 period have beela 
instrumental variables and fixed effects methods, both of which were essentially fully 
developed considerably prior to 1986. However, there has also been a slight increase in 
the number of more advanced probit and logit methods used, which may be testimony to 
lags in the application of econometric methods and/or to their introduction into software 
packages, for these methods were also developed prior to 1986. The number of applica- 
tions of frontier econometric methods - simulation methods, non-parametric and semi  
parametric methods, and the like - remains exceedingly small. Their use may, of course~ 
be even smaller in other fields of applied economics, but those are not surveyed here. 

More generally, the survey reveals that econometric practice in labor economics is 
shifting toward techniques that are, or at least can be argued to be, less restrictive and 
more robust than some of those used in the past. Identification of the parameters of 
econometric models has become a more important focus of attention than it has bee~ 
historically. This is a trend which would appear to be occurring across many fields of 
economics, in other social science disciplines, and in fact in the field of statistics itself. It is 
safe to predict that this trend will continue. 

1. What labor economists  do 

A survey of econometric methods used in labor economics should first determine what 
labor economists actually do. Table 1 shows the results of a survey of labor economics 
articles appearing in six highly-ranked general interest journals and two field journals in 
labor economics in 1985-1987 and then again in 1995-1997 to ascertain trends, using the 
labor economics classification scheme employed by the Journal of Economic Literature. 

Interestingly, there has been a decline in the total number of labor economics papers 
published in those journals surveyed over the period. It is possible that this could be an 
artifact of the change in the JEL classification scheme between the periods but this, if 
anything, would work in the opposite direction because the scheme in the latter period was 
more inclusive (e.g., the economics of minorities and discrimination was moved into the 
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Table 1 
Empirical and econometric work in labor economics, 1985-1997 ~ (numbers of articles and 
methods) 

1985-1987 1995-1997 

All articles 440 295 
With empirical content 278 227 
Without empirical content 162 68 

Types ofdatase~ used 
Cross-section 113 74 
Panel 97 118 
Repeated cross-section 40 46 
Time series 18 26 

Econometric methods used 
OLS 182 132 
WLS 5 6 
GLS 13 13 
NLS 5 3 
Probit 33 35 
Ordered probit 3 5 
Bivariate probit 1 5 
Multinomial probit 1 3 
Logit 29 23 
Multinomial and 5 17 
conditional logit 
Nested logit 1 4 
Linear probability model 2 6 
Simulation estimation 0 4 
Tobit 21 25 
Two-step selection bias 19 8 
FIML selection bias 5 1 
Other selection bias 6 10 
IV and 2SLS 36 53 
3SLS 4 0 
Non-linear 2SLS 2 0 
GMM 0 2 
Fixed effects 27 56 
Random effects 6 9 
Hazard 21 25 
Non-parametric 1 6 
Semi-parametric 0 2 

~' Table surveys all articles appearing in 1985, 1986, and 1987 issues and 1995, 1996, 
and 1997 issues of the American Economic Review, Econometrica, ,Journal of' Human 
Resources, Journal of Labor Economics, Journal of Political Economy, Quarterly Journal 
of Economics, Review of Economic Studies, and Review of Eeonomics and Statistics which 
were listed under the labor economics headings in the classification codes of the Journal of 
Economic Literature, 
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labor economics category). The large majority of the decline, however, is revealed in 
Table 1 to have resulted from a decline in the number of theoretical articles published in 
the field, reflecting a genuine decline in theory in labor economics. This represents a 
reversal of the trend noted by Stafford (1986) of a marked rise in theory in labor economics 
from 1965 to the late 1970s and early 1980s. 1 Whether the decline in theory represents a 
return to the older research style in labor economics, with its institutional and non-theo- 
retical orientation, remains to be seen. 

There has also been a slight drop in the total number of articles published with empirical 
content - defined as having at least one table of non-artificial, non-simulated data - but this 
could be the result of fluctuations in the numbers of articles published each year, the 
particular years used in Table 1, and the particular journals chosen. 

There have also been shifts over the decade in the types of datasets used in labor 
economics articles, also displayed in the table. The number using single cross-sections 
has drastically declined while the number using panel datasets has increased. Although 
there are few panel datasets available in the later period that were not available in the 
earlier one - the Survey of Income and Program Participation is an exception - the 
growing length of panels like the PSID and NLSY, together with the increased apprecia- 
tion of panel econometric methods, is no doubt responsible for the marked increase in their 
use. There has also been a slight increase in the number of repeated cross-section datasets 
used - sometimes called pseudo-panels - primarily resulting from the growth in applica- 
tions using the Current Population Survey (CPS). There has also been, perhaps surpris- 
ingly, an increase in the number of times articles have used time-series datasets, although 
the absolute number in both periods is far smaller than the numbers for the other dataset 
types. 

The rest of the table shows the number of econometric methods of different types used 
in labor economics articles in the two periods. Individual articles can contribute more than 
one entry to the table if they used more than one technique, an issue to which I shall return 
momentarily. 

While least squares is still the workhorse of empirical work in economics - the number 
of times it is used dominates the others in the table by an order of magnitude - there has 
nevertheless been a 30% decline in the number of times it has been used. The major 
sources of this substitution appear later in the table and will be seen to be growth in the 
use of instrumental variables and fixed effects methods. 

Turning to qualitative dependent variable methods, the survey shows that the number of 
times probit methods of any type have been used has increased slightly, although most of 
the growth has been in the use of nonstandard variants such as ordered probit, bivariate 
probit, and multinomial probit. The continued popularity of probit is no doubt partly a 
result of the large number of labor economics dependent variables which are dichotomous 
- labor force participation, union status, migration, and educational categorizations, to 
name just a few - but also the degree to which probit has been incorporated into the major 

Manser (1999) detected a decline in theory in labor economics in a survey updating Stafford through 1993, 

however. 
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software packages used by applied economists. There has also been a slight increase in the 
use of logit-related methods, although here the shift away from simple binary logit to more 
advanced variants such as multinomial, conditional, and nested logit is more pronounced 
than for probit. While the more advanced logit techniques had been in existence for some 
time by the mid-1980s, they were still relatively new and their incorporation into econo- 
metric practice had not been completed. In addition, once again, these variants were not as 
widely incorporated into software packages as they are today, which no doubt is an 
additional contributor to the trend. An alternative hypothesis is that the types of topics 
which labor economists study have shifted toward types for which these techniques are 
most appropriate - that is, topics in which multiple discrete outcomes are the object of 
interest, such as occupational choice - but there is little evidence that there has been any 
significant shift of this kind. 2 

Table 1 also shows that there has been a slight increase in the use of the linear prob  
ability model in labor economics. While the number of times it is used is minuscule 
compared to what are clearly the more popular techniques of probit and logit, it has 
grown to a nontrivial number in the later period. This model will be discussed more in 
the next section and some reasons for this growth will be advanced. 

Simulation methods, which are often used for the estimation of large-dimensional 
discrete choice models, have grown in use considerably over the period and will be 
discussed in the next section. The use of Tobit analysis has increased slightly but not as 
dramatically as some of the other methods, and it would be fair to characterize its use as 
relatively stable. It is a popular technique, used almost as frequently as probit. 

Selection bias methods of all types have shown a marked decline over the period. This 
includes the two-step methods as well as full-information maximum likelihood methods. 
The reasons for this decline will also be discussed below. Moving in the opposite direction 
are methods using IV or two-stage least squares (2SLS), which have grown enormously. It 
will be argued below that these trends are related and are the result of a shift in econo- 
metric practice toward methods which require fewer distributional assumptions on unob- 
servables, although it will also be argued that this is to some extent an oversimplification 
which ignores the less-parametric selection bias methods which have become available in 
recent years. The growth in IV and 2SLS is still quite remarkable given that those tech- 
niques have been widely used in economics for 30 years and had been developed long 
before that. While it could be argued that recent debates on the use of IV (e.g., Imbens and 
Angrist, 1994; Bound et al., 1995; Heckman, 1997; Staiger and Stock, 1997) have 
deepened the profession's understanding of the nature, interpretation, and limitations of 
IV and 2SLS, very few of the recently-discussed issues had not surfaced before in the 
econometric literature on these methods. Thus this trend, alone among those in the table, 
must be largely ascribed to a shift in the preferences of users rather than from the devel- 
opment of new econometric methods, to which the growth of other entries can be ascribed. 

The growth in the use of panel datasets mentioned above is necessarily accompanied by 

2 Manser (Table A1, 1999), for example, finds no major shifts in the topics studied in labor economics articles 
over the past 10 years. 
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Table 2 
Types of fixed effects models used in labor economics, 1985-199T' (numbers of 
times used) 

1985-1987 1995-1997 

Individual 10 20 
Family 3 11 
Cohort 3 2 
State 2 9 
Geographic, non-state 2 5 
Firm 2 3 
Industry 1 0 
School 0 2 
Nationality 0 1 
Other 2 1 

See Table 1. 
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a growth in the use of  econometric methods for panels. The major growth has been in the 
use of  fixed effects methods, whose use has doubled over the period. Table 2 shows, 
however, that not all of  the growth in the use of this method can be traced to the increased 
use of  panels. While  individual fixed effects are indeed the modal  category of  use, and 
while models  with fixed effects of that type have indeed grown more than those using any 
other type, the growth of  models using family fixed effects and geographic fixed effects 
(state, city, country, etc.) has been equally dramatic. The resurgence of interest in sibling 
models, for example (Ashenfelter and Krueger, 1994; Behrman et al., 1994 to cite two 
examples among many) - models which have a long history in social science research - is 
part of  this trend. The use of state fixed effects has been aided by the growth in the 
availabili ty of more years of the CPS and of the growth in its sample size which makes 
estimation of  state-specific intercepts more feasible. 

The rest of  Table 1 shows that the use of  hazard methods - also called event-history, 
transition, or duration methods - has increased slightly, no doubt a combined result of the 
increase in data availabili ty of panels and of the spread of  knowledge and software 
incorporation of  these techniques. Non-parametric and semi-parametric methods have 
grown significantly over the decade as well but still, in the later period, remain extremely 
limited in use. A major issue for the future is whether the use of these techniques will grow 
and become more common and, if so, at what level their use will plateau and what role 
they will come to play in the toolkit of  techniques available to labor  economists. 

A close reading of  Table 1 reveals that many more techniques have grown in usage than 
have declined. This reflects another trend in econometric practice in labor economics, 
which has been the growth in the number of  multiple techniques used in the typical article. 
Table 3 shows the distribution of numbers of techniques used in different articles and 
shows this trend clearly, for the fraction of labor economics articles using only one method 
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Table 3 
Number of different econometric methods used in labor economics 
articles, 1985-199T ~ (percent distribution) 

1985-1987 1995-1997 

1 Method 59 40 
2 Methods 26 33 
3 Methods 11 16 
4 Methods 3 9 
5 Methods 1 1 
6 Methods 0 0 
Total 100 100 

~ See Table 1. 

R. A. Moffitt 

has dropped from almost 60% of all articles in the earlier period to 40% in the latter one. 
The offset is shown in uniform increased usage of  two or more methods. 

This last trend reflects a more basic underlying pattern affecting many of  the other 
findings from the survey, of a movement  toward the use of less parametric methods, 
more use of  sensitivity testing and mult iple methods to test for that sensitivity, and use 
of robust techniques that are less sensitive to assumptions. Much of applied thinking in 
labor economics practice today - and in the practice in many other fields inside economics 
and outside of it - is centered on these sets of  issues. A safe prediction to make is that 
practice is not in steady state and that the trend in this direction will  continue, although it 
would be hazardous to speculate on what exactly where it will be 10 years hence. Never- 
theless, this will be the central theme of  the rest of  the paper, which will discuss trends and 
developments  in qualitative and l imited dependent variable models and selection bias 
models. 

2. Developments in qualitative, limited-dependent, and selection bias models 

The remainder of the chapter focuses on developments  in several of  the techniques which 
have changed in usage and in which thinking has developed considerably over the last 10 
years. These are models for qualitative and l imited-dependent  variables, and selection bias 
models. The binary choice model  will  be discussed first and most exhaustively because, 
despite its simplicity, many of the developments  in the other models can be seen most 
easily and simply when the outcome is dichotomous. 

2.1. Binary choice model 

2.1.1. Basic considerations 
The most popular binary choice framework in labor economics is the probit model,  which 
can be written (suppressing individual-observation subscripts): 
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Fig. 1. Probit probability curve with single x with positive coefficient. Dots represent sample means of y. 

y*  = X/3 + ~, (1) 

y =  l i f y * - - > 0 ,  y = 0 i f y * < 0 ,  (2) 

e ~ N(0, 1), (3) 

where X is a row vector of variables an observation and/3 is a column vector of coeffi- 
cients. The usual normalizations are imposed here - the variance of the error is normalized 

to 1 and the cutoff point is normalized to zero implying, respectively, that the coefficient 
estimates are ratios to standard deviations and that the estimated intercept absorbs the fine 
(constant) cutoff'. The model implies that 

Prob(y = 1 [ X ) - -  E(y IX) = F(X/3),  (4) 

where F is the cumulative normal distribution function and is shown as the familiar S- 
shaped (sigmoid) curve in Fig. l. 

The probit model has a long history - the treatise by Finney (1947) claims that it 
originated in 1860 - and has been primarily used in the study of bioassay. In the social 
sciences it has also been extremely popular as a method of estimation of models with 
dummy dependent variables. While its use in bioassay is based on the theoretical notion 
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that the susceptibility of a group of experimental ly- treated subjects to a stimulus has a 
distribution of  responses, the technique is mainly used simply as a curve-fitting method 
( " . . . a  convenient way . . . o f  fitting a function" (Berkson, 1951, p. 327)). Its appeal  in 
economics is based instead on developments  in the psychological  literature which 
conceived of human subjects as having a scalar index representing an unobserved propen- 
sity, or utility, of an alternative; that differences in the index could be scaled; and that there 
exists a distribution of those propensities in the population (Thurstone, 1927). This led in 
turn to the familiar random utility model  (Quandt, 1956; McFadden,  1974) as a justifica- 
tion for probit  and other binary choice models. More generally, one of  its major attractions 
to economists  arises because choices of workers and firms are generally regarded as based 
on optimizing behavior resulting from utility or profit maximization,  and that y* can be 
thought of  as the difference between the utilities or profits of alternative choices. 

The other popular model  is the logit model  (Berkson, 1944), in which 

eX~ 
Prob(y = 1 IX)  - 1 + e x/3" (5) 

This model  can also be generated by a latent index model  such as (1) where the values of 
each alternative have error terms which are distributed independent extreme value and 
where y* again represents the difference in those values and therefore fits just as well  into 
the random utility model  as probit (McFadden,  1974). There is an oral tradition in applied 
microeconomics  that probit and logit estimates are almost always close to one another, 
which is based on the result that the c.d.f . 's  of the two normalized distributions are quite 
close to one another except in the tails (see, e.g., Domenich and McFadden,  1947, p. 58). 
The oral tradition that the coefficient estimates are not much affected is, however,  a 
somewhat different result and depends on the configuration of the data and the distribution 
of y and X. Nevertheless, it is based on empirical  findings from a large number of  applica- 
tions where both probit and logit have been est imated and hence has a grounding in typical 
applications. 3 

The linear probabili ty model  (LPM) -~-~ that is, tile model  which posits a linear relation .... 
ship y = X y  + e and inteq~rets 3, as the effect of a unit change in X on the probabi l i ty  that 
y = 1 - has been fairly uniformly cri t icized in econometrics textbooks, both older and 
current. The most cited discussion among the early econometric textbooks is that in 
Goldberger  (1964), who noted that the LPM could produce fitted values of y outside the 
zero-one  range and that e was necessarily heteroskedastic.  This criticism appears in the 
textbook by Theil (1981) and in cun'ent textbooks as well. From the current vantage point 
neither of these disadvantages seems fatal to the LPM because fitted values of  y close to 
the mean of the data are unlikely to lie outside the zero-one  range, and thus do not cause a 

3 At one period in the early 1970s it was humorously thought that logit seemed to be preferred by West Coast 
economists and probit, by East Coast economists. Today the choice between the two is generally thought to be 
entirely a matter of taste. It was not always so, for in the early development the difference was seriously debated 
(e.g., Berkson, 1951). 
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problem if prediction or inference only close to the mean is desired; and because there are 
a variety of  methods now available for the correction of  heteroskedasticity. 4 

The reason the LPM has seen a slight return to use is not that anyone believes it should 
be taken to be the true model - in which case there are many statistical objections to it - but 
that it can be thought of merely as a linear approximation to the true model, and as a 
reduced form. 

According to the random utility model, 

y = E(y l X) + u = F(Xfl) + ,, (6) 

where u is a mean-zero, albeit heteroskedastic and bounded, error term. The LPM can be 
thought of merely as a linear approximation to the non-linear function F(X~) and its 
coefficient estimates are unambiguously and correctly interpretable as such. The coeffi- 
cients estimated in the LPM are direct estimates of 0E(y I X)/OX and hence do not estimate/~ 
but rather some combination of  fl and F. If  one is not particularly interested in estimating the 
index function coefficient (i.e.,/3) itself, but only in the net, or reduced-form, effect of a 
change in X on the probability that y = 1, the LPM is arguably an acceptable place to start.5 

The case for the LPM in this respect must therefore rest partly on whether the question 
being asked by the analyst requires an estimate of the underlying index coefficient fl or just 
the reduced-form effect of X on Prob(y = 1 I X). The random utility theories which under- 
lie so much of the work in this area make/3 the object of  interest and it is therefore natural 
to seek estimates of  that parameter. A contrary argument can be made that there are not 
many labor economics hypotheses that depend on the magnitude of /3  and, if it can be 
assured that the signs of/3 and of c~E(y I X)/c?X are the same, hypotheses on the sign of  the 
former can be tested from the estimated sign of the latter. If  the contrary argument is 
accepted, the remaining question is whether significant non-linearities are present in the 
data that are missed by a linear approximation. As with OLS in general, the relevant 
information in the data used for the coefficient estimation is the set of means of y at 
each value of  x (Fig. 1 includes some scatter points of  those means which, according to 
the model, are generated by F(X/3) plus a mean of u at each x). The non-linearity of  the 
curve varies over the range of  x and the second derivative of  the function, which is one 
measure of non-linearity, reaches an maximum in absolute value at two points on the 
function; the linear approximation is likely to be the worst in those regions and it is likely 
to be the best if the data are tightly clustered in either of the two tails or around the 0.50 
probability point, where the curve has the lowest curvature. Data configurations whict~ 

4 Fitted values outside the zero-one range do nevertheless cause problems of interpretation of the R-squared 
and also problems with heteroskedastic fixups such as weighted least squares. Another criticism of the LPM is 
that it is inconsistent with the random utility model. See Heckman and Snyder (1996) for a discussion of this 
point. 

5 Amemiya (1981, p. 1487) recommends the LPM in the early stages of an analysis as a convenient way to 
summarize the data and to gain quick approximate estimates of relationships, but believes that a more fonnai 
binary choice model should be used for the final analysis. This is no doubt the way it is used by most applied 
economists. 
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have more dispersed sample probabilities over the unit interval are likely to be poorer 
approximations because more non-linearities are present in that case. 6 

If  non-linearities are an issue, a logical alternative procedure is non-parametric (NP) 
regression (H~rdle and Linton, 1994), for NP regression can capture arbitrary non-linear- 
ities in a fitted curve. NP regression of  y on X in one of its standard forms (e.g., kernel 
regression or series regression) can be applied without modification even if y is binary, for 
the method merely fits the means o f y  in the data at each x, E(y ] x), to a non-linear curve; 
that the means o fy  are fractions is irrelevant. A less drastic solution would be to introduce 
polynomials, splines, interactions, and other forms of  non-linearities in X but within the 
framework of  the basic linear-in-parameters model so that OLS could still be applied. 
Unfortunately, this approach is not feasible if X is high-dimensional and hence is not a 
practical alternative. 

However, NP regression is still not widely used in labor economics or in other applied 
areas of economics despite its attractiveness as a method of capturing non-linearities. 
There is no consensus on why it has not been incorporated in econometric practice 
more than it has been. NP regression has now been widely known and heavily researched 
among econometricians (not to mention the wider community of  statisticians) for at least 
10 years. One simple reason may be that the lags in the incorporation of new econometric 
techniques into practice is still quite long. A related reason may be that new techniques 
may have to be incorporated into software packages and that NP regression has not, to 
date, been incorporated into any of  the major packages used by economists. 7 A more 
problematic reason for the lack of use of NP regression is that estimation can still be 
somewhat computationally burdensome, especially if there are large numbers of  regres- 
sors; that large sample sizes are often needed for estimates without major bias, and that 
rates of  convergence might be low; and that the choice of bandwidth has an impact on the 
estimates but the preferred method of  choosing bandwidth has not, to date, been suffi  
ciently standardized through rules of thumb and guides to practice. Unfortunately, the 
theory of bandwidth selection implies only that it should go to zero asymptotically, as well 
as satisfying a few other general criteria (Manski, 1991, pp. 43-44), which is not enough of 
a guide for the practitioner community. A body of practical experience must be built up 
and widely-agreed upon rules of thumb will have to be adopted instead. It is possible that 
this will occur in the future and that more use of NP regression will be consequently seen. ~ 

~' See Aldrich and Nelson (1984) for further discussion of using the LPM as a linear approximation to the true 
curve. 

7 Some packages have non-parametric density estimation, which can be used to estimate NP regressions. Also, 
L1MDEP permits the estimation of the maximum score model (see below) and some related models. 

8 See the recent article by Bhindell and Duncan (1998) for a start in tiffs direction. It should also be noted that 
some econometricians argue that the semi-parametric models to be discussed momentarily - which permit some 
forms of non-linearity but still retain some parametric structure - should be considered the viable alternative to 
NP regression, given the problems with the latter, even for exploring non-linearities and for estimating the 
reduced-form function E(y I x). How to evaluate semi-parametric versus non-parametric models in that light 
has not been articulated, however. This argument is to be sharply distinguished tYoln the purpose of semi- 
parametric models discussed in the next section, which is to identify ~. 
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2.1.2. Further issues: heteroskedasticity, identification, and policy experiments' 
Assuming that one is interested in/3 itself, and not just in the reduced-form effect of X on 
y, probit or logit remain the main alternatives currently used by the analyst. Unlbrtunately, 
the recent literature on these techniques highlights important restrictions they impose that 
are often only implicit, and which raise some discomfiting issues that are not easily 
resolved. One restriction is that the distribution of the unobservables is normal or logistic, 
and violation of this restriction results in inconsistent estimates of  /3. Interestingly, 
however, the literature to date indicates, at least for the binary choice case, that reasonably 
minor deviations from the normal or logistic - for example, deviations that remain in the 
class of unimodal distributions - do not much affect the estimates (Manski and Thompson, 
1986; Horowitz, 1993b). To obtain a major change in the magnitude of  estimated/3 from 
this source requires that the error term be distributed very differently, e.g., to be bimodal 
rather than unimodal (Horowitz, 1993b). 

What appears to be a potentially more serious problem is heteroskedasticity, which also 
(unlike the linear model) results in inconsistent probit and logit coefficients. One approach 
to the heteroskedasticity problem is to allow for some parametric form of heteroskedas~ 
ticity, e.g., Var(e I X) = (XS) 2, and to build this into the likelihood function for probit (or 
logit). An alternative is to conduct specification tests for such a form of heteroskedasticity 
or for a more general type; there are a wide variety of such tests available (see Pagan and 
Vella, 1989; Maddala, 1995, for reviews). Nevertheless, the economet rc  literature in this 
area has revealed that a fundamental identification problem lurks if the functional forms 
are relaxed beyond a certain point. The expected value of  y in Eq. (4) relies on two 
functional form assumptions: (i) that F is the normal c.d.f, and that the parameters of 
the normal distribution do not depend on X, and (ii) that the index is linear in/3, as in X/3~ 
These assumptions are generally ignored in linear-model estimation not because they are 
thought to be true but because OLS coefficients are consistent if they are not (in the case of 
heteroskedasticity) or are a matter of convenience which could easily be relaxed (in the 
case of linearity). On the contrary, heteroskedasticity in labor applications could be 
pervasive, at least to some degree, and non-linearities are often uncovered in studies of 
tile effect of  education on earnings, wages on labor supply, and other traditional topics i~ 
labor economics. 9 

In the absence of  either of  these two functional form assumptions, the means of y at each 
X are given by 

E(y I X) - Fth(X, /3) ;Xl ,  ( ' t) 

where F(u; X) is a proper c.d.f, whose parameters depend on X (i.e., heteroskedasticity is 
present) and h(X, fi) is an unknown function which is the main object of  interest, it is clear 

9 There is no consensus on whether existing evidence supports serious concern with heteroskedasticity iH tlicsc 
models. For an application showing specification tests which reve<,d no evidence of heteroskedasticity, see 
Melenberg and Van Soest (1996); for a study reporting specification tests which fail to reject sizable biases 
from heteroskedasticity, see Horowitz (1993a). 
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from (7) that one could never hope to disentangle F from h using only the pairs of y-means 
and X in the data. In Fig. 1, for example, it is impossible to know whether the rough 
increase in the mean ofy  as x increases is a result of a true change in the latent index h, or 
merely a result of a change in the distribution of the error term as x changes. One could fall 
back on the reduced-form approach, giving up on separating h from F and merely regres- 
sing y on X with either OLS or NP regression, but that does not solve the problem; it is still 
the case that the estimated effect of X on y may merely be picking up heteroskedasticity. 

A sizable econometric literature has been built up around this and related issues (see 
Manski, 1988; Horowitz, 1993b; Powell, 1994, for reviews). One early treatment of the 
identification problem is addressed by Manski (1988), who termed (7) a "structural" 
model because it contains an unobserved latent index, as opposed to the reduced-form 
model E(y I X) = G(X) which combines F and h. Estimation of structural models, in 
general, requires identification restrictions and this model is no exception, and the Manski 
paper as well as the later reviews discuss a variety of different restrictions that can be 
imposed on F and/or h to be able to identify/3. One can, for example, take a position on the 
functional form of the index, e.g., h(X, fi) = Xfi and leave the form of F to be dictated by 
the data. This is sufficient for identification in what are known as "single index" models, 
although the form of any heteroskedasticity in those models must be fm-ther restricted. The 
maximum score estimator (Manski, 1975) is also in this class and allows arbitrary hetero- 
skedasticity but at the price of assuming that the median of u is independent of X, and using 
only the sign of Xfi to determine where y is 1 or 0, thereby using minimum information in 
the data. The maximum score estimator is one of the few that has been packaged 
(LIMDEP). Alternatively, one can assume normality (or some other distribution) for F 
and then let h(X, fi) be fi'ee to be determined by the data which, together with some other 
restrictions, is also sufficient for identification. 10 None of these alternative approaches is 
particularly attractive because they convert linearity in Xfi and normality, respectively~ 
from assumptions of convenience to assumptions necessary for identification which are 
not relaxable (within their class). Assuming linearity ofXfi,  for example, is tantamount to 
ascribing all deviations from linearity to F. In addition, the estimation techniques which 
have been devised for these models have not, as of this writing, been standardized in a way 
that has made it easy for practitioners to estimate them easily, even as a side test to the 
robustness of probit or logit. Neither has much empirical experience has been built up 
upon which standardization could be based. For some techniques, some estimation has 
been conducted (e.g.~ for the maximum score estimator) but the empirical experience has 
not been particularly encouraging. The convergence rates of some of the estimators is also 
quite slow. 

Perhaps the strongest restriction that can be imposed on (7) is simply to assume inde- 
pendence of u and X and therefore to assume that heteroskedasticity is not present. Under 

~0 Another branch of this literature which is evolving is one which permits the estimation of a type of function 
h(X, fi) which is not fully parametric, as in X/3, but partially parametric such as, for example, representing h as a 
sum of separable but unknown functions of different variables in X. This permits non-lineafities in the effect of X 
to be estimated without going to the complete non-parametric approach. 
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that assumption there is still an identification problem because separating F from h 
requires some restrictions. Matzkin (1992) has provided the most well-known exposition 
of  identification when both F and h are unknown but independence is maintained. Compu- 
tation is problematic,  however,  and additional restrictions are required. An alternative is to 
retreat further and assume either a functional form for F (e.g., normality) or a functional 
form for h, either of which would simplify matters and make identification easier. Estima- 
tion in these cases would still require some non-parametric or related estimation method. 
One of the few empirical  applications of  this type of  semi-parametr ic  model is that of 
Newey et al. (1990), who estimated a labor-force-participation equation for women with 
probit and with two semi-parametric methods which assumed l ineari ty of X/3 and inde- 
pendence of  X from the error term, but was non-parametric on the form of F. The authors 
found that the semi-parametric coefficient estimates were statistically no different than 
those from the conventional probit model. Still another approach is to assume a functional 
form for F that is more general and more flexible than the normal or the logistic and 
thereby move some distance toward the semi-parametric approach. One of the easiest 
approaches of  this type is to assume that the distribution of  the error term is a weighted 
sum of independent normals rather than a single normal (e.g., Geweke and Keane, 1999); 
this allows the probit model  to be a special case but also allows F to take on a wider variety 
of  shapes, for weighted sums of  normals can capture many different types of distributions. 

The independence assumption is the most attractive one for applications where a pol icy 
experiment is the main object  of interest, for a genuine pol icy experiment  is by definition 
one in which a particular X changes over time, or varies cross-sectionally,  in a way that is 
independent of  the underlying distributions of  unobservables for different values of X. The 
heteroskedastici ty problem, if  interpreted as arising from preference heterogeneity colre- 
lated with X, for example,  is essentially a problem of  non-experimental  methodology; to 
avoid it requires changing values of X while holding the types of  populations being made 
subject to each value of X unchanged. This is achieved in a true randomized trial because 
both experimental  and control group error distributions are, on average, the same aside 
f iom the effect of  the treatment. ~E Indeed, the early literature on the development of probit 
analysis which took place in bioassay was explicitly experimental  in focus, and hence 
heteroskedastici ty was rarely explored. 12 

Where this leaves the practit ioner is still somewhat in limbo. If  estimation of/~ itself is 
desired, then if  arbitrary assumptions on distributional form and linearity of the index are 
to be avoided, difficult and yet-to-be-standardized, or packaged,  techniques are still 
required. There is some evidence that the normality assumption is not damaging as long 
as the true distribution is unimodal which, if  this is maintained, would allow the investi~ 
gator to s imply introduce parametric non-linearities into the index function (still assuming 

I I It is assumed here that (1) is still the true causal model; that is, that there is no treatment effect on any part of 
the distribution other than the mean. If there is, the model must be modified and different parameters of interest 
must be introduced. 

12 Firmey (1947) urged his readers to read the classic experimental text of R.A. Fisher (1925) before using 
probit analysis, for example. 
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independence as well). Moreover,  many applied labor  economists take the view that it has 
still not been demonstrated that probit and logit are not, in fact, very robust methods which 
will  general ly give approximately correct answers; there is no widespread evidence as yet 
that contravenes this view. Thus a defensible posi t ion at the present time is still to use one 
of  the conventional techniques. On the other hand, i f /3 itself is not of  interest, either the 
LPM or, preferably, non-parametric regression is probably the current or possibly soon-to- 
be-current standard. These standards could, and probably will, change over the next 
several years. 

2.2. Multinomial choice model 

In the multinomial  choice model, outcomes consist of  multiple discrete categories rather 
than only two. For example,  in a study of occupational  choice there will be as many 
choices as there are occupations. A distinction worth making at the start is that between 
sets of  choices which are mutually exclusive and sets which are not. The occupational 
choice example is clearly one with mutually exclusive choice, but a different case is the 
hedonic model  in which the individual chooses jobs  which have multiple discrete char- 
acteristics (pension/no-pension, health insurance/no health insurance, etc.). The latter can 
be converted into a mutually exclusive set of  outcomes by crossing all the individual 
discrete outcomes with each other and, in so doing, generating a mutually set of  combina-  
tions of  job  characteristics, but often this is not desired. This discussion will concentrate on 
the more common mutually-exclusive case. The non-mutually exclusive case should be 
thought of  more in the class of  mult iple equation models like the seemingly unrelated 
regression model. 

In the popular  mult inomial-condit ional  logit  model,  individual i must choose from 
among j = 1 . . . . .  J alternatives. Define yij as a binary variable equal to 1 if  the individual  
chooses j and 0 if not. Then the model  proposes that the probabil i ty that individual  i 
chooses alternative j is 13 

Prob(Yij = 1 [Xi,Z)) = 
exp(Xi~j + zj~) 

J 
~ .  exp(Xifik + Zk3) 
k=l 

(s) 

in Eq. (8), a distinction is made for clarity between variables that vary across individuals,  
Xi (race, sex, etc.), and variables that vary across alternatives, ~ (e.g., characteristics of  an 
occupation). In order for the Xi to have a sensible effect on the probabil i ty that individual  i 
chooses j, it is necessary that the coefficient on Xi (fij) vary across alternatives; otherwise, 
mult iplying the top and bottom of  (8) by exp(Xfl )  would eliminate it from the model  and it 

l:~ Individual subscripts i are added in this section but in no other in tile paper. They are shown here because the 
distinction between X and Z, which is important for identification of the multinomial choice model, is less cleal 
without the individual subscripts. 
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would not be estimable. Variables which vary across alternatives, like Zj, on the other 
hand, can have a constant coefficient (3). 

As in the binary choice model, part of  the appeal of the logit model for economists is 
that it can be derived from a random utility model in which utility maximization is 
assumed. As shown by McFadden, (8) is the probability that results from a choice problem 
in which an individual obtains utility from each alternative equal to 

v~j = x~/3j + ~ + s~ (9) 

and in which the alternative j with the maximum value of Vi/is chosen. The form in (8) 
requires that the errors eii be independently and identically distributed extreme value 
across alternatives for each individual i. The independence assumption generates the 
well-known property of  independence of irrelevant alternatives (IIA) in the mode l  
namely, that the ratio of the probabilities of  choosing any two alternatives is independent 
of the pm'ameters and the variables (ZI) for all other alternatives, as can be seen by taking 
the ratio of  two probabilities of the form of (8) for two alternatives j and f .  

The I IA problem and consideration of  alternatives that do not require it has dominated 
the discussion of  multinomial choice in applied econometrics in the last 10 years (and, in 
fact, for some period prior to that). The typical econometric discussion of IIA states that 
the assumption is violated if some of the alternatives are close substitutes, as would be the 
case if the individual were choosing between red and blue buses (an example due to 
McFadden). This is a little misleading because the IIA problem should be thought of 
more generally as a problem of correlated elTor terms or, perhaps easier to relate to, as 
a selection bias problem that arises whenever selecting subsamples of  a population leads to 
inconsistencies in parameter estimates. The latter interpretation makes use of the implica~ 
tion of the IIA assumption that the model can be consistently estimated simply by using for 
estimation only the individuals in the sample who select one of  two of  the alternatives, say 
j and.f, and by analyzing their relative choice with binary logit. As should be familiar from 
the general principles of  sample selection bias, estimation on such a subpopulation may 
yield biased and inconsistent parameter estimates if the subpopulation that chooses only j 
or jl is systematically different from the rest of the population. The subsample choosing j 
o r j  t is a self-selected sample and their relative choices between the two alternatives are 
likely to be different than the choices that the rest of  the population might make. Hence 
estimates based on the subpopulation will not yield parameters/3j and 6 which apply to the 
total population. The IIA assumption presumes this not to be true; that the rest of the 
population would make the same relative choices be tweenj  a n d f .  14 

The underlying issue is how to estimate choices when the aij are correlated across j, as 
one would expect them to be in almost any occupational choice, job choice, or other labor 

14 Indeed, one of the tests for the IIA assumption (Hausman and McFadden, 1984) is based exactly on this 
formulation, for the test involves comparing the coefficients fi'om the logit estimation on the full sample with the 
estimates obtained on subsamples like that choosing only two of the alternatives. Under the IIA assumption, the 
two methods should yield the same coefficient estimates. See Maddala (1995) for a review of this and othe~ 
specification tests for the IIA assumption. 
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application where the individuals making the choice have unobserved preferences, or 
unobserved variables more generally, which are correlated across those alternatives (it 
would be surprising, in general, if they were not). One approach is to give up on the 
estimation of the structural model and to seek a reduced form which does not impose any 
independence on the errors across alternatives. A linearized reduced form might lead to a 
counterpart to the LPM in the binary choice model, for example. This option is feasible is 
there are no alternative-specific regressors (Z/) but may not be if the number of  Zj is large. 
According to the choice model, an alternative j is chosen if the utility differences between 
it and other f are all the same sign, i.e., 

Vi j  - -  Vi i '  = Xi( [~J - ~J ' )  -[- (ZJ - Z f  ) a  -k 1,tijf, (lO) 

Choose j  iff Vii V i /  >-- 0 V f  . 

Therefore the reduced-form probability of choosing alternative j is 

E(y i j  [ Xi, Zl . . . . .  Z j )  ----- Prob(yij = 1 ] Xi, Z| . . . . .  Zj ) 

(12) 

= ~  Prob(Ui j l  > Wii ,  . . . . .  uiLi l > Wi j j  1, uij,i+ 1 > Wii,i~ 1 . . . .  , uijj  > W i i j )  

= g(Xi,  z j  . . . . .  z j ) ,  (13) 

where 

W~/j, = - X i ( ~ j  - [3/)  - (Zj  -- Z j , )6 .  (14) 

Thus the reduced form for the choice o f j  must contain as arguments not only Xj and Zj but 
also the ~,  for all other .jr. That is, the probability of choosing j is a function of all 
characteristics of all alternatives. If  the application involves a large number of  alternatives, 
or if there are very many variables Zj for each alternative, this yields a model with an 
impractical number of  independent variables. Moreover, the large number of  coefficients 
obtained fi'om estimating such long regressions separately for every alternative would be 
an inefficient method of  estimating the model compared to any alternative that recognizes 
that there is a much smaller number of  underlying structural coefficients which are deter 
mining all the reduced form coefficients. 

Nevertheless, if there are no Z variables in the application or if the number of  Z variables 
or alternatives is small, the reduced-form approach is quite feasible. A LPM which 
projects YU onto all Xi and all ~ ,  or an NP regression which does the same but better 
captures the non-linearities involved, are interpretable approaches. 15 There is also an 

h Independence of the distribution of tlle errors fi'om X is assumed throughout. As in tile binary choice model, 
for example, heteroskedasticity would adversely affect any of these reduced-form approaches as well as structural 
approaches. 
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approach called "universal" logit which assumes (13) to have a logit form in which X~ and 
all Zj enter the model. 16 In this case the logistic assumption is arbitrary and does not follow 
from the underlying error structure of the eiJ, but is simply a way of capturing non- 
linearities and keeping the dependent variable within the unit interval. In all these 
approaches, because reduced-forms are estimated, the random-utility interpretation is 
lost and none of the estimated coefficients can be directly related to those in (9). Also, 
as in the binary choice model, the value of these approaches depends on whether direct 
knowledge of the parameters of (9) is of interest rather than reduced form estimates of 
8E(y I X, Z)/OX and OE(y I X, Z)/OZ. 

Other approaches to the IIA problem retain the object of interest as estimating the 
parameters of (9) and hence are structural to some degree. The nested multinomial and 
generalized extreme value (GEV) models (McFadden, 1981), which have increased some- 
what in popularity as noted in Section I, are of this type. In these models it is necessary to 
be able to assign the alternatives to a tree, or sequential, structure in which some of the 
alternatives are chosen after (in a temporal sense) or independently of (in a more general 
sense) some of the other alternatives. One application of this approach is to assume that a 
woman first chooses whether to work and only then whether to work part-time or full-time; 
another is that an unmarried woman with a child first decides whether to marry and only 
then, if she does not, whether she will go onto welfare. The nested logit and GEV models 
permit a degree of correlation between the error terms of the equations for the value of the 
lower-level alternatives, while maintaining independence from the upper levels. Unfortu- 
nately, as the two examples just given illustrate, the behavioral assumptions involved are 
strong and may be untenable. Most women undoubtedly jointly choose whether to work or 
not, and whether to work part-time or full-time; the choices are not sequential or separable. 
Nevertheless, these models have a role to play at least as a specification test for the fully 
independent model and are often worth estimating (the nested logit model is available in 
software packages) 

An alternative approach that has undergone additional discussion in the last several 
years is multinomial probit with correlated errors. In this model, (9) is assumed to be the 
correct specification of utility for each alternative but the eii across j are assumed to be 
distributed multivariate normal with a relatively full covariance structure (i.e., with non- 
zero correlations between the e,j). The probability of choosing each alternative is again in 
the form of (13) but now the aim is to actually evaluate that probability under the assump- 
tion that the underlying errors are multivariate normal. The problem in ~his case is entirely 
a computational, or numerical, one, for evaluation of high-order multivariate nolrnal 
probabilities was long considered computationally infeasible even with modern hardware. 
However, Lerman and Manski (1981 ) showed that such probabilities could nevertheless be 
numerically computed by means of Monte Carlo simulation methods in which random 
draws from a multivariate normal distribution are repeatedly taken to form an estimate of 
the probability in question. Later work by McFadden (1989) and Pakes and Pollard (1989) 

l~, See Amemlya  (t985, p. 307) lo t  a discussion of this model. 
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demonstrated the consistency and other properties of this and related estimators. A variety 
of alternatives have developed - methods of moment and maximum likelihood simulation 
methods - and a sizable literature has grown up around them. Several surveys are now 
available which outline the various approaches to estimation that have been developed 
(Hajivassiliou, 1993; Keane, 1993; Hajivassiliou and Ruud, 1994; Stern, 1997) and the 
methods have been extended to panel data (Keane, 1994). 

To date these techniques have not been utilized to the extent that their potential would 
allow. 17 Multinomial logit is still by far the norm in estimation of multinomial choice 
models. A major reason for this lack of use is probably entirely practical, namely, that 
simulation methods have not been incorporated into software packages or standardized 
sufficiently to allow their routine use by applied economists. While writing a program to 
conduct the necessary numerical computations is in principle not difficult, it is sufficiently 
time-consuming as to be beyond the time capacities for most applied work. When and if 
the software firms incorporate these simulation techniques into their products will prob- 
ably largely determine when and whether these techniques will spread in use. 

A second and possibly more serious problem that has received some attention in the 
econometric literature is the identification of the multinomial probit and other models with 
correlated errors and, in particular, the identification of the across-alternative correlation 
coefficients that are at the heart of the contribution of multinomial probit over multinomial 
logito 

In the linear model, cross-equation correlation coefficients and covariances can usually 
be estimated from the sample covariance of residuals across equations, but in this case no 
similar approach would be feasible because the covariance of Yi; and Yi/ is  identifiably zero 
for all pairs - an individual is observed to choose only one alternative by definition. 
Therefore it is difficult to see how one could ever estimate a correlation in unobserved 
tastes (for example) between alternatives. The cross-equation correlations must instead 
therefore be identified from the conditional mean function g for each choice shown in (13)~ 
which relate the choice of each alternative to the Xi and the Z/, for all alternatives f .  The 
fimctional form in which the Z/enter the g functions will differ depending on whether the 
~ij, are or are not independent across all f ,  and it is this difference that must furnish 
identification. In the case where there are no Z~ at all, and hence each g function in (13) 
is simply a non-linear fnnction of Xi, it is clear that no correlation coefficients could be 
identified in a completely distribution-free specification of the el; and that all identification 
would come only fi'om the non-linearities inherent in the multivariate normal distribution. 
Identification seems more possible if Z# exist because the relation between yij and the Zf for 
other alternatives should provide some information on the con'elation. One consequence 
of this problem is that estimates of the multinomial probit model appear to be quite 
sensitive to the existence, and choice, of alternative-specific variables, as demonstrated 
by Keane (1992) and Geweke et al. (1994). This problem has not been completely worked- 
out in the econometric literature. 

l~ For two examples of labor economics applications to date, see Berkovec and Stem 0991) and Keane and 
Moffitt (1998). 
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The non-parametric and semi-parametric literature has also not yet addressed multi- 
nomial models in depth. An extension of  the maximum score model mentioned previously 
to the multinomial case has been proposed but has been little used in practice (Manski~ 
1975). The identification and estimation problems that arise when the normality or homo.° 
skedasticity assumptions are dropped have also not been extended to the multinomial 
model yet as well (see Horowitz, 1993b, and Powell, 1994, for references). Development 
of practice in labor economics in this direction must therefore await more progress in the 
econometric literature. 

2.3. Censored regression model  (Tobit) 

The survey in Section 1 revealed that the Tobit model has retained its popularity in labor 
economics for the last decade. The model in its simplest form can be stated as 

y* = X/3 + e, (15) 

y = y* i f  y*  >-- O, y = O i f y * < 0 ,  (16) 

with e -- N(0, 02). One of  the most common uses of  the Tobit model is in the analysis of 
the labor supply of married women, of  whom a significant fraction do not work at any 
given point in time. 

The general popularity of  the model in labor economics, as well as in economics in 
general, is, as in the binary choice model, traceable to its easy interpretation in terms of 
individual and firm choice, where y* represents either the demand or supply of  a good, 
which will equal zero at a theoretically well-defined comer solution, or y* is simply some 
other continuous choice which includes the option of  not engaging in the consumption o~ 
activity at all. J s 

Despite the popularity of  the Tobit model, the econometric literature on the model (there 
usually called the censored regression model) as it has developed over the last decade has 
revealed its fi'agility in the face of  its assumptions. One source of fragility is the assump- 
tion of homoskedasticity which, as in the probit model, is necessary for consistent estimw 
tion (Hurd, 1979; Arabmazar and Schmidt, 1982; Brown and Moffitt, 1983). Monte Carlo 
evidence suggests that the asymptotic bias can be quite large. A second source of difficulty 
is the distributional assumption of  normality for the unobservables, a problem examined 
explicitly by Arabmazar and Schmidt (1982) and Goldberger (1983)o These papers show 
that the use of  different distributions than the normal can yield quite different coefficients 

While both of  these problems were present in the probit and logit models, they are 
potentially more severe in Tobit. In the two binary choice models, the dependent variable 
has a limited range from zero to one and there is considerable evidence that the S-shaped 
curves followed by a moderately wide range of different distributions are not far different, 
at least in the implications for the coefficient vector on a latent index. In the Tobit modek 

~ The Tobit model is due to Tobin (1958). See the September-October 1997 issue of the Journal of Applied 
Econometrics for a series of papers replicating and extending the demand function studied by Tobin. 
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on the other hand, the availability of continuous data on y leads, paradoxically perhaps 
(given that more information in the data must be regarded as better than less information), 
to a greater susceptibility to misspecification. The requirement that that conditional distri- 
bution of y, for those with positive y, be truncated normal and the same across individuals 
is a strong assumption that is commonly violated in many applications. 

Although the labor economics literature has not yet absorbed the lessons of these results, 
the potential failure of the normality assumption in Tobit does have a counterpart in the 
labor supply literature in one area, which is the long-standing recognition that the distri- 
bution of hours of work per week and over longer periods as well, is highly clustered and 
decidedly non-normal (e.g., Pencavel, 1986); and that the determinants of the decision to 
work may be different than those for the choice of hours conditional on working. Hours per 
week are strongly clustered around 35-40, for example, and attempts to fit the conditional 
hours distribution to a truncated normal results in a poor fit to the fraction of those working 
zero hours; it is difficult to use the normal distribution to fit both. Fixed costs of work, 
which have been incorporated into econometric models of labor supply for some time 
(Hausman, 1980; Cogan, 1981) imply that the marginal labor supply function is not the 
same as the function describing work choice (see Heckman, 1993, for a discussion of this 
issue in the context of a review of the labor supply literature). Several articles in the labor 
supply literature have tested the Tobit model for hours of work and have rejected it, not 
only for men, whose hours are especially clustered, but also for women (Moffltt, 1984; 
Mroz, 1987). 

In the econometric literature, this issue has been partly reflected in discussions of what 
is known as the Cragg model (Cragg, 1971), which separates the model fory for those with 
positive y from the model for whether y is positive. The Cragg model is properly consid- 
ered to be a multiple-equation selection bias model rather than a censored regression 
model, although the distinction is not important for anything other than nomenclature~ 
In the labor supply literature, the estimation of conditional hours worked functions reflects 
this same type of model. 

Assuming that the object of interest is still the Tobit model, and not a selection bias 
model - that is, that the model of interest is a single-equation model - we may ask, once 
again, what the alternatives are to Tobit and how some of these issues may be addressed. 
As in the models discussed thus tar, provided the problem is with the distributional 
assumption on the error and not with heteroskedasticity or other failure of independence 
of X and the error term, one solution is to give up on the estimation of/3 and seek only 
estimates of 3E(y[X)/OX. In the censored regression model in general, without the 
nolrnality assumption on e (but still maintaining independence of e), 

#'(e IX)de E(y I X) = Prob(y > 0 ] X)E(y [ X,y > O) = [1 - F(-X~)]Xfi + xl3 

= g(X),  (17)  

where F and fa re  the unknown c.d.f, and p.d.f of 2", respectively. A least-squares projec. 
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tion of y onto X yields a linear approximation to the non-linear curve represented in (17). 
As before, a NP regression is likely to do a better job in picking up the non-linearities in 
the curve than least squares. 

If/3 is the object of interest, which it often will be - perhaps more so than in the binary 
choice case, for here it seems more likely that the continuous sample of the data should 
allow identification of the index function - a wide variety of econometric methods have 
been proposed but none has been applied in more than a handful of articles to date, and 
rarely in labor economics (a recent exception is Chay and Honore, 1998). These include 
the least absolute deviations estimator (Powell, 1984), the quantile restriction estimator 
(Powell, 1986a), and the symmetrically trimmed estimator (Powell, 1986b), none of which 
requires full independence of the error term and hence can accommodate heteroskedasti- 
city. Maintaining independence has led to proposals for a wide variety of additionai 
estimators (Honor6 and Powell, 1994 and others). As with the other semi-parametric 
estimators that have been discussed, there has been insufficient practical experience 
with these estimators in labor economics for standardized practice to have built up or 
for very much information to have been gathered on their impact on coefficient estimates 
in typical applications. Nor have the estimators been incorporated into the major software 
packages. Given the potential importance of the breakdown of assumptions in tile Tobit 
model, more work in this direction would seem particularly warranted. 

As with most semi-parametric estimators in general, most often a parametric assump- 
tion on the form of the index function is a maintained assumption. The usual assumption is 
the standard linear model form X/3, and hence estimates of the features of unknown 
distributions are implicitly and partly based on deviations from linearity. Little work 
has been done as well in investigating the interactions of relaxing the linearity of this 
function with the relaxation of distributional and other assumptions just referred to, either 
in terms of feasibility, properties, or typical practical performance. As with the binary 
choice model, there have to be limits to the extent to which linearity can be reduced il 
independence of the errors is not maintained, because identification of the model can fail 
completely under a non-parametric specification for the index function combined with 
arbitrary forms of heteroskedasticity. Unfortunately, the presence of a subset of contin 
uous observations with y > 0 does not alter this fundamental problem that also arises m 
the binary choice model. 

2.4. Sample selection bias model 

The traditional selection bias model in econometrics began with the work of Heckmar~ 
(1974) on wages and labor supply and was developed, expanded, and elaborated further 
in a series of papers in the late 1970s by Heckman (1978, 1979), Lee (1979), and others. 
The literature has two distinct branches, one of which concerns estimation of equations 
which are observed for only a subsample, either by definition - as in the case of wage 
rates, which are by definition observed only for those working - or by fortune of data 
available. This model could be termed the "partial-population" sample selection model 
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but will here be termed the "sample selection" model  for simplicity. The other branch 

presumes that the total population is available in the data but that there are one or more 

regressors of  interest which take on their values as a result of some type of  selection 

process. The canonical case assumes interest to center on a single dummy variable for 

some type of  treatment and hence these models are often termed "treatment-effect" 

models. B a m o w  et al. (1980) drew an analogy between the sample selection model 

and the treatment-effect model, and proposed estimation techniques for the latter that 

were based on those developed for the former. But since that time it has become under- 

stood that the treatment-effects model admits of  a much larger class of  estimators, many 

of which are not applicable to the sample selection model  - IV is perhaps the leading 

case. While  there is still some relationship between tile two types of  models, the litera- 

tures have sufficiently diverged that the discussion here will, for space reasons, be 

restricted entirely to the sample selection model. 19 

The canonical sample selection model can be written as 

y = X/3 + e, y observed if  I = 1, (19) 

I* = Z6  + v, (20) 

I =  l i f l * - - > 0 ,  l = 0 i f I * < 0 ,  (21) 

and with the assumption that e and v are distributed bivariate normal with means zero, 

variances o -2 and 1, respectively, and with correlation p. The variables I and Z are assumed 

to be available for the total population. In the sample with observed y, the conditional 

mean of  y is equal to 

E(y I X , I  = 1) = X/3 + E(e- ] X , I  = 1) = Xfi  + OA(Z6), (22) 

where 0 = o-p and A(Z6) = f ( Z f ) / F ( Z 6 )  is the inverse Mills ratio, and where f and F are 

the unit normal p.d.f and c.d.f., respectively. Given the result in (22), consistent estimates 

o f /3  can be obtained either by estimating the two equations in (19)-(21) by maximum 

likelihood, by a two- step procedure in which probit estimates of  (20)-(21) are used to 

estimate (22) is estimated by least squares (or WLS) using estimates of Z6 from the first 

stage, or by a variety of other methods. 

Empirical practice in labor economics has seen a decline in the use of  these methods, as 

noted in Section i. Thisodecline in use has a variety of  rationales. One is that A (Z6) is often 

~9 For later developments of the treatment-effects model see Heckman and Robb (1985), lmbens and Angrist 
(1994), and Manski (1994). The literature is too large to cite many of the developments. The importance of the 
distinction between the two types of models depends heavily on whether the treatment effect is homogeneous, 
which is itself related to whether different gronps have different equations with separate unobservables. If 
completely separate equations are specified for the two treatment groups, the model comes closer to the sample 
selection model. It has also been shown that if the conventional treatment effect coefficient is assumed to be 
random and a fnnction of the same X variables that appear in the outcome equation, the treatment-effect model 
separates into the Lee (1979) switching regression model where there are two subpopulations with completely 
different parameters, which is the same as two separate sample selection models (Bj6rklund and Moffitt, 1987). 
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highly collinear with X and hence estimates of 13 tend to be unstable, non-robust, and 
sensitive to minor changes in the specification of the X and Z vectors. Monte Carlo results 
of Nelson (1984) show that the standard errors of the elements of/3 can indeed be very 
large if the degree of collinearity is high. Other Monte Carlo results show that the inverse 
Mills ratio is close to linearity over middle ranges of selection probabilities, and exhibits 
non-linearities that would reduce collinearity with X/3 only in the tails (Leung and Yu, 
1996). The argument is usually made for estimation by maximum likelihood as well even 
though it is more efficient than the two-step method under the model assumptions. A 
second rationale often mentioned is that the distributional assumption of bivariate normal- 
ity is unwarranted and may be false and, especially ifX and Z coincide, identification of the 
model is made on the basis of an arbitrary distributional assumption. A third argument 
often given is that adjustment for sample selection bias does not matter in any case. This 
rationale is partly in conflict with the first two, for if either collinearity is high or the 
normality distribution is false, the estimates from the model are not capable of leading to a 
conclusion one way or the other on the importance of selection bias. 2° 

The first two issues are related and have been addressed by the developing semi-para- 
metric literature on sample selection models (Powell, 1994; Vella, 1998). This literature 
has shown that the bivariate normality assumption can be greatly weakened. A simple 
relaxation that is partially apparent from (22) already is that all that is really needed for the 
two-step method is that l, be normally distributed and that ~ be linearly related to v; 
normality of e and bivariate normality between the two is not needed. More important, it is 
clear from (22) that even the normality of v can be relaxed as long as the joint distributio~l 
of e and u is independent of X and Z, for in that case the conditional mean of e depends 
only on the index function Z6 which, in turn, depends only on Prob(I = 1 ] Z) = F(Z6). 
That is 

E(y ] X , l  = 1) = X/3 + E( ,  I X,I  : 1) = X/3 q E(~'[ p > --Za) : X/3 + h(Za) 

= x/3  + h ' (p) ,  (23) 

where h and h ~ are unknown functions and p ~ Prob(I := 1 [ Zr). Eq. (23) makes no 
significant distributional assumption on e and v (aside from the usual independence 
assumption from X and Z) and hence can be used as a basis for estimation under relaxed 
assumptions. Under the same approach as other two-step methods, (23) shows that a first- 
stage estimate of Z6 by itself, or of the probability that I = 1, if obtainable, can be entered 
into the equation and used to control for selection bias provided the unknown functions h 
and h ~ can be estimated as well. 

Approaches along these lines have been elaborated by Gallant and Nychka (1987), 
Robinson (1988), Choi (1990), Ahn and Powell (1993), and Newey (1988), among 

2o Some of the literature on the robustness of sample selection models is in tile treatment-effects literatme 
instead, particularly in the study of the effects of unions and the effects of training programs. Both the nature of 
the problem and the solution are quite different than in the sample selection model, although there is a similarity i~) 
one method of identification (exclusion restrictions) referred to below. 
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many others. These articles propose that first-stage equations for the probability that I = 1 
be obtained from semi-parametric or non-parametric methods, thereby reducing or elim- 
inating the parametric assumptions on (20)-(21); that either the estimates of Z6 or p from 
the first stage be entered into the second stage and some type of semi-parametric method 
(kernels, pairwise differences, series estimation, etc.) be used to account for the unknown 
function h or h ~ in the estimation. A somewhat older approach that represents a halfway 
house between these semi-parametric methods and the conventional parametric, normal 
model, is one which frees up the bivariate distribution to allow it to be of a form that can 
capture more types of distribution shapes that the bivariate normal but still maintain a 
parametric form (e.g., Mroz and Guilkey, 1995). These models are relatively easy to 
estimate. 2~ 

In the absence of distributional assumptions, identification of the model requires an 
exclusion restriction, for it should be clear from (23) that if X and Z coincide,/~ could not 
be separated from h or h~. 22 The source of the collinearity problems that are often experi- 
enced in the application of the parametric, normal-based sample selection model are 
largely the result of either no exclusion restrictions or exclusion restrictions that are weak. 

To date the new methods have been very little used and hence their potential in addres- 
sing the difficulties associated with the sample selection model have yet to be assessed. 
One exception is Newey et al. (1990) who applied one version of the semi-parametric 
method to the classic wage-labor-supply model of Heckman (1974). Interestingly, they 
found that selection bias adjustment made little difference to estimation of coefficients of 
the wage equation and that normality could not be rejected. This article may be the source 
of the view, noted earlier, that selection bias adjustments make little difference. However, 
much more empirical experience is needed to determine whether this result applies to 
other groups and datasets, and whether it applies to the enormous range of areas other than 
the wages of workers where sample selection issues arise before any general conclusion 
can be reached. ~3 

The few applications that have been thus far reported continue to fail to emphasize or 
explore in depth the issue of exclusion restrictions for identification which come to the fore 
when distributional assumptions are relaxed. This has also been a problem in past applica- 
tions of the sample selection model, where exclusion restrictions have been given little 
attention and have been treated quite casually. The econometric literature has not dealt in 
great detail with this issue because it is not intrinsically an econometric problem but rather 

2~ The Mroz-Guilkey approach is closely related, in turn, to an approach of Heckman and Singer (1984) which 

was originally applied to hazard models but which is applicable to sample selection models as well. In all these 
approaches the bivariate distribution of two error terms is assumed to be composed of one error which is discrete 

multinomial and another is continuous. An issue of theoretic'd, but as yet unclear practical, importance in this 

literature is whether these distributions are viewed as the true distributions or only as approximations to the true 
distributions. The asymptotic distribution of the parameter estimates differs depending on which view is taken. 

22 The intercept cannot be identified in any case under most of these methods but can be estimated by 

extrapolation, assuming it is of interest. 
~_3 Vella (1998) presents an example where, unlike Newey et al. (1990), he argues that sample selection 

adjustments to a wage equation do make a substantive difference. 
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an economic and empirical problem of finding variables that plausibly affect selection but 
do not affect y directly. In this respect identification of the sample selection model turns 
out to have a close affinity to identification in the treatment-effects model, despite the 
differences in structure of the models noted earlier. In the typical consideration of  IV in 
treatment-effects estimation, the search for instruments which are both (i) relevant in the 
sense of having a strong asymptotic correlation with the endogenous variables holding 
constant all the other exogenous variables and (ii) which are exogenous have exact paral- 
lels in the sample selection model in the search for exclusion restrictions (Z) which are 
strongly related to the endogenous variable I holding constant X and which are exogenous 
(independent of  e). 24 In short, then, the solution to identification in the sample selection 
model, at least if approached through the use of exclusion restrictions, is no more or less 
difficult than the conventional identification problem thi'ough exclusion restrictions that 
has preoccupied economists since 2SLS was developed and which continues to be a key 
source of attention in empirical work aiming at the estimation of  causal effects. Both in 
that general literature and in the sample selection literature, an important lesson fi'om 
much of the empirical work in the last decade is that exclusion restrictions and, more 
generally, identification cannot be treated cavalierly or in a mechanical fashion; any 
method which is applied by rote is likely to lead to unsatisfactory results. This is the 
lesson of the new literature on non-parametric and semi-parametric estimation as well, and 
it implies that the role of  exclusion restrictions should occupy a much more central role in 
the estimation of sample selection models just as it has come to occupy that role in the 
treatment-effects literature. 

Even given these generalizations, however, there has been much less work in exploring 
alternative exclusion restrictions in sample selection models compared to treatment- 
effects models. A body of  empirical experience has yet to be built up on the sensitivity 
of results to different restrictions using the new, less-restrictive methods that have been 
developed. This should be a topic for research in the future. 

3. Conclusions 

This survey of  econometric methods in labor economics and of recent developments in a 
few of those methods shows that both practitioners and econometricians are moving in the 
same direction but without as much contact and interchange as would be fruitful. Empiri- 
cal work in labor is moving toward less restrictive, more robust, and simpler methods 
which attempt to isolate and highlight key sources of identification clearly where they can 
be made the subject of  investigation and attention. New developments in econometrics are 
moving in exactly the same direction but the tools developed there have not spilled over 
into econometric practice. To do so it is necessal'y that a body of  empirical experience be 

24 Vella (1998) points out that the selection term in (22) can be thought of as a generalized residual from the 
first-stage regression, which is also closely analogous to IV estimation, for IV can also be formulated by including 
a first-stage residual in the second-stage equation. 
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buil t  up so that  rules of  t humb  can be deve loped ,  the  more  useful techniques  w e e d e d  out 

f r o m  the  p le thora  of  those  that  have b e e n  p roposed ,  and incorpora ted  into the c o m m o n l y  

used  so f tware  packages .  M o r e  work  on  assess ing  w h e n  and where  the re laxa t ion  of  

res t r ic t ions  m a k e s  a d i f fe rence  should  be  part  o f  this  endeavor .  
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Abstract 

This chapter examines the impact of wage-setting institutions and government policies on wages and 
employment, focusing on the OECD countries. There is considerable evidence that centralized 
collective bargaining, minimum wages and antidiscrimination policies raise the relative wages of 
the low paid. Evidence of the impact of these institutions and other policies such as mandated 
severance pay, advance notice or unemployment insurance is more mixed with some studies finding 
negative employment effects while others do not. This may reflect the adoption by many OECD 
countries of off-setting policies, such as public employment, temporary employment contracts and 
active labor market programs, which, while they may have reduced the adverse relative employment 
effects of their less flexible labor market institutions on the low skilled, appear not to have prevented 
high overall unemployment. © 1999 Elsevier Science B.V. All rights reserved. 

JEL codes: J16; J31; J38; J51; J65 

1. Introduct ion  

This chapter is concerned with the impact of institutions on the labor market. What we 
mean by institutions, in this context, is the system of laws, programs, and conventions that 
can impinge on labor market behavior and cause the labor market to function differently 
from a spot market. Over the last 10 years there has been an explosion of research on the 
economic impact of such institutions. This activity has been fueled by a variety of factors, 
including economic developments in the 1980s and 1990s, especially international differ- 
ences in labor market performance; methodological innovations in empirical labor 
economics; and the increasing availability of large-scale microdata sets for many coun- 
tries. Each of these factors in turn leads us to take a comparative focus in this chapter on 
institutions and laws in the labor market. 

Diverging labor market performance across countries in the 1980s and 1990s has caused 
researchers and policy makers to examine labor market institutions in an attempt to learn 
"what works." As may be seen in Table 1, the US had higher unemployment than most 
other OECD countries in the early 1970s, but by the 1980s the situation had reversed itself 
and the US had become a relatively low unemployment country. Although the US had a 
smaller population than Europe, it generated 20 million net additional jobs between 1975 
and 1985 compared to only 2 million for the European OECD countries (Freeman, 1994). 
European unemployment stayed stubbornly high into the mid-1990s, averaging over 9%, 
while the US rate fell toward 5%. The stark contrast between the US record of strong job 
creation and relatively low unemployment and the European experience of sluggish job 
growth and persistently high unemployment has led many Europeans to reexamine their 
labor market institutions of administered wages and legislated job protections and social 
benefits, in comparison to the considerably more flexible, less regulated labor market of 
the United States (OECD, 1994b). 
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Standardized unemployment rates in OECD countries, 1973, 1984 and 1995 ~ 
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1973 1984 1995 

Austria 1.1 3.8 4.3 
Belgium 2.7 14.0 9.4 
Demnark 1.7 8.5 10.0 
Finland 2.3 6.1 17.1 
France 2.6 9.7 11.6 
Germany (W) 0.7 8.5 6.7 
Ireland 5.7 15.5 12.9 
Italy 6.2 10.2 12.2 
Netherlands 2.2 14.0 6.5 
Norway 1.5 3.0 4.9 
Spain 2.5 20.1 22.7 
Sweden 2.8 3.1 9.2 
Switzerland 0.4 1.1 3.3 
UK 3.0 13.0 8.7 
Australia 1.3 8.9 8.5 
Canada 5.5 11.2 95 
Japan 1.3 2.7 3. l 
New Zealand 0.2 5.7 6.3 

Non-US average (unweighted) 2.4 8.8 9.3 

US 4.8 7.4 5.5 

a Source: Compiled from Freeman (1988, p. 70), Nickell (1996, p. 13), OECD (1983, p. 
23) and OECD (1996, p. 198). 

On the other hand, while the US has achieved much greater employment  growth thai~ 
other OECD countries, American real wages have been rising more slowly (Freeman. 
1994). Moreover,  the rising wage inequality that affected many advanced nations during 
the 1980s and 1990s was especially pronounced in the US and, in several OECD countries, 
inequality hardly increased at all. The US also appears to be the only country with sharply 
f a l l i n g  real wages of  less-skil led workers during this period (Freeman and Katz, 1995)~ 
While all of  these countries have l ikely been affected by similar changes in technology and 
by the growth of  international trade, they have very different labor market institutions. On 
a priori grounds, then, labor  market  institutions appear to be a promising explanation for al 
least some of  these differences in labor market  performance. 

While  substantive pol icy  issues have undoubtedly been responsible lbr the l ion ' s  share 
of increased interest in the impact of  alternative labor market  institutions, methodological  
issues have also played an important role. In particular, an excit ing recent development in 
labor economics is the "natural  experiment" approach to hypothesis  testing. By this we 
mean a search for exogenous variation in key explanatory variables in an attempt to 
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identify their causal effects. Frequently a policy change or difference provides the source 
of this variation, l 

The natural experiment approach seems tailor-made for a research design which uses 
international comparisons to identify the impacts of labor market institutions. In particu- 
lar, the OECD countries are similar in many respects, including their educational systems, 
forms of government, living standards and levels of economic development, at least in 
comparison to the rest of the world. However, their labor market institutions differ greatly 
and have changed over time at different rates. Such variations allow for sharp tests of the 
impact of institutions in a "differences-in-differences" framework. For example, while 
Canada and the US are very similar in most important respects, unionization has fallen 
sharply in the US but remained fairly stable in Canada (Card and Freeman, 1993). Thus the 
US and Canada provide a nice comparison for evaluating the impact of this institutional 
change. Further, cross-country comparisons may enable us to obtain considerably wider 
variation in some basic explanatory variables than occurs within a country over time or 
across areas. For example, in several European countries, collective bargaining agree- 
ments cover at least 90% of workers, while in the US, the figure is below 20% (OECD, 
1994a). Such large differences enhance the probability of empirically detecting the effects 
of the relevant explanatory variables. Moreover, the recent development of large scale 
microdata bases for a large number of countries permits researchers to control for many 
other influences on labor market outcomes, such as human capital characteristics, in an 
attempt to focus on the impact of institutional differences. 

A large body of research contrasts the US experience to that of other advanced countries 
because the US stands at one extreme in terms of its distinctively flexible, less regulated 
labor market and because the international differences in outcomes are largest between the 
US and other countries. Thus, an organizing theme of this chapter is to examine the role of 
institutions by comparing various US outcomes to those in other OECD countries. Yet 
there are other instructive comparisons as well. For example, among the culturally similar 
Scandinavian countries, institutions have not always changed at the same rate or even in 
the same direction, and these comparisons, like the case of the US and Canada, provide a 
good natural experiment for examining the effects of institutions. 

The plan of this chapter is as follows. In the next section, we define the scope of issues 
examined and countries studied. We then consider theoretical issues in estimating the 
impact of institutions. These include explanations for the emergence of particular institu- 
tions and theoretical expectations for their labor market impacts. We then review empiri= 
cal research on the effects of institutions on wage levels, wage distributions, and 
employment. We conclude with some observations about the coexistence of different 
labor market regulatory regimes in a world economy. 

Some US examples include the impact of compulsory school attendance taws (Angrist and Krueger, 1991); 
changes in minimum wage laws (Card and Krueger, 1995); and changes in Federal policy toward maternity care 
coverage in company sponsored health insurance plans (Gruber, 1994). 
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2. Scope of the chapter  
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In the interests of manageability, we have placed certain limits on the types of institutions 
examined and the contexts in which they are studied. We focus primarily on the impact of 
direct attempts to change market outcomes with respect to pay-setting and firms' utiliza-- 
tion of labor. These institutions and laws directly regulate what workers and firms are 
permitted to do in setting wages and allocating labor. In addition, there are a number of 
policies designed to ameliorate the outcomes produced by unrestricted markets that indir- 
ectly affect worker-firm interactions. Such policies may also have important impacts on 
wages and employment. Thus we consider several of them as well. 

Examples of direct intervention in the wage-setting process include collective bargain- 
ing agreements, as well as policy interventions regulating wage determination. Govern- 
ment policies include rulings extending the terms of collective bargaining contracts to 
workers not initially covered by the agreement, anti-discrimination policy as it relates to 
pay, minimum wage laws, and the behavior of the government as an employer. In addition 
to regulating wages, governments in each of the countries we examine have placed some 
limits on the unrestricted right of firms to fire workers. For example, most European 
countries require severance pay and advanced notice in the event of layoffs. Policies 
having a more indirect effect on labor utilization and wage determination include payroll 
taxes, unemployment insurance, industrial subsidies, and active labor market policies, 
including public employment and training programs, and we review important evidence 
on these as well. However, we do not examine in detail every intervention that could 
conceivably affect wages or employment. So, for example, we do not discuss in detail the 
impact of international differences in income tax systems, policies toward imports, occu- 
pational safety and health, or regulations governing firm entry or rate of return. This 
decision reflects considerations of space as well as a paucity of internationally comparable 
data on the impact of such policies. 

As our earlier discussion suggests, comparing outcomes across culturally sirniiar coun~ 
tries provides a very attractive research design for evaluating the impact of institutions. 
For this reason, we limit the countries considered here to the roughly 20 nations in the 
OECD. Not only does this limitation keep our review manageable, it also permits us to 
utilize the similarity in educational levels, technology, living standards and cultures 
among these countries as de facto controls in examining the effects of institutions. It 
should be noted that, in our discussion below, we frequently use the term "European" 
in referring to institutional arrangements or outcomes that are highly characteristic of that 
region, although some OECD countries outside of Europe, notably Australia and New 
Zealand, share the major features of this model. 

While our focus on the OECD nations provides a considerable degree of comparability 
across countries along a number of important dimensions, significant non-comparabilities 
remain, some of which reflect labor market institutions themselves. For example, it is 
likely that many people who would be classified as out-of-the labor force in the US would 
be classified as long-term unemployed in Europe because they would receive long-term 
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unemployment benefits there which are not available in the US. This may be expected to 
drive up the incidence of long-term unemployment in Europe compared to the US, all else 
equal. While this is a serious concern, we do not believe it unduly affects our examination 
of the impact of institutions in this chapter. This is because the "differences-in-differ- 
ences" methodology employed by many, though certainly not all the studies we consider, 
nets out the impact of such factors by comparing within country changes over time or by 
making comparisons across groups within a country (or a combination of these designs). In 
addition, precisely because of the importance of institutions and cultural factors in influ- 
encing measured unemployment rates even within countries, we tend to prefer studies 
which focus on employment-to-population ratios. With some exceptions, the results of 
studies using the latter concept are generally consistent with those focusing on the unem- 
ployment rate. Nonetheless, the way institutions and other factors affect labor market 
concepts like unemployment or disability as another example would make for an inter- 
esting research question which we hope will receive greater attention now that interna- 
tional comparisons are becoming more prevalent. 

3. Why are there labor market institutions? 

Before analyzing the impact of institutions on the labor market it is worth considering the 
reasons for their existence in the first place. This issue is of interest in its own right, since 
an understanding of where the demand for institutions comes from will help us predict 
likely institutional responses to economic developments. For example, given indexation 
costs, a large increase in inflation uncertainty is likely to raise the demand for wage 
indexation on the part of risk-averse workers (Ehrenberg et al., 1983). Similarly, declines 
in inflation uncertainty are expected to reduce workers' resistance to limiting systems of 
indexation, as appears to have occurred in Italy the mid-1980s (Erickson and Ichino, 
1995). 

A second important motivation for considering the reasons for the emergence of institu- 
tions is related to economic methodology. An observed empirical association between 
institutions and outcomes, such as unemployment rates or wage inequality, may indeed 
reflect a true causal relationship. However, it is also possible that the causation runs from 
the outcomes to the establishment of the institutional arrangements or that the same set of 
underlying factors led both to the formation of the institutions and to the observed 
economic outcomes. In these latter cases, we may overestimate the impact of institutions 
on economic outcomes. For example, as we shall see, declining unionization has been 
credited by some with causing a portion of the observed increase in wage inequality in 
particular countries. However, if such factors as international trade and technological 
change contributed to the reduction in unionization, then these authors are attributing 
too much of the increase in inequality to deunionization. Nonetheless, even granting 
that institutions may be endogenous, we still expect them to play an important role in 
moderating the impact of economic forces. This is one source of the demand for instim- 
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tions in the first place. Of course it is also that case that market forces may reassert 
themselves after an institutional arrangement is implemented or modified. For example, 
the US minimum wage may be viewed as an institution that has relatively little effect on 
most labor markets because it is so low. The extent to which market forces override the 
impact of institutions in particular cases is an empirical question. 

Two approaches to the question of the emergence of institutions have been proposed in 
recent years. First, it has been argued by some that labor market regulations can correct 
market failures, usually related to imperfect information. Such institutional interventions 
may increase economic efficiency by changing the outcome that would have resulted from 
the operation of market forces. Second, others have taken an explicit political economy 
approach to explaining the emergence of institutions. This entails identifying politically 
powerful groups and attempting to understand what is in their economic self-interest. We 
now provide some examples of these two kinds of explanations. 

While there may be other types of labor market failures that could potentially be 
remedied by government intervention, the ones that are most prominent in the literature 
involve job security, wage-setting, or job search. First, firms can benefit fi'om offering 
workers job security because such an arrangement is likely to make workers more willing 
to undertake firm-specific training investments for which the returns would otherwise be 
uncertain (Hashimoto, 1990). However, if only one firm in a labor market offers job 
security (implicitly or explicitly), workers who would have otherwise expected to be 
discharged from their jobs will be among those most attracted to that firm. If there is 
also asymmetric information, that is if workers have better information about their likely 
performance than firms do, then the resulting adverse selection problem is likely to reduce 
the willingness of firms to offer job security. Just as in insurance markets, we may get a 
suboptimal level of job security. However, laws mandating job security, or raising the cost 
of discharging workers, can help solve the adverse selection problem and therefore raise 
economic efficiency (Levine and Tyson, 1990). The same reasoning has been applied to 
government mandated parental leave policies. Without such mandates, individual firms 
offering leave will attract the workers most likely to take leave (Ruhm and Teague, 1997). 

A second insurance-related motivation for institutions has been used to provide an 
efficiency rationale for wage-equalizing mechanisms, such as highly centralized collective 
bargaining structures, that impose a low level of wage inequality on major portions of the 
labor market. It', before entering the labor market, risk averse individuals are uncertain 
about how the market is going to reward their human capital, they may have a demand for 
income insurance. However, private insurance markets will not supply such a product for 
the usual reasons of adverse selection and moral hazard. Ljungqvist (1995) and Agell and 
Lommerud (1992) interpret wage leveling as a form of income insurance, implying that 
institutions leading to such an outcome may raise economic welfare. 

An additional potentially welfare-enhancing effect of wage equalization could be 
realized if there would have been large industry wage differentials in the absence of 
wage-setting intervention. As Bulow and Summers (1986) argue, when some industries 
pay efficiency wages, labor may be misallocated: marginal revenue products of labor for 
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identical workers will vary across sectors of the economy. An encompassing union wage 
policy of equalization across industries can eliminate this source of inefficiency. Teulings 
and Hartog (1998) argue that this reasoning characterizes economies where wages are set 
at a highly centralized level such as in the Scandinavian countries. However, to the extent 
that there are other sources of interindustry differentials such policies can also create 
inefficiencies by eliminating wage differentials that would otherwise encourage people 
to move to sectors where labor is scarce or to invest in on-the-job training. Finally, active 
labor market policies such as training or relocation allowances may overcome the results 
of market failures in matching workers and employers. Unemployment insurance can also 
be viewed this way to the extent that it helps workers find better matches. 

While these theories remind us that institutional interventions can potentially increase 
economic welfare on efficiency, as well as on equity, grounds, they do not yield sharp 
predictions about where and when particular institutions are most likely to emerge. For 
example, we might expect government intervention regulating job security provisions to 
be more likely the worse the adverse selection problem facing private firms in the absence 
of government action. In general, such problems are more severe the greater the hetero- 
geneity of the labor force with respect to productivity and the more difficult it is for firms 
to learn about the productivity of workers prior to hiring them. Thus, we might expect 
greater demand for job security-enhancing policies on efficiency grounds in countries with 
more heterogeneous workers and with poorer labor market information about their ability. 
But, there may be less consensus in favor of job-security policies in such settings than 
where the electorate is more homogeneous. Similarly, controlling for risk aversion, the 
demand for wage-leveling should be greater the larger is the ex ante uncertainty regarding 
market wages for an individual. But finding a coalition in support of such policies in 
economies with widely divergent labor market outcomes lbr seemingly similar individuals 
may be difficult. 

These examples imply that issues of political economy can soften the predictions of 
efficiency-based models for the formation of institutions. A political economy approach, 
with some reasonable assumptions, can help us understand the growth and demise of 
certain labor market rules and laws. Saint-Paul (1996) uses such a framework to analyze 
what he claims to be the European resistance to reforming the traditional labor market 
institutions of generous unemployment insurance (UI), high minimum wages, and high 
firing costs, even in the face of persistent 10% unemployment levels. His basic framework 
in studying laws and institutions is to focus on the "decisive voter" in the democratic 
systems of the European OECD countries. For example, to the extent that the employed 
are more numerous and well-organized than the non-employed, policies benefiting the 
former are likely to be adopted even if they result in persistent high unemployment. High 
mandated firing costs are an example of a law that protects incumbents ("insiders") at the 
expense of those without jobs ("outsiders"). More generally, insiders may push for very 
high wage levels, as long as their own jobs are protected. On the other hand, Saint-Paul 
(1996) predicts that the larger the group of outsiders, the more likely labor market reforms 
that increasing firm flexibility will be enacted. For example, in the early 1990s, in Spain, 
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about 20% of the labor force was unemployed, and 33% of the employed were on fixed 
duration contracts (Bentolila and Dolado, 1994). Since nearly half of the labor force could 
be considered outsiders, one might suppose that this country was ripe for labor market 
reforms benefiting these groups. Below, we consider research which attempts to evaluate 
the impact of policies designed to increase employment flexibility in Spain, including the 
issue of which groups have benefited from these changes. 

Like the economic efficiency framework, the political economy approach also may no~ 
yield airtight predictions. This may be due, in part, to the problems in aggregating prefer~ 
ences and the changing identity of the groups (today's outsiders may anticipate being 
tomorrow's insiders). And many of the features of European insiders also characterize 
Americans employed at high wages, implying that something more is needed if one is to 
explain why the US has so much more labor market flexibility than other OECD countries. 
Yet the political economy analysis forces us to focus on who gains and who loses from 
specific policies and can in many instances yield interesting insights about why govern 
ments make the decisions they do. 

Ultimately, the US-European differences in labor market flexibility likely reflect the 
same factors that have resulted in such a low rate of unionization in the United States. The 
origins of this difference date back to the 19th century when, it has been argued, indivi 
duals perceived much greater opportunity for upward social mobility and wealth accmnu 
lation in the US than in Europe (Pelling, 1960). If these perceptions were in fact held, theo 
it is easy to see why collectivist policies of social democratic trade unionism and welfare 
capitalism took hold to a lesser extent in the United States than in Europe. And this may 
well be the essential reason why the US labor market remains so much more flexible. 

4. Theoretical overview: recent developments in analyzing labor market institutions~ 
wage levels, wage dispersion, and employment 

As in other areas of labor economics, the focus of much of the recent research on institu 
tions and laws in the labor market has been empirical. However, there have also been some 
important theoretical developments regarding at least three aspects of interventions in the 
labor market. First, economists have refined early models of union-management interac 
tion that were primarily concerned with whether collective bargaining agreements lell 
firms on their labor demand curves. These new models reflect developments in game 
theory and several interesting new implications have resulted. Second, economists have 
built models concerning the impact of centralization of wage-setting on union-manage 
ment bargaining behavior. This work asks, for example, what difference it makes to have 
encompassing unions and employer federations relative to individual union-firm bargaif~ 
ing units. The impact of different forms of collective bargaining on aggregate wage 
pressure and employment levels, as well as wage inequality, have been addressed here 
Third, the employment and wage effects of employment protection have been analyzed 
from a theoretical perspective. One question addressed here is the expected effect of higt~ 
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severance pay on average employment levels. These types of theoretical analyses lead to 
some interesting insights that have been tested on a variety of data from the OECD 
countries; and we survey this empirical work in the lollowing section. 

4.1. Union-management bargaining: beyond the monopoly union-efficient bargaining 
dichotomy 

Earlier theoretical research on collective bargaining behavior focused on questions of 
whether such bargains allowed firms to remain on their labor demand curves (the "monoo- 
poly union" model) or whether wages and employment were set simultaneously ("the 
efficient bargaining" model).2 This literature concluded that under either approach, unions 
are expected to raise the relative wages of their members, but that employment effects 
were ambiguous - negative in the monopoly union model but positive or zero in most 
efficient bargaining models. 

The negative effect of unions on employment in the monopoly union model is a direct 
consequence of the assumption that employers are aUowed to be on their labor demand 
curves. In the "strong" efficient bargaining model, union members are assumed to be risk 
neutral. Efficient (Pareto-optimal) bargains in this case maximize labor and management' s 
joint surplus by calling for the competitive (i.e., efficient) level of employment and giving 
the union a share of the proceeds. In this case, unions do not affect employment levels, but 
do raise wages. However, when union members are risk averse and when there can be no 
side payments from employed to unemployed union members, then efficient contracts will 
in general raise wages and employment compared to the non-union outcome. The possi- 
bility that unions could actually raise employment at the micro level, or at least not reduce 
it, was a major development and led to a rethinking of the potential impact of trade 
unions. 3 

In recent years, some important refinements to the basic monopoly union-elticient 
bargaining dichotomy have been added that build on recent developments in game theory. 
Specifically, two perhaps unrealistic or unexplored aspects of these earlier models have 
been examined. First, in the monopoly union model, it was originally assumed that unions 
could costlessly impose any wage they wanted on management, knowing the quantity of 
labor that would be demanded as a result. This approach ignores the fact that there is wage 
bargaining, even when firms unilaterally control the quantity of labor demanded. An 
important modification, then, has been to assume that there is Nash bargaining over the 
wage even in monopoly union models. In such models, the status quo utilities of workers 
and firms (i.e,, what each can achieve in the event negotiations continue without an 
agreement) will directly affect the bargained wage outcome (Moene, 1988; Manning, 
1987, 1994). 

For a summmy, see Farber (1986). 
3 However, even if there is efficient balgaining at the micro levek, in a general equilibrium context, overall 

employment may not rise as a result of collective bargaining (Layard and Nickell, 1990). 
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This theoretical result implies that the set of factors that influence union wages in the 
monopoly union model is richer than previously supposed. Specifically, in the original 
model, the only factors affecting wages were the slope of the labor demand curve and the 
union's tradeoff between wages and employment. In the Nash bargaining approach, the 
status quo income of the firms also directly affects wages. The status quo income of union 
members, e.g., wages on alternative jobs or UI benefits, already affected wages since it is 
likely to influence the union's tradeoff between wages and employment. 

The second refinement of the traditional union-management bargaining models was to 
question how the efficient bargaining model can be enforced, since it puts firms off the11 
labor demand curves. If firms are not closely monitored, they may attempt to move back 
onto the demand curve, and it may be difficult for unions to determine whether or not this 
has occurred. This setup was ripe for analysis as a repeated game, in which the possibility 
of punishment could enforce the cooperative outcome of efficient bargaining. The mono- 
poly union solution is analogous to the non-cooperative outcome in a prisoner's dilemma 
game, where the firm moves to its demand curve and the union imposes the monopoly 
union wage. An immediate prediction from the theory of repeated games is that the lower 
the discount rate, the more likely the cooperative solution is to be an equilibrium (Espinosa 
and Rhee, 1989), although the non-cooperative outcome is still always also an equilibrium. 
This is the case because the lower the discount rate, the less likely that the present value of 
the short-term gains of defecting from the cooperative solution will exceed the present 
value of the long-term losses. And some US evidence indicates that unions are more likely 
to enter into cooperative labor agreements in settings with long time horizons, as predicted 
by the theory of repeated games (Kahn, 1993). 

4.2. The impact of  centralization of  wage-setting 

Formal examination of the impact of wage centralization began in 1988 with a very 
influential paper by Calmfors and Driffill (1988) which was primarily concerned with 
macroeconomic performance. The authors attempted to explain why some collective 
bargaining systems led to wage restraint and high employment levels, while other systems 
yielded high real wages but low employment levels. This work and the extensions that 
followed used the monopoly union framework in which employment is determined unilat- 
erally by firms after wage bargaining; hence, the presumed negative relationship between 
real wage levels and employment followed. 

The key insight of the Calmfors and Driffill (1988) approach was to note that the level at 
which negotiations take place will greatly influence the wage-bargaining stance taken by 
unions and management. Centralization refers to the degree to which coalitions are created 
across unions and across firms or industries. At one extreme, consider the most decen- 
tralized form of collective bargaining - enterprise bargaining between one union and part 
or all of one firm. This type of bargaining characterizes the US more than other countries 
with the possible exception of Canada. 4 If the industry in question is competitive, there 
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will be almost no scope for a union to raise its members '  relative wages, so we will observe 
wage restraint and high employment levels. 

Making negotiations more centralized has two opposing effects on union wage policy. 
On the one hand, bringing more firms into the bargaining unit lowers the effective elas- 
ticity of demand for labor. For example, if instead of  organizing only one firm in the 
industry, the union is able to induce all firms to join the bargaining unit, then union wage 
policy is likely to become more aggressive, as the employment losses caused by a given 
wage increase are reduced. On the other hand, the more workers that are included in the 
bargaining unit, the better able the union is to internalize what would have been extern- 
alities had bargaining been less centralized. For example, a union in a single-firm bargain- 
ing unit is unlikely to take into account the effects of  higher union-negotiated wages on 
other workers (or even its own members) through higher prices or higher taxes to finance 
larger unemployment insurance payouts. In contrast, when an encompassing union signs a 
contract with a large employer federation covering all workers in all industries, the price 
effects of  higher wages directly lower the union members '  real wages and the taxes that 
pay for higher UI benefits will come out of union members '  incomes, s In this situation, the 
union will practice wage restraint because the price and tax reactions to high wages hurt 
the union members themselves. Calmfors and Driffill's (1988) model thus predicts wage 
restraint for encompassing unions as well as completely decentralized union-management 
bargaining pairs. The intermediate case is the worst from a macroeconomic point of  view: 
enough centralization to assure the union's  ability to raise wages without much job loss, 
but not enough centralization to induce the union to take into account the price and tax 
consequences of its wage bargaining. 

This basic framework has been extended to include analyses of  monopolistic competi~- 
tion, international trade, and insider-outsider issues (for a summary, see Calmfors, 1993). 
These considerations may modify the inverted U-shaped relationship between wage 
restraint and centralization. For example, under monopolistic competition, even unions 
bargaining at the level of  the individual firm can raise wages, but the arguments for a 
higher wage under industry-level bargaining than under finn-level bargaining remain: 
consumers find it more difficult to substitute across industries than among firms within 
an industry (Layard et al., 1991). Trade can counterbalance the postulated effects of 
centralization. With an open economy, foreign competition will restrain even industry- 
wide monopoly unions (Danthine and Hunt, 1994). In the limit, in a small, open economy 
with world markets for each good it produces, centralization will make no difference at all 
(Calmfors, 1993). 

Bargaining became increasingly decentralized during the 1980s and 1990s across a 
number of  countries, including Australia, Germany, Italy, the US, the UK and Sweden 

Of course, individual, non-union wage setting is even more decentralized than enterprise unionism, and the 
US, with its low union coverage, is highly decentralized along this dimension as well. 

5 This is clearly true if UI benefits are financed out of income tax revenues. In the more likely case in which 
payroll taxes pay for UI benefits, union members' incomes will be lowered to the extent that some of the taxes are 
shifted to wages, a likely outcome (see below). 
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(Katz, 1993). This development, particularly the end of economy-wide frame agreements 
in Sweden in 1983, inspired Freeman and Gibbons' (1995) game theoretic model of wage 
centralization. In their view, there are four potential sets of players in the process that 
determines the degree to which wages are set at the national level: local unions, individual 
firms, union federations and employer federations. In deciding how much local wage 
variation to allow through wage drift, union federations weigh the costs and benefits of 
keeping wages centrally determined. The benefits involve the ability to restrain inflation- 
ary wage hikes and tax increases to pay for higher unemployment benefits; the costs 
involve the efficiency losses when individual markets face demand and supply shocks 
but wages are not permitted to play their allocative role. A key element in Freeman and 
Gibbons' model is that firms and local unions have private information about such shocks 
The central union federation then decides on its policy concerning local wage drift antici- 
paring what local bargaining pairs will do, an assumption that gives tile model its game 
theoretic flavor. This model is then used to explain the decentralization of bargaining i~,~ 
Sweden by arguing that local shocks have become more variable as new unions of white 
collar workers have become more prominent and that the threat of inflation has waned 
Thus, the costs of inflexibility have risen as the workforce has become more diverse, while 
the gains to centralization via a reduction in the threat of inflation have diminished. 

It should be noted that the central premise of much of this literature that any interventior~ 
which forces higher overall wage levels will lower employment has not gone unchallenged 
in recent years. Specifically, economists have long recognized that, under conditions of 
employer monopsony, forcing a company to pay higher wages can lead to higher employ 
ment, since such a policy may lower the marginal cost of labor. 6 Card and Krueger (1995) 
and Manning (1996) argue that the feature of monopsony responsible for such a result 
that the firm faces an upward sloping labor supply schedule - characterizes any firm tha~ 
must expend resources in order to recruit labor. Therefore, it is not necessary for labor 
markets to be controlled by one employer, an extreme assumption for urban labor markets~ 
in order for elements of monopsony to be present. The upshot of this approach is that 
interventions forcing higher wages, such as minimum wage laws or anti-discrimination 
policies directed at raising the relative pay of women or minorities, need not result in 
employment losses. We return to this point in our consideration of the empirical evidence 
on the impact of such policies below. 

4.3. Employment protection, employment and wages 

A substantial body of research attempts to estimate the effect of employment protection o~ 
employment and wage levels. A major motivating force behind this work is a desire to 
ascertain whether the policies of imposing high firing costs and lengthy advance notice on 
employers, which characterize most OECD countries, have contributed to persistently 

6 Of course, the presence of monopsony does not guarantee that a higher legislated or bargained wage will raise 
employment. If wages ,are raised by a large enough increment, the marginal cost of labor will rise and the 
monopsonist will cut back on the quantity of labor demanded. 
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high European unemployment rates. This research posits direct and indirect mechanisms 
by which protection can affect unemployment. The direct effects operate via firms' incen- 
tives to hire and fire workers, all else equal, while the indirect effects are due to the impact 
of firing costs on union wage bargaining behavior. 

Regarding the direct effects of higher firing costs, an interesting insight offered by 
Lazear (1990) is that, in principle, these can be completely offset by the establishment 
of an appropriate entry fee charged by firms to newly employed workers or, equivalently, 
by lower starting wages. If  firms are able to follow such a policy, the allocation of  labor 
under a system with mandated severance pay is the same as in one without severance pay. 
However, there may be constraints on the firms' ability to charge an entry fee (or offer a 
reduced starting wage). For example, workers may be liquidity constrained or worker trust 
of the finn may be incomplete. 7 In that case, mandated severance pay can have allocative 
effects. Specifically, we expect severance pay to reduce both layoffs during recessions and 
new hiring during expansions. Thus, firing costs are unambiguously expected to lower 
fluctuations in the quantity of  labor demanded over the business cycle. 

With respect to overall employment levels (the issue of  primary interest to those 
concerned with persistently high European unemployment), a "first order" approach 
would suggest that, if entry fees or lowered starting wages do not completely compensate 
for mandated tiring costs, then total labor costs will have risen, and we would thus expect 
lower employment levels (Hamermesh, t993). However, theoretical analyses of  the 
impact of  firing costs on the average quantity of  labor demanded suggest that this effect 
is theoretically ambiguous and will depend on several factors (Lazear, 1990; Bertola, 
1992). In particular, Bertola (1992) suggests that the impact of firing costs at given 
wages (i.e., assuming no offset in pay induced by mandated firing costs) depends on the 
shape of  the marginal product of labor (MRPL) curve and on the presence of  discounting 
and voluntary turnover. 

To see this, recall that firing costs will deter both hiring and firing; thus, their net effect 
on average employment will depend on the relative size of their impact on hiring and 
firing. Let 's  begin with the simplest case Bertola analyzes and assume no discounting or 
turnover. Suppose further that the MRPL curve is relatively steep in the lower employment 
regions (i.e., during a recession) but relatively flat at high employment levels (i.e., during a 
boom). Then the number of layoffs deterred by high firing costs will of  necessity be 
relatively small because it would not have taken many layoffs to re-establish equality 
between marginal productivity and wages in the absence of  firing costs. However, the 
number of  new job offers deterred by firing costs will be large because it would have taken 
many new workers hired to re-establish the equality between marginal productivity and 
wages. In this example, firing costs will lower the average level of employment. Conver~ 

7 A study by Friesen (1996) of the impact of Canadian advance notice and severance pay mandates suggests 
that the assumption of less-than-complete adjustment of wages is realistic. Friesen finds that such protection 
lowers the starting wages of non-uaion, but not of union workers, suggesting that, at least for union workers, 
starting pay does not fully adjust in response to job protection. Of course, the negative effects on the initial wages 
of non-union workers may o1" may not be fully offsetting with respect to the costs of protection. 
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sely, if the MRPL curve is sufficiently flat during recessions and steep during booms, then 
firing costs will raise average employment. 

Considerations of discounting and voluntary turnover raise the positive effects or reduce 
the negative effects of mandated firing costs on average employment levels. First, with 
discounting, the negative effect of firing costs on discharges is increased relative to the 
negative effect on hiring. This is the case because firing costs must be paid immediately 
when workers are discharged, while the deterrence to hiring is related to future firing costs. 
Second, with voluntary turnover, there is some probability that current hires will not need 
to be discharged; this also raises the magnitude of the negative effect of firing costs on 
discharges relative to their effect on hiring. If these two effects are large enough, firing 
costs can actually raise average employment levels even when the shape of MRPL curve 
alone would not indicate such an outcome. 

The second route through which firing costs can affect employment is their indirect 
effects on wage setting. Lindbeck and Snower (1986), for example, argue that the bargaih 
ing position of insiders is enhanced by higher firing costs. They can thus extract more 
rents, and, in a monopoly union model, this will tend to lower future employment. 

4.4. The relationship between wage-setting, centralization and social policies 

While bargaining institutions and social policies such as employment protection ntay each 
have independent effects on employment and wages, distinguishing these effects in a cross 
section of OECD countries may be difficult. This is the case because countries with more 
highly centralized union-management negotiations also tend to have more extensive 
welfare states with generous social benefits funded by payroll or income taxes. So, for 
example, wage compression at the bottom of the pay scale could be due to generous UI 
benefits rather than centrally-determined wage minima. Deciding which factor is more 
important can be problematic. However, Summers et al. (1993) have devised a model in 
which wage centralization leads to higher taxes and social benefits. This suggests that the 
primary causation may indeed flow from institutions that equalize wages to higher welfare 
state expenditures rather than vice versa. 

According to Summers, Gruber and Vergara, this mechanism works as follows. In 
corporatist societies, such as Sweden, wage setting and labor allocation decisions are 
determined by groups rather than individuals., Labor's representatives will be less averse 
to high taxes than individuals because unions recognize the link between taxes and welfme 
state benefits. Thus, where labor supply levels are set by individuals, as in the United 
States, the negative effect of higher taxes on labor supply is likely to be greater than in a 
corporatist society. As evidence for this view, the authors point out that Sweden did not 
embark on a policy of truly centralized bargaining until roughly 1956. At that time, taxes 
were only a slightly higher fraction of GNP than in the US. However, alter 1956, Swedeu's 

By "corporatism" is meant highly centralized, coordinated labor-management relations where central laboJ 
and employer organizations have considerable authority to impose contract terms tlu'oughout the country. 
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tax rates took off relative to those in the US. Since the Social Democrats  were in power 
both before and after the shift in wage-setting regimes,  a change in the governing party 
cannot account for the increase in tax rates. 

If  the mechanism outlined by Summers,  Gruber and Vergara is correct, then wage 
centralization would be a fundamental cause of  higher levels of  social benefits that them- 
selves may feed back and affect the wage distribution. However,  a weakness of  this 
argument is that, even in countries such as Sweden, it may be difficult for union federations 
to control the labor supply of  individual members.  Moreover,  this reasoning is counter to 
that of  Calmfors and Driffill (1988) discussed above that it is precisely the greater sensi- 
tivity of  encompassing unions to the negative effects on their members of  higher taxes (and 
prices) due to higher negotiated wage bargains that leads them to practice greater wage 
restraint. Nonetheless, the take-off of social spending in Sweden after the centralization of 
wage bargaining is intriguing evidence in support of  a causal ordering. Perhaps a plausible 
alternative explanation to that offered by Summers,  Gruber and Vergara is that encom- 
passing unions support generous social benefits to deal with the disemployment  which 
results from high wage floors and which would otherwise generate pressure to lower these 
floors. 9 

5. Wage centralization and macroeconoInic performance 

As we saw in our discussion in Section 4.2, the opposing effects of  bargaining centraliza- 
tion on wage restraint may imply an inverted U-shaped relationship between centralization 
and unemployment:  we expect  wages to be most restrained and hence unemployment  rates 
to be lowest  in decentralized and in completely centralized systems. Research on this issue 
has taken the form of small scale international comparisons of up to roughly 20 countries, 
sometimes in a regression framework. A problem in this literature is the difficulty in 
operationalizing the concept of  centralization. At  the two extremes, it is clear that the 
bargaining regimes of the Scandinavian countries involve more coordination across firms, 
sectors and unions than the US system of  firm or plant  bargaining units in the context of  a 
predominant ly  non-union labor market. However,  it may be problematic to decide on a 
ranking for what scholars tend to believe are the intermediate countries such as Australia,  
Germany,  France or the Netherlands (Calmfors and Driffill, 1988; Soskice, 1990). Yet 
Calmfors and Driffill (1988) have devised such a ranking based on the degree of  coopera- 
tion among unions and among employers in wage bargaining. 

9 An additional rationale for a causal link from corporatism to high taxes is provided by Persson (1995). He 
posits a relative consumption utility model in which individuals receive disutility when others' consumption of 
goods and services apart from leisure rises. In such a world, by reducing the labor supply of others and theretbre 
their non-leisure consumption, higher taxes have a positive welfare effect that is absent in models where utility 
depends only on absolute consumption. Persson shows that the more equally distributed are before tax incomes, 
the larger is the group whose utility will be raised by higher taxes. Thus, if centralization lowers inequality, it will 
also lower the public's resistance to higher taxes. Of course, this framework depends on individuals feeling envy 
only about material consumption by others and not about their consumption of leisure. 
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Several authors have used this approach to measuring centralization in comparative 
research analyzing macroeconomic outcomes such as the unemployment rate. The long- 
run differences across countries in unemployment rates identified by cross-sectional 
regressions may be viewed in the context of "natural rate" theories. In effect, we are 
attempting to determine whether labor market institutions affect the unemployment rate 
associated with an economy's macroeconomic steady state. In simple regressions invol- 
ving under 20 countries, Calmfors and Driffill (1988) and Rowthorn (1992) both found that 
unemployment did indeed have the expected inverted U-shaped relationship with centra- 
lization in the 1980s. However, the estimated shape of this relationship has been found to 
be very sensitive to how certain countries are classified with respect to centralization; this 
is a troubling weakness in this body of research. For example, Soskice (1990) makes the 
case that Japan and Switzerland are not examples of decentralized bargaining as claimed 
by Calmfors and Driffill (1988), but rather that a high degree of employer coordination in 
wage-setting in those countries makes them very centralized. When he makes this assump- 
tion, the relationship between centralization and unemployment becomes monotonically 
negative. Whatever the merits of the argument about whether or not Japan and Switzerland 
have centralizing institutions, Soskice's exercise shows that the results of studies in this 
area can be extremely sensitive to classification errors. 

Other work using this approach also tends to find either a negative or an inverted U- 
shaped relationship between centralization and unemployment (Calmfors, 1993). But the 
estimated relationship is also sensitive to whether one separately distinguishes between 
employer and union coordination (Layard et al., 1991) or between decentralized collective 
bargaining and non-union wage setting (Nickell, 1997). For example, Layard et al. (1991) 
find that, all else equal, employer coordination leads to greater restraint (i.e., lower unem- 
ployment) than union coordination; and Nickell (1997) finds that union density is posi-- 
tively associated with unemployment, other things equal. 

Some of the comparative work on macroeconomic outcomes has explicitly examined 
the process through which centralization appears to influence unemployment. One 
mechanism is the rigidity of real wages in the face of macro-shocks such as the oil 
price increases of the 1970s and early 1980s. Layard et al. (1991) find that, in the 
1970s and 1980s, centralized wage setting institutions were associated with more real 
wage flexibility with respect to the unemployment rate. This likely reflects the fact that 
wage negotiators at the national level take into account the negative macroeconomic 
effects of keeping real wages too high in the face of negative demand shocks, And 
unemployment rose faster in countries with rigid wages. On the other hand, Heylen 
(1993) found evidence of the inverted U shape in this relationship, in contrast to Layard 
et al.'s (1991) monotonic positive effect. Again, the sensitivity of the basic results in the 
face of such a small number of observations is evident. 

A final insight into the impact of wage centralization on macroeconomic performance is 
provided by Freeman (1994). While he did not perform an explicit econometric test., 
Freeman notes that during the 1980s and 1990s, American real wages have not increased 
nearly as rapidly as those in Europe, at the same time that US relative unemployment has 
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fallen (see Table 1). This juxtaposition at least raises the possibility that weaker union 
power in the US has contributed to its poorer real wage performance (relative to produc- 
tivity) and that, given negatively sloped demand curves, this has improved the macro- 
economic performance of the US relative to other OECD countries. Similarly, in a recent 
review of the evidence, Blank (1997) gives qualified support for the hypothesis that higher 
rates of unemployment in Europe and higher wage inequality in the US represent 
responses to the same fundamental underlying forces - such as technology and trade - 
conditioned by the degree of flexibility in each labor market. 

While macroeconomic performance is one of the more important economic issues one 
can study through these types of international comparisons, the small number of observa- 
tions and the presence of confounding variables reduce the robustness of the findings in 
this body of research. Fortunately, as indicated by our theoretical discussion, there are 
many other extremely important effects of labor market institutions. And these have been 
found to be more amenable to focused hypothesis testing with data and methods that allow 
one to rule out many alternative explanations. We now turn to these other issues. 

6. Wage-setting institutions and wage inequality 

The most extensive area of research into the labor market impact of institutions concerns 
their effects on wage inequality. This includes considerations of the effects of both collec- 
tive bargaining and direct government intervention into wage setting. Research that exam- 
ines the impact of collective bargaining does not merely compare outcomes for union and 
non-union workers; it also examines the impact of alternative types of collective bargain-- 
ing regimes on overall wage inequality, with centralization again being a crucial dimen- 
sion. Forms of direct government intervention include minimum wage laws as well as anti~ 
discrimination efforts on behalf of specific groups like women or minorities. Moreover, the 
indirect effects of policies such as active labor market programs on wage inequality have 
been studied as well and are also considered below, particularly when we discuss 
responses to labor market institutions in Section 7. 

Two types of questions are typically addressed in this literature. First, what is the role of 
labor market institutions in explaining differences across countries in wage inequality and 
related outcomes? This is a "levels" question and is thus the most fundamental interna~ 
tional comparative question one can ask. This is the strength of this approach. To answer 
this question, researchers typically try to relate observed differences across countries in the 
extent of wage inequality and other outcomes to measurable differences in institutions in a 
manner analogous to studies of the relationship between corporatism and macroeconomic 
performance discussed earlier. The weakness of this approach is that many things besides 
the institutions in question may differ across countries, so we cannot be certain if the 
institutions are really responsible for the observed differences in outcomes. Second, why 
have wage inequality and other outcomes been changing at different rates across countries, 
particularly in the 1980s and 1990s? Why, within countries, have some groups like less 
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skilled workers or women fared differently in recent years from other groups? This 
approach yields answers to these important policy questions but does not address the 
more fundamental issues of long-term differences between countries. However, it does 
have a scientific advantage over the purely cross-sectional approach to the extent that we 
have noticeable, abrupt changes in policy regimes: in relating such changes to outcome 
measures, we may be fairly confident that other factors really are held constant (as long as 
we pay attention to the reasons why the institutional change happened in the first place). 
The comparative approach can be useful here if one country changes its institutions at a 
particular time while others do not; we may then apply "differences in differences" 
techniques to compare the outcome change in the "treatment" country with the outcome 
change in the "control" country. 

6.1. Collective bargaining institutions and overall wage inequality 

6.1.1. Overview 
Data from the OECD on union density and collective bargaining coverage for 1994 are 
presented in Table 2. While there is considerable variation across countries, the US ranks 
very low on both measures, but especially on collective bargaining coverage. These 
differences suggest that collective bargaining institutions may be an important factor in 
explaining international differences in wage inequality, especially the considerably higher 
levels of inequality in the US. There are a number of routes through which this may occur~ 
These are conveniently summarized by the following decomposition of a country's log 
wage variance: 

V i --- (YuiVui + (1 -- OLui)Vni + OLui(l~ui - ~,~i)2 q_ (1 " OLui)(l~ni _ ~,~i)2 ( l )  

where for country i, v is the overall variance of log wages; au is the fi-action of workers 
who are unionized; Vu and vn are tile variance of log union and non-union wages; wu and #n 
are average log union and non-union wages; and v~ i is the country's average log wage 
level. 10 

By the accounting scheme in Eq. (1), there are several routes through which the indus-- 
trial relations system can affect overall wage inequality. First, unions typically raise their 
members' relative wages. This effect alone could increase or decrease overall wage 
dispersion, depending on where union workers would have ranked in the wage distribution 
in the absence of unionism. However, as suggested by the final two terms in Eq. (1), in an 
accounting sense, it is the union-non-union wage gap (not controlling for other wage- 
influencing factors) itself that is important in "explaining" the overall variance. All else 
equal, the larger this gap, however it is achieved, the larger the country' s overall log wage 
variance will be. 

Second, unions typically negotiate contracts that allow for less variation in pay than 
occurs in the non-union sector. Freeman (1982) has shown this by examining establish~ 

~ This accounting was first used  by Freeman (1980) in his analysis of  the effects of  unions on wage dispersion 
in the US. 
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Table 2 
Union density and bargaining coverage rates in OECD countries, 1994 ~ 

F. D. Blau and L. M. Kahn 

Union Bargaining 
density coverage 
rate rate 

Austria 43 982 
Belgium 53 902 
Denmark 76 901 
Finland 813 95 i 
France 93 952 
Germany 30 92 J 
Italy 39 j 825 
Netherlands 26 ~ 81 
Norway 581 74 j 
Portugal 32 J 504 
Spain 22 66 t 
Sweden 91 93 i 
Switzerland 26 502 
UK 36 472 
Austral i a 35 80 
Canada 381 36 
Japan 242 22 
New Zealand 31 31 I 

Non-US average (unweighted) 42 71 

US 16 18 

"~ Source: Blanchflower (1996), based on OECD data. Notes: 1, 1993; 2, 1992; 3, 1995; 
4, 1990. 

merit data for the US in the 1970s. Similar results were obtained for the 1980s in the UK 
(Gosling and Machiu, 1995) and in Italy (Dell 'Aringa and Lucifora, 1994). More broadly, 
using microdata on individual union and non-union workers, Blau and Kahn (1996b), 
found this to be the general pattern in the 1980s within a number of countries, including 
the US, UK, Austria, Switzerland, West Germany, Hungary and Norway. Therefore, even 
if the variance of the log of both union and non-union wages were the same in two 
countries, greater union density would lead to a smaller overall variance: where unions 

are more prevalent, the lower union variance in pay would get a larger weight in Eq. (1). 
However, the dispersion of wages within each sector can in fact differ across countries. 
Such differences in within sector variances constitute a third route whereby wage-setting 
institutions can influence overall wage inequality. The extent of wage dispersion within 
both the union and non-union sectors is in turn likely to be affected by the practices 
discussed above concerning centralization and contract extension to non-union workers. 

First, with respect to the union sector, coordination across bargaining units is expected 
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to reduce union wage inequality by lowering interfirm and interindustry wage differentials. 
And, a substantial portion of the wage inequality we observe in the US, for example, is 
associated with such firm or industry wage effects (Blau, 1977; Krueger and Summers, 
1988; Davis and Haltiwanger, 1991; Groshen, 1991). In this regard, the US is likely to 
constitute one extreme since collective bargaining in the US is relatively decentralized, 
with an emphasis on single-firm agreements which, in most cases, are not firm-wide 
(Hendricks and Kahn, 1982). In contrast, in most of the other OECD countries, bargaining 
is generally conducted at least on an industry-wide level with the economy-wide bargain- 
ing in the Scandinavian countries constituting the other extreme. In such countries indus- 
try- or economy-wide collective bargaining agreements are signed by a union or a union 
federation and an employer federation. 11 The agreements typically call for wage minima, 
and in several countries cover virtually everyone in the industry regardless of union 
membership. As noted earlier, Table 2, for instance, shows collective bargaining coverage 
at or above 90% in many OECD countries. In addition, in some cases, the sectoral agree- 
ments stipulate wage scales beyond the minimum, and individual company-level contracts 
often supplement the basic industry-wide contract. The question of whether these industry- 
wide or economy-wide wage minima actually affect the wage distribution or are undone by 
company-level bargaining or negotiated increases for higher-paid workers can only be 
resolved empirically. 

If the negotiated wage minima, which apply across diverse units, are actually binding, 
they will tend to disproportionately bring up the floor among workers covered by the 
contract. Thus, while Eq. (1) refers to the variance of wages, consideration of wage floors 
leads us to expect a greater narrowing at the bottom than at the top in the union sector. 
Explicit attempts by union movements and governments in several countries to assist low 
wage workers will further reinforce this effect. Similarly, other institutions, such as UI or 
active labor market policies, may place a floor under wages for the purposes of wage 
bargaining, with possibly large relative effects for workers at the bottom of the wage 
distribution. This suggests that we need to examine the entire wage distribution rather 
than focusing solely on the variance in assessing the impact of institutions. Quantile 
regression techniques such as those used by Chamberlain (1991), Blau and Kahn 
(1996b), and Kahn (1998a,b), or full-distributional accounting methods such as those 
devised by Juhn et al. (1991), DiNardo et al. (1996), and DiNardo and Lemieux (1997) 
become essential in studying characteristics of wage distributions beyond their variances. 

Second, with respect to the non-union sector, collective bargaining arrangements can 
have important impacts on the variance of non-union wages. Again, the US is likely to 
constitute one extreme where, given the small size of the union sector and the lack of any 
formal arrangements to extend contracts to non-union workers, the impact of unions on the 
variance of non-union wages is likely to be small. However, in many OECD countries, 
including Austria, Belgium, Germany, Italy, the Netherlands and Switzerland, among 

~ These sectoral agreements are typical in Austria, Belgium, France, Germany, Italy, Scandinavia and several 
other OECD countries. For a more detailed discussion of specific collective bargaining mechanisms, see Katz 
(1993), the chapters in Freeman and Katz (1995), and EIRR (October, 1992). 



1420 F. D. Blau and L. M. Kahn  

others, the government routinely extends the terms of collective bargaining agreements to 
non-union workers ( EIRR, 1992; Wallerstein et al., 1997). Table 2, for example, shows 
the very large differences that sometimes are observed between union membership and 
union coverage, some of which reflect formal contract extensions. To the extent that 
unions in all countries tend to compress wages at the bottom in the union sector, contract 
extension will not only reduce wage variation in the non-union sector, but compress wages 
at the bottom as well. In addition, there is some evidence that non-union firms tend to 
imitate union wage structures as well as union wage levels. For example, for the US, Kahn 
and Curme (1987) found that, other things equal, the larger an industry's union density, the 
smaller the standard deviation of the log wages of that industry's non-union workers; they 
instrumented for the industry's union density in obtaining this result. In general, we would 
expect that the higher union density in other OECD countries should produce considerably 
more "voluntary" imitation of union pay structures by non-union firms in those countries 
than in the US, even in the absence of formal contract extension. Moreover, as noted 
above, government policies may further reinforce the resulting tendency towards wage 
compression at the bottom. 

A final point to note with respect to the impact of international differences in industrial 
relations systems on wage inequality is that each of the three components identified in Eq. 
(1) - the union-non-union differential, union density, and variance of wages within the 
union and non-union sectors - may be conceptualized as having two components: one 
attributable to cross-country differences in worker characteristics and the other due to 
international differences in behavior or prices. Since it is the latter that more accurately 
reflect the fundamental causal effect of unions, we will focus on them for the most part in 
our discussion of the evidence below. 

Before turning to a detailed consideration of each of these routes by which union wage- 
setting institutions may influence wage inequality, we provide an overview of some of the 
international evidence, focusing primarily on the difference between the US and other 
OECD countries. As our preceding discussion suggests, this is an especially instructive 
comparison because the US constitutes an extreme case of highly decentralized wage 
setting. We draw on results presented in Blau and Kahn (1996b) to address two questions° 
First, are the general patterns of differences in wage inequality between the US and other 
OECD countries consistent with the role of institutions sketched above? Second, in terms 
of the three routes by which differences in wage setting institutions can influence differ- 
ences in inequality, how important is each, in an accounting sense, in explaining the 
differences in wage inequality between the US and other countries? 

Fig. 1 shows a number of measures of male log wage inequality for the US and a number 
of OECD countries and Hungary. The figure indicates that the US has a considerably 
higher level of overall wage inequality than the other countries. Panels (a) and (b) of Fig. 1 
show that both the standard deviation of log wages and the 90-10 percentile log wage 
differential are considerably greater in the US than in the other countries. Significantly, 
however, this higher level of inequality reflects considerably more compression at tile 
bottom of the distribution in the other countries relative to the US, but a much smaller 
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Fig. 1. Summary measm'es of male log wagw inequality in OECD countries. Source: Blau and Kahn (1996b). 
Except as indicated, data are from the mid to late 1980s. For details of the construction of the wage measures, see 
Blau and Kahn (1996b). 

difference in the degree of  wage inequality at the top of the distribution. Thus, while the 

50-10 percentile wage differential is much larger in the US than elsewhere (panel c), the 

US 90-50 differential is quite similar to that in several of  the other countries (panel d). 

This pattern is quite consistent with what we would expect based on the highly decen- 

tralized wage-setting institutions in the US. 12 Moreover, Blau and Kahn (1996b) found 

that cross-country differences in the distribution of measured human capital characteristics 

of workers, as well as their distribution across industries and occupations, could account 

for only a small portion (under 1%) of the pattern of higher dispersion of wages and a 

larger but minority share (35-43 %) of the wider spread between the middle and the bottom 

of the wage distribution in the US than elsewhere. 

]2 Published data show a similar pattern. Specifically, the tabulations in the OECD (1993) indicate that the 50 
10 gap was far larger in the US than in other OECD countries. While the 90-50 gap was also larger in the US, the 
difference between the US 90 50 gap and that of other countries was much smaller than the corresponding 
difference for the 50-10 gap. 
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There is also some general evidence that the degree of centralization of wage-setting 
institutions tends to be associated with lower overall wage inequality, and that this effect 
particularly reflects a greater compression at the bottom of the wage distribution. For the 
countries shown in Fig. 1, Blau and Kahn (1996b) found that centralization was signifi- 
cantly negatively related to overall male wage inequality and to the pay differential 
between men at the 50th and at the 10th percentiles of the wage distribution, as well as 
to the portion of the 50-10 gap not accounted for by differences in the distribution of 
measured personal characteristics. They used as their measure of centralization an 
unweighted average of the rankings of a number of industrial relations researchers 
presented in Calmfors and Driffill (1988, p. 18), correcting for differences across authors 
in the number of countries ranked. Similarly, for a sample of 17 countries, Rowthorn 
(1992) found a significant negative correlation between centralization and interindustry 
wage dispersion using Calmfors and Driffill's (1988) ranking as his measure of centraliza- 
tion. Finally, similar results were obtained by Bell et al. (1996) in their comparison of UK 
and France. With France's greater coverage by collective bargaining and higher minimum 
wages, its labor market prices served to lower the dispersion of its wage distribution 
relative to that of UK in 1986 and 1992. In particular, they found that the bottom of the 
British wage distribution would have been considerably raised with French wage-setting 
institutions. 

In terms of the relative importance of the various ways in which institutional factors 
may influence international differences in inequality, Blau and Kahn (1996b) found that 
the most important factor was the higher variance in wages within the union and non-union 
sectors in the US compared to the other countries, accounting for 86% of the US-other 
country wage dispersion difference, on average. ~3 Controlling for the distribution of 
human capital characteristics and occupational and industrial location did not alter the 
pattern of higher wage variances within each sector in the US. Consistent with our expec- 
tations based on the impact of unions, the difference between the US and other countries 
was largest for those at the bottom of the distribution. Further, the differences between the 
US and other countries were found to be more pronounced for non-union than for union 
workers, implying greater spillover of union wage structures to the non-union sector in the 
European countries than in the US. t4 With respect to the other factors identified in Eq. (1), 
B lau and Kahn (1996b) found that lower union density in the US than elsewhere accounted 
for 12% of the US-other country difference, on average, while the higher US union-non- 
union differential accounted for less than 2%. We now turn to a more detailed considem~ 
tion of each of the factors identified in Eq. (1). 

6.1.2. The union-non-union  wage  differential 

Looking first at the union-non-union wage differential, there is considerable evidence that 

~ The countries included in this portion of their analysis were the US, UK, Austria, Switzerland, West 
Germany, Hungary and Norway. 

L4 See also Kahn (1998b). 
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the ceteris paribus gap varies substantially across countries. Two comprehensive studies of 
union-non-union wage differentials across countries based on microdata concluded that 
the US had the largest union-non-union differential, other things equal, followed by UK. 
Blanchflower and Freeman (1992) found that, controlling for human capital characteris- 
tics, the union-non-union wage gap was about 20% in the US for the 1985-1987 period, 
compared to 10% in the UK, and 4-8% in Austria, Australia, Switzerland, and West 
Germany. Blanchflower (1996) updated this study using data through 1993 and a larger 
number countries. The results again showed larger differentials in the US and the UK, 
which had ceteris paribus union-non-union pay gaps of  about 15% and 10%, respec- 
tively. 15 These two studies are particularly noteworthy because they were conducted on 
microdata sets that were compiled for the explicit purpose of  making international 
comparisons and thus were as comparable as possible. Further, single country studies of 
the impact of  unions on relative wages have largely found similar results, with the excep 
tion of findings for Canada, which have tended to be in the 10-20% range - larger than the 
5% effect estimated by Blanchflower (1996).16 

Eq. (1) suggests that the higher estimated union-non-union wage gaps in the US, the UK 
and Canada serve to raise their levels of  overall wage dispersion relative to those in other 
OECD countries. Moreover, since these results are based on membership, not collective 
bargaining coverage, relatively small union-non-union wage differentials are an expected 
outcome in countries with contract extensions to non-union workers or with very high 
levels of union coverage which would especially prompt imitation of  union wage setting 
by the non-union sector. While there is considerable evidence of  a higher union wage 
premium in the US, as we have seen, only a negligible portion of  the higher US wage 
dispersion can be explained by this factor (Blau and Kahn, 1996b). We now turn to a 
consideration of the other components of  the decomposition in Eq. (1). 

6.1.3. Union density and collective bargaining coverage 

Looking at the data in Table 2, we again note the especially low ranking of the US. Only 
16% of US workers were union members and just 18% were covered by collective 
bargaining contracts compared to an average union density of  42% and collective bargain- 
ing coverage rate of 71% for the other countries. This difference reflects the presence in 
other countries of  contract extension and other mechanisms by which the union agreement 
is binding on non-union workers. There were declines in union density in the 1980s in a 
mtmber of  countries, including the US where unionism fell by 6 percentage points. 
Decreases in collective bargaining coverage occun'ed as well among a smaller group, 

~5 The countries included Australia, Austria, Canada, Ireland, Israel, Italy, Japan, the Netherlands, New 
Zealand, Norway, Spain, Switzerland, the UK and the US. Ireland and Japan had larger union wage gaps than 
the US, but Blanchflower (1996) considers these results to be aberrations caused by inadequate controls for 
industry and firm size. 

1c, See for example, Main (1996) for the UK; Schmidt (1995) or Schmidt and Zimmermann (1991) for 
Germany; Lemieux (1993), Green (1991), or Simpson (1991) for Canada; Kornfeld (1993), Christie (1992), 
Miller and Mulvey (1993), or Mulvey (1986) for Australia; and Dell'Aringa and Lucifora (1994) for Italy. 
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including the US where coverage fell by 8 percentage points and the UK where there was 
an especially large drop of more than 20 percentage points. 

In addition to the US, the UK and Canada had among the lowest rates of union density 
and collective bargaining coverage of the countries listed. The combination of low union 
density with high union wage premiums in these three countries raises the possibility that 
their large estimated union effects are due to selectivity, i.e., only the strongest unions 
survive pushing up the estimated return. An earlier empirical literature on the selectivity 
issue was reviewed by Lewis (1986) who concluded that unions in the US still appear to 
have a significant positive relative wage effect of at least 10%. More recently, Blanch- 
flower (1996) has pointed out that union coverage in the 1980s fell the most in countries 
with relatively high union-non-union wage differentials - the US, the UK and Austria. 
This pattern raises the possibility that some of the negative cross-sectional relationship 
between the ceteris paribus union-non-union pay gap and union density was caused by 
union firms moving up their labor demand curves in response to high union relative wages. 

In terms of the quantitative importance of differences in union density in explaining 
international differences in wage dispersion, as we have seen, the large US-other country 
differences in union density explained relatively little (12%) of the higher US log wage 
variance compared to other countries (Blau and Kahn, 1996b). On the other hand, 
Lemieux (1993) found that US-Canadian differences in union coverage accounted for 
40% of the difference in wage dispersion between the two countries in the 1980s. It is 
likely that the differences between these two studies reflect the countries on which they 
focus. Within sector wage distributions are likely more similar for the US and Canada than 
is the case for the US relative to the more heterogeneous countries included in the Blau and 
Kahn study,17 while Canadian workers were about twice as likely to be union members as 
American workers. 

Another take on the impact of union coverage on the dispersion of wages is provided by 
an examination of changes within a country over time. For example, in Australia, the US 
and the UK, union density fell while wage inequality rose in the 1980s, with especially 
large changes in the latter two countries. Several studies have sought to determine the role 
played by the decline in union coverage in explaining rising wage dispersion within these 
countries. In effect, these studies simulate what would have happened to overall wage 
inequality if union density had not declined, given the actual changes in the distributions 
of wages within the union and non-union sectors. 

Looking first at the US, using an accounting scheme like that shown in Eq. (1), Freeman 
(1993) and Card (1996) both found that declining unionization over the 1980s accounted 
for 20% of the rise in wage inequality. Somewhat smaller impacts were obtained for the 
US by DiNardo et al. (1996) who departed from this accounting framework and created 
entire simulated distributions of log wages under the assumption that unionization had not 
changed between 1979 and 1988. They found that deunionization in the US contributed to 
about 3% of the rise in the standard deviation of log wages for women and 14% for men. 

i7 Again, these included the US, UK, Austria, Switzerland, West Germany, Hungary and Norway. 
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Estimates in this range (13-21%) are obtained for UK by Schmitt (1995) who used an 
analysis similar in spirit to Eq. (1) to examine the impact of  falling union density in UK 
fi-om 1978-1980 to 1986-1988 on wage differentials by education and occupation. 
Finally, a somewhat higher estimate is obtained for Australia by Borland (1996), also 
using this accounting framework; he found that declining unionization in Australia 
accounted for 30% of the observed increase in log wage dispersion over the 1986-1994 
period. However, it should be noted that, while Borland's estimates of  the share of the 
change in dispersion due to declining union density are larger than those obtained for the 
US and UK, the declines in union density and the increases in inequality in Australia were 
much smaller. 

A comparison of  the US and Canadian experience over the 1980s is particularly instruc- 
tive because the economic and labor force structures of  the two countries are similar and 
they are major trading partners, yet wage inequality increased by considerably more in the 
US than in Canada. For example, between 1979 and 1987, the variance of the log of male 
full-time, full-year earnings rose by 0.034 in the US compared to only 0.018 in Canada 
(Blackburn and Bloom, 1993, p. 254). And, during the 1980s, US union density fell 
relative to that in Canada. Using the framework in Eq. (1), Lemieux (1993) finds that 
this relative fall was responsible for 40-45% of the growth in wage inequality in the US 
relative to Canada. la This closely matches the magnitude of  his estimate of the impact of 
union density in explaining the difference in wage dispersion between the US and Canada 
at a point in time discussed above. 

Each of the country studies reviewed above which examined changes over time attrib- 
uted a substantial portion of  a country's increase in wage inequality in the 1980s simply to 
the fact that unionization declined, while a similar approach suggests that a larger decrease 
in union density in the US explained a sizable share of  that country 's  rise in wage inequal- 
ity compared to Canada. However, it is likely that the decline in unionization itself was 
caused in part by the impact of  international trade and technological change, both of which 
reduced the demand for blue collar manufacturing workers, a group that is traditionally 
relatively highly unionized. It is thus possible that the results obtained for the effect of 
deunionization are upper bounds for the true effects of unionization. In this regard, some 
recent results for the Canada-US comparison provide some reassurance. Riddell (1993) 
finds that the higher degree of  unionism in Canada than in the US is primarily due to the 
more favorable legal environment there, rather than to differences in the structure of the 
economy. For this case at least, we have some confidence that there really is an indepen- 
dent effect of  unionization. 

While the possible endogeneity of changes in unionization may lead to an upward 

~8 In a related study, DiNardo and Lemieux (1997) attempted to explain Canada's slower growth in male log 
wage inequality than that of the US over the 1981-1988 period. Using a methodology similar to that employed by 
DiNardo et al. (1996), they attributed about one third of Canada's slower increase in the log wage variance of 
males to the combined effects of its greater unionization rate and its more equalizing union pay effects; anothe~ 
third was attributed to the declining real value of the minimum wage in the US. Again, institutions were important 
in explaining the different outcomes in Canada and the United States. 
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biased estimate of the effects of these changes, there is an opposing factor that implies a 
downward bias. Specifically, each of the accounting exercises discussed above assumes 
that unions have no effect on the distribution of non-union wages. However, as we have 
seen, there is evidence that non-union firms do indeed imitate union wage structures as 
well as union wage levels. This implies that deunionization will raise the dispersion of 
non-union wages and also suggests that, in international comparisons, there are more 
spillovers of the union pay structure to non-union workers in more highly unionized 
countries, even when there is no explicit government policy to extend union contracts 
to the non-union sector. For example, Abraham and Houseman (1995) find that in 
Germany, voluntary imitation is so common that formal extension of union contracts by 
the government is rarely needed. The spillover of union wage structures to the non-union 
sector implies that estimates of the impact of deunionization on rising wage inequality or 
on international differences in wage inequality which take the non-union wage variance as 
given may be too small. 

6.1.4. Wage di,spersion within the union and non-union sectors 

The remaining portion of the decomposition of a country' s wage dispersion implied by Eq. 
(1) is related to the levels of wage inequality within the union and non-union sectors. As 
we have seen, comparative research shows this to be, in an accounting sense, the most 
important reason for the higher level of wage dispersion in the US than in other OECD 
countries accounting for 86% of the US-other country difference in log wage variance, on 
average (Blau and Kahn, 1996b). Further, Lemieux (1993) finds, that for the late 1980s, 
higher within sector variances account for at least 60% of the higher log wage variance in 
the US relative to Canada. We now turn to a more detailed consideration of the evidence 
regarding the impact of institutions on the dispersion of wages within the union and non- 
union sectors. 

One of the most important aspects of coordination is that in the countries with the most 
centralized wage-setting, wages in different industries are set in the same contract. We 
thus expect less interindustry wage dispersion than under decentralized bargaining struc- 
tures. Of course, wage drift at the plant level could theoretically undo the effects of frame 
wage agreements; thus, a comparison of industry wage differentials across countries with 
different bargaining regimes provides a test of whether the institutions make any differ- 
ence in practice. And analyses of industry wage differentials in the 1980s do indeed show 
that they were considerably smaller in corporatist countries such as Sweden, Norway, 
Austria or Germany than in countries with less centralized bargaining such as the US. 19 It 
has also been found that the UK, with levels of unionism and coordination between that in 
the US and other OECD European countries, also had ceteris paribus industry wage 
differentials between the corporatist countries and the US (Kahn, 1998b). 

While these studies indicate that industry wage differentials are smaller where bargain- 

~9 See Albaek et aL (1996); Edin and Zetterberg (1992); Barth and Zweinftiller (1992); Zweimtiller trod Barth 
(1994); and Kahn (1998b). 
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ing is more coordinated across sectors, we also expect high wage floors in such frame 
agreements to disproportionately affect workers at the bottom. Consistent with this expec- 
tation, Kahn (1998b) found that the dispersion across industries of the 10th percentile of 
the conditional log wage distribution (i.e., controlling for other factors such as human 
capital characteristics, union membership, and occupation) was much greater in the US 
than in other countries such as Germany, Austria, Sweden, Norway, and UK; in contrast 
US-other country differences in the interindustry dispersion of other quantiles of the 
conditional log wage distribution such as the 50th or the 90th, as well as its mean, were 
considerably smaller than that at the 10th percentile. The greater wage coordination in 
corporatist countries, particularly in Sweden and Norway, was especially evident for those 
at the bottom of the distribution. And, where data were available, similar patterns were 
found for non-union as well as union workers, consistent with spillovers and contract 
extensions (Kahn, 1998b). 

Additional evidence on the importance of institutions for within sector wage inequality 
comes from instances where individual countries changed their wage-setting regimes. We 
can compare wage inequality before and after such changes; further, these differences can 
be contrasted with changes in inequality in other countries where such a change in institu- 
tions did not occur. A focus on changes over time allows any unmeasured characteristics 
of a given country which would otherwise affect its wage distribution to be "differenced 
out," enabling us to concentrate more precisely on the impact of the institutional change in 
question. 

Sweden is a particularly interesting case because it has experienced episodes in which 
institutional changes occurred which would be expected to decrease inequality, as well as 
others which would be expected to increase it. While Sweden has had centralized wage 
setting since at least the 1950s, during the 1964-1983 period, its major blue collar union, 
the LO, embarked on a "solidarity wage" policy of radical equalization of pay by giving 
especially large increases to the lowest paid workers. This new wage policy involved equal 
kroner/hour wage increases instead of percentage increases and special funds to raise the 
wages of wages low paid workers (Edin and Topel, 1997). Hibbs (1990) shows that the 
coefficient of variation of blue collar union wages took an abrupt and large downturn 
precisely in the mid-t960s, following an eight year period of gradually rising dispersion. 
Further, Edin and Topel (1997) and Edin and Holmlund (1995) document the sharp decline 
in the returns to education in Sweden following the 1960s, while Edin and Topel (:1997) 
present evidence that interindustry wage differentials contracted sharply between 1960 
and 1970. The abrupt nature of the change in bargaining practices and the correspondingly 
sudden decrease in wage inequality following these changes constitute fairly strong 
evidence that the institutional change had some impact on the wage distribution. In Section 
7. l, we discuss the negative relative employment effects of this change in wage-setting 
policies for low-paying industries. The employment findings provide further evidence 
suggesting that the solidarity wage policy did in fact alter the wage distribution. 

Perhaps in response to the strains caused by wage leveling, in 1983, the Swedes aban- 
doned the country's economy-wide wage setting practices and moved to a system of 
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industry-wide wage bargains, in principle, this structure can allow more interindustry 
wage variation. And the Swedish wage distribution did abruptly become more dispersed 
following 1983 (Hibbs, 1990; Edin and Holmlund, 1995). Again this pattern is consistent 
with a real effect of changing bargaining institutions on the wage distribution. However, 
Edin and Holmlund (1995) show that, in the 1980s, supply and demand were changing to 
the detriment of low skilled workers and this could be a competing explanation for rising 
Swedish inequality during this period. 

The Swedish experience of the 1980s points up a difficulty in estimating the impact of 
changes in wage-setting institutions when supply and demand forces go in the same 
direction as the institutional changes and may in fact have contributed to the institutional 
changes. Indeed, in the Swedish case, Edin and Topel (1997) note that excess demand for 
skilled workers in the early 1980s (partly due to wage leveling in encompassing labor 
agreements) helped lead to the end of economy-wide bargaining in 1983. In contrast, the 
case of Norway in the 1987-1991 period provides an interesting instance in which institu- 
tions changed in the opposite direction to supply and demand forces and opposite to 
institutions in virtually all other advanced countries (Kahn, 1998a). Until 1982, Norway's 
collective bargaining system was quite similar to Sweden's in that there were economy- 
wide centralized negotiations between national union and employer federations. And, like 
Sweden, as well as several other countries, 2° collective bargaining became less centralized 
in Norway during the 1980s. Decentralization took the same form as it did in Sweden - 
industry-wide bargains replaced the economy-wide agreement. However, spurred by the 
recession brought on by reduced oil prices after 1986, in 1988, the national government in 
Norway took steps to recentralize the country's bargaining system. 2L In 1988 and 1990, 
negotiations returned to their nationwide level, and low paid workers received higher 
absolute (and therefore percentage) wage increases than others did. 

Supply and demand for low skilled labor in Norway changed during the late 1980s aud 
early 1990s in ways similar to that in other countries, notably Sweden (Kahn, 1998a). And, 
at a time when bargaining structures were breaking apart in other countries, Norway's was 
becoming more monolithic. Consistent with this change, Norway was the only OECD 
country with a sharply nan'owing gap between the middle and the bottom of the wage 
distribution during the 1987-1991 period. And Kahn (1998a) finds that a fall in the price of 
skills contributed importantly to this reduction in inequality, as would be expected based 
on the wage policies adopted by the union federation in this period. Moreover, while the 
supply and demand for skills in Norway changed similarly in both the 1980-1983 and 
1987-1991 periods, in the earlier period, when bargaining was being decentralized, the 
return to skills rose. These comparisons of Norway with Sweden and for Norway during a 
period of recentralization with a period of decentralization provide evidence that the 
change in Norway's bargaining structure did narrow wage differentials. As in the case 

2o These countries include the US, the UK, Italy, West Germany, and Australia (Katz, 1993). 
2¢ The government's goal here was wage restraint, and recentralizing negotiations with special wage increases 

for the low paid was deemed necessary in order to get union cooperation in the effort (Kahn, 1998a). 
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of Sweden, we discuss employment responses to the declining wage differentials caused 
by changes in bargaining regimes in Section 7.1. 

A final example of a wage-setting institution, in this case a government intervention, 
that appears to have had a narrowing effect on the wage distribution is Italy's system of 
wage indexation, the scala mobile, which was in place from 1975 to 1992. This was a 
nationally-mandated cost of living adjustment that explicitly gave low paid workers larger 
relative increases than others (Erickson and lchino, 1995). Evidence of the impact of this 
policy is provided by comparing italy to other countries. There was rapid inflation from 
1975 to 1983 in Italy, averaging 10-20% per year, yet wage inequality fell sharply during 
this time, in contrast to virtually all other OECD countries (OECD, 1993). Moreover, 
through 1987, the Italian wage distribution did not widen, in contrast to the US and many 
other countries, even though supply and demand for skills in Italy changed in qualitatively 
similar ways to the American experience (Erickson and Ichino, 1995, p. 296). Again, a 
strong case can be made for asserting the impact of an institutional change on the wage 
distribution. Analysis of changes in the Italian wage structure after the end of indexation in 
1992 would provide further evidence on the importance of institutions and could thus be a 
very fruitful area for future research. 

6.2. Wage-setting institutions and the relative pay of  particular groups: women 

An implication of wage setting mechanisms that bring up the bottom of the wage distribu- 
tion is that they increase the relative wages of low skill workers. Further, if some workers 
are confined by employer or union exclusion or other factors to relatively low-paid sectors 
of the economy, coordinated wage bargaining systems that reduce intersectoral pay differ- 
ences will raise these workers' relative pay as well. This reasoning has special force for 
male-female differentials, since, in all countries, women have less labor market experience 
(an important dimension of skill) than men, on average, and tend to be located in lower 
paid industries and occupations (e.g., Blau et al., 1998). Thus, while research on the 
sources of the gender pay gap has traditionally focused on what might be termed 
"gender-specific" factors, particularly gender differences in human capital characteristics 
and differences in the treatment of otherwise equally qualified male and female workers 
(i.e., labor market discrimination), wage structure is an additional and possibly important 
determinant. Wage structure describes the array of prices set for various labor market 
skills (measured and unmeasured) and rents received for employment in particular sectors 
of the economy, a2 This in turn becomes a mechanism whereby labor market institutions 
can influence the gender pay gap, or indeed any demographic differential. 

Given the considerable variation in wage setting institutions across countries, it makes 
sense to search for this effect in the context of international comparisons, again noting that 
the position of the US at one extreme with highly decentralized wage-setting institutions 

27 Important work on trends over time in the black-white pay gap by Juhn et al. (199l) was the first to point to 
the importance of overall wage structure for the relative wages of demographic groups. 
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Table 3 
Gender wage ratios and female percentiles in the US and Sweden, 198& 

United States Sweden 

Female-male log wage ratio 
Unadjusted 66.9 82.2 
AdJusted b 82.7 90.9 

Mean female percentile in: 
Male log wage distribution 29.6 
Male residual distribution b 36.6 

29.9 
37.4 

a Source: Blau and Kahn (1996a). 
b Based on hourly earnings adjusted for education, actual experience and its 

square, major industry and occupation. 

makes for a natural reference point. And, indeed, in the mid-to late 1980s, Blau and Kahn 
(1996a) found that the gender pay gap was higher in the US than in most other OECD 
countries, although American women appeared to have the same or more labor market  
attachment, were more l ikely to work full-time, and were no more and frequently less 
segregated into traditionally female sectors than women other countries. 23 This apparent 
paradox was explained by the lower prices of  labor market  skills and rewards to employ-  
ment  in high-paying sectors in the other countries: if  the US had other countries'  prices of  
skills and returns to industry, occupation and union status, then the gender pay gap in the 
US would be as low or lower than that in any of  the other countries studied. In conjunction 
with the international evidence discussed above on the importance of  wage-setting institu- 
tions in influencing labor market  prices, Blau and Kahn ' s  (1996a) finding implies that, in 
addition to lowering pay differentials along other dimensions,  centralizing wage-sett ing 
institutions greatly lower the gender pay gap. 

Table 3 illustrates these findings for a comparison of  the US and Sweden. This compar-  
ison is of  particular interest because the US and Sweden represent cases at the extremes of  
an international ranking of both wage centralization and the female-to-male wage ratio, 
with the US having highly decentralized wage-sett ing and a high gender gap while the 
opposite is true for Sweden. The table shows that the gender ratio is 16 percentage points 
higher in Sweden than in the US, and it remains 9 percentage points higher after adjusting 
for gender differences in measured characteristics ~4 Insight into the role that wage setting 
institutions play in producing these large differences in the gender gap may be gained by 
looking at the percentile rankings of  women in each country 's  male wage distribution. 
Gender-specific factors - i.e., gender differences in qualifications and the extent of  labor 

a3 The other countries were Ausmdia, Austria, UK, Hungm'y, Italy, Norway, Sweden, Switzerland, and West 
Germany. 

24 For each country, the adjusted wage ratio is exp(Xf~f)[exp(Xf~m) where Xf is a vector of means of the 
explanatory variables for women, /3~,, and /3f are vectors of estimated coefficients from log wage regressions 
estimated for men and women separately. 
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market discrimination - will influence the placement of woman in the male wage distribu- 
tion, while wage structure will determine the size of the wage penalty associated with this 

location. 
Surprisingly, given the large differences in gender ratios shown in Table 3, the mean 

percentile of  women in the overall male wage distribution 2s and the residual male wage 
distribution 26 is virtually identical in the two countries. This suggests that the large differ- 
ence in the gender gaps between them is entirely due to the larger wage penalty placed on 
women's  lower position in the male wage distribution in the US than in Sweden. Fig. 2 
further illuminates the impact of  wage compression at the bottom of the distribution in 
producing this outcome. It presents the female cumulative distribution functions that result 
from placing women in male wage deciles on the basis of  male log wage cutoffs. While the 
US female cumulative distribution function is quite similar to that of  Sweden, a larger 
proportion of  women are in the lowest male wage decile in Sweden (29%) than in the US 
(20%). This suggests that women particularly benefit from formal or de facto wage floors 
in Sweden that lessen the wage penalty for those at the bottom. 

Other analyses of  women ' s  relative wages come to largely the same qualitative conclu- 
sion regarding the importance of  wage-setting institutions. First, in a 1989-1990 compar- 
ison of  Australia and Canada, Kidd and Shannon (1996) found that the Australian gender 
pay gap was considerably smaller than that in Canada (by about 0.14 log points). Austra- 
lia's more compressed wage structure explained 37-66% of this difference. The Australian 
institution of  nationally-binding wage awards issued by government tribunals as well as its 
higher level of  unionization are likely candidates for its lower wage dispersion. Second, 
Edin (1993) studied the effect of  Sweden's solidarity bargaining on the gender pay gap. 
During the key 1968-1974 period, when collective bargaining agreements were compres  
sing the wage distribution at the bottom, the gender pay gap in Sweden fell by 0.062 log 
points. Of this decline, 82% was due to the compression of  the wage structure, which 
raised the pay of low wage workers in general, including women. Finally, Hunt (1997) 
finds that the extension of western Germany's  relatively high union wages to eastern 
Germany with monetary union reduced the gender pay gap by roughly 10 percentage 
points. 

While changes or differences in union wage-setting arrangements have had an important 
impact on gender pay gaps, in several instances governments have intervened on behalf of 
women through anti-discrimination policy. It is likely that the nature of  wage-setting 
institutions can have an important influence on the impact of  anti-discrimination policies. 
Specifically, if there are mechanisms through which wages can be centrally altered, then a 
policy of reducing gender wage differentials can have a more immediate effect than when 
wage-setting is decentralized. This interaction between gender-specific policies of anti- 

25 For each country, this is obtained by assigning each woman a percentile ranking in that country' s male wage 
distribution and finding the female mean of these percentiles. 

26 For each country, this is obtained by assigning each woman a percentile ranking of her wage residual (from 
the male wage regression) in the distribution of male wage residuals (from the male wage regression) and finding 
the female mean of these percentiles. 
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Fig. 2. Cumulative distribution function, female wages relative to the male wage distribution. Source: Blau and 
Kalm (1996a). 

discrimination law and general wage-setting mechanisms may help explain the relative 
effectiveness of government attempts to reduce the gender pay gap in the US, the UK and 
Australia. 
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In the US, the Equal Pay Act of 1963 and the Civil Rights Act of 1964 outlawed pay, 
employment, layoff, and promotion discrimination on the basis of race, gender or national 
origin. Significantly, these laws predate those in other advanced countries. Enforcement 
was to be accomplished through individual or group lawsuits. An additional measure was 
an Executive Order implemented for women in the early 1970s which added the threat of 
loss of government contracts for firms that discriminated. There is some econometric 
evidence that, all else equal, government policy in the 1970s raised the female/male 
pay ratio (Beller, 1979); and discrimination as conventionally measured declined in the 
1970s and t980s as well (Blau and Beller, 1988; Blau and Kahn, 1997). Moreover, in some 
local or state government jurisdictions, authorities have mandated comparable worth - 
equal pay for work of equal value - for government workers, with some positive earnings 
effects on disproportionately female public sector jobs (Killingsworth, 1990). Yet it was 
not until the 1980s that the gender pay gap in the US fell. It is of course possible that the 
removal of discriminatory barriers in higher education, as well as the anti-discrimination 
legislation generally, indirectly encouraged women to accumulate higher levels of training 
and other human capital and ultimately contributed to the falling gender gap in the 1980s 
(Blau and Kahn, 1997; O'Neill and Polachek, 1993). Yet, perhaps because of the indivi- 
dualistic nature of the enforcement of the law, the immediate wage effects of the US 
legislation appear small. This contrasts with the implementation of anti-discrimination 
policies in Australia and the UK where the more highly centralized wage setting institu- 
tions in these countries appear to have resulted in much larger immediate effects. 

The Australian laws mandating equal pay for equal work and equal pay for work of 
equal value were implemented during the 1969-1975 period. The latter essentially 
involved implementing a policy of comparable worth on a nation-wide basis. The enfor- 
cement mechanism was Australia's system of government tribunal awards which set 
occupational pay rates estimated to cover about 90% of workers (Gregoly and Daly, 
1991). And the female-male pay ratio rose from 65% in 1969 to 85% in t975, an extremely 
rapid and large increase, likely caused by the new legislation and its enforcement through 
tribunals (Blau and Kahn, 1995; Gregory and Daly, 1991). In the UK, equal pay legislation 
was implemented during the 1970--1975 period. It was initially enforced through collec- 
tive bargaining agreements which removed differentiated male and female rates and, 
significantly, required that in workplaces with collective bargaining, women could not 
be paid less than the lowest male wage rate (OECD, 1988; Zabalza and Tzannatos, 1985). 
The interaction between collective bargaining and the equal pay law helped to sharply 
raise the female-male pay ratio during the 1969-1977 period by about 0.11 log points 
(Dolton et al., 1996). In Section 7.1 we consider possible employment effects of such 
dramatic alterations in relative wages, 

6.3. Wage-setting institutions and the relative pay of particular groups: minimum wage 
laws 

A final institution that directly affects the wage distribution is mandated minimum wage 
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coverage. Such legislation clearly impacts the bottom of the wage distribution and there- 
fore has a disproportionate effect on low-wage workers, including youth and women. 
Much evidence on the impact of minimum wages looks for spikes in the wage distribution 
around the legal required minimum. For example, Card and Krueger (1995) find, for US 
teenagers in 1989 when the Federal minimum wage was $3.35/h, there was a spike at 
$3.35 that was the largest mass point in the teenage wage histogram; by 1991 when the 
minimum had risen to $4.25/h, there was again a spike in the teenage wage distribution at 
the new minimum wage which was higher than any other spike in the histogram. This 
evidence provides a prima facie case for an effect of minimum wages on the teenage wage 
distribution. Further, using a full-distributional simulation technique, DiNardo et al. 
(1996) attributed 30-70% of the 1979-1988 widening in the 50-10 log wage gap in the 
US to falling real minimum wages, and Blau and Kahn (1997) concluded that falling real 
minimum wages over this period retarded the progress of low-skill women's wages rela-~ 
five to low-skill men's. 

Similar findings are obtained in studies analyzing the impact of minimum wages in 
other countries. A study by Machin and Manning (1994) of the impact of wage councils in 
UK for the 1979-1990 period found that, when minimum wages were raised, the distribu- 
tion of pay for affected workers became more compressed. Similarly, Katz et al. (1995) 
concluded that rising French minimum wages in the 1980s were an important reason why 
France's wage distribution was stable in the face of demand shifts which were similar to 
those in other countries where wage inequality widened. 

Other evidence that minimum wages have had an impact on the wage distribution in 
several OECD countries is presented in Dolado et al. (1996). For example, they show that, 
in France, regional wage dispersion fell dramatically when the national minimum wage 
was raised sharply in the 1980s. In the Netherlands, between 1981 and 1983, official youth 
subminimum wages were substantially lowered: for example, the minimum for 20 year 
olds fell from 77.5% of adult minimum to 61.5%, and for 16 year olds, the fraction fell 
from 47.5% to 34.5%. As a consequence, while average nominal wages rose 9% from 
1980 to 1984 for those aged 23 and over who were not affected by these changes, they fell 
for those less than 23 years old (Dolado et al., 1996, p. 345). 

In general, the impact of minimum wage mandates on wage distributions has not been 
the subject of much controversy. Most economists believe that a mininmm wage that is 
binding will bring up the bottom of the wage distribution. Considerably more controversy 
has surrounded the issue Of the employment effects of increases in the minimum wage. We 
consider evidence on that issue in Section 7. I. 

7. Responses to labor market  institutions 

In the previous sections we summarized evidence suggesting that wage-setting institutions 
have important effects on the distribution of earnings. While wage inequality is an extre- 
mely important economic outcome, it is also important to ascertain whether there are any 
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employment effects of such institutions, as these may be a downside of such interventions. 
A recurring theme in research studying the employment effect of wage-setting institutions 
and employment protection measures is that other labor market responses tend to mitigate 
what might otherwise be even more serious employment consequences of these policies. 
Some of these responses were in fact designed by governments in order to avoid more 
negative effects of such institutions. Such policies include direct industrial subsidies, 
short-time compensation, fixed duration employment contracts, public employment, 
active labor market polices, and youth subminimum and training wages. An additional 
complicating factor is that there are likely to be both wage effects and direct employment 
effects of laws and institutions apart from those concerned with wage determination, 
particularly employment protection measures, industrial subsidies, unemployment insuro 
ance (UI), and active labor market policies. Finally, a serious difficulty in detecting the 
effects of any individual policy is that in many cases various policies move together, 
forming an overall package of intervention, or, in the cases of New Zealand and the 
UK, of deregulation. For example, in several countries, unemployment benefit levels 
are directly tied to the minimum wage (Dolado et al., 1996). It is important to bear this 
difficulty in mind as we consider specific policies below. 

Z 1. Employmen t  and wage-set t ing institutions 

Earlier, we surveyed some of the relatively fragile evidence on the impact of bargaining 
centralization on macroeconomic performance. While it may be difficult to say just what 
the macroeconomic impact of a particular bargaining regime is, larger data bases have 
been used more successfully to conduct more precise tests of the micro-level employment 
effects of wage setting institutions. Specifically, several studies have examined the impact 
of union pay policies, which affect relative wages, on relative employment levels. Such a 
research design has the advantage of differencing out common macroeconomic factors that 
might otherwise influence employment. Yet, if recessions or recoveries affect different 
groups differently, then even this strategy may not be sufficient to identify the effect of 
wage-setting institutions on relative employment. What is ultimately needed is sufficient 
time series variation to examine how particular groups fare, controlling for macroeco- 
nomic conditions. 

The employment effects of several kinds of direct intervention in the wage-setting 
process have been examined. Some studies compare the employment outcomes for parti- 
cular groups across countries and infer the effects of differences in institutional arrange- 
ments. Others examine the impact of specific policy interventions. These include changes 
in union wage-setting priorities as in Scandinavia, government intervention reducing 
union power as in the UK and New Zealand, and government directives to raise women' s 
relative pay or to increase minimum wages in general. For these policy interventions, we 
observe changes in wage-setting regimes that are expected to affect relative wages and 
therefore possibly relative employment levels. 

Overall, the evidence on the impact of wage setting institutions on employment is 
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considerably more mixed than the clear evidence indicating that institutions can affect the 
wage structure. Several papers find evidence consistent with negative employment effects 
of unions, but not all do. Further, the employment effects of the other types of government 
intervention in pay-setting appear to be either non-existent or very small in absolute value 
if negative, and sometimes even positive. We now discuss this evidence, beginning with 
the effects of collective bargaining and proceeding next to gender pay policies and mini- 
mum wages. 

7.1.1. Employment effects of collective bargaining institutions 
Some evidence consistent with adverse relative employment effects of compressed wage 
structures is provided by Blau and Kahn (1999). They compared the relative employment- 
to-population rates of skill groups (defined on the basis of age and education) for men 
during the mid-to late 1980s in several countries. In countries such as West Germany, 
Austria and Norway with very compressed wage structures, low skill workers had lower 
employment rates relative to those with middle levels of skill than in the US or the UK, 
suggesting negative relative employment effects of union pay compression. Similarly, 
Hunt (1997) finds that the reduction in the gender pay gap in eastern Germany which 
occun'ed after monetary union, likely caused by the imposition of western Germany' s high 
union wages, resulted in relative employment declines for east German women due to 
layoffs. 

But several studies of changes in wage distributions and employment do not support 
such findings. Specifically, a comparison of Canada, France and the US by Card et al. 
(1995) which focused on changes over time did not find evidence of a negative relation- 
ship between administered wages and employment. Their premise was that each of these 
countries was faced with similar shifts in demand toward more skilled labor; however, 
higher rates of collective bargaining coverage and more rigid wage-setting regimes in 
Canada and especially in France were expected to keep relative wages more stable in these 
countries than in the US. With downward sloping demand curves, more severe employ- 
ment problems for the low skilled should have resulted in France relative to both of the 
other countries and in Canada relative to the US. The authors find that the relative wages of 
more highly skilled workers (again defined by age and education) increased over the 1980s 
in the US and Canada, with a slightly weaker relationship between skill level and wage 
gains for Canada, while the highly skilled in France stayed in the same relative position. 
These changes in relative wages across the three countries are consistent with expectations 
based on their wage setting institutions. However, relative employment-to-population 
ratios by skill group behaved similarly in each country, suggesting that the wage-setting 
institutions in France and Canada that led to more rigid relative wages than those in the US 
did not have the expected adverse relative employment effects during the 1980s. 

Krueger and Pischke (1997) performed a similar comparison of the US and Germany 
over the 1979-1991 period and also concluded that wage rigidity in Germany did not 
appear to lead to relative disemployment for the low skilled. The low skilled did better 
with respect to relative wages and relative employment over the period in Germany than in 
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the US. Similarly, Blau and Kahn (1999) found that, among youth (aged 18-29), the less 
skilled in Gel'many had more favorable relative wage and employment levels and changes 
during the 1984-1991 period than those in the US, although as discussed in Section 7.3, a 
greater reliance on public sector employment in Germany could help to explain such a 
pattern. 

The findings of the Blau and Kahn (1996b) on the one hand showing a negative relation- 
ship between administered wage compression and relative employment and the time- 
series evidence against such a pattern shown in Card et al. (1995), Blau and Kahn 
(1999), and Krueger and Pischke (1997) are not necessarily inconsistent. The former 
studied cross-sectional averages, while the latter three were primarily concerned with 
changes over the 1980s. 27 However, two studies of the employment effects of abrupt 
changes in union wage-setting policies within Sweden and Norway also find evidence 
of adverse employment effects, lending further support to the notion of a negative employ~ 
ment effect. First, Edin and Topel (1997) found strong allocative effects of Sweden's 
solidarity wage policy of the late 1960s and early 1970s. Specifically, relative wages in 
low paying industries were sharply raised dnring this time, and increases in out-migration 
from areas where these industries were located as well as decreases in relative employment 
in these industries were observed. Further, this relationship was strongest during the period 
of most intense wage compression as compared to later periods, providing some further 
evidence that there were negative relative employment effects of this wage policy. Recall 
from our discussion of Bulow and Summers (1986) in Section 3, however, that depending 
on how one views the allocation of labor before the wage compression, these relative 
employment reductions could be welfare enhancing. 

Second, Kahn's (1998a) examination of the impact of Norway's wage compression 
during the 1987-1991 period indicated that less educated workers, whose relative 
wages were sharply raised, suffered relative employment declines during these years. It 
is possible that these relative employment changes were due to the recession which 
occurred at that time, rather than to the wage policy. However, during an earlier recession 
period in which bargaining had become less centralized (1980-1983), the relative wages 
of less educated workers declined and their relative employment levels actually increased 
among men, while remaining constant among women. Again, the "differences in differ-- 

2~ Blan and Kahn (1999) did find that relative wage and enlployment levels were both higher for German than 
for US less educated youth in 1984 and in 1991, while Blau and Kahn (1996b) showed that low skilled employ 
merit to population ratios were relatively lower among men in general in Germany in the 1980s than in the US. 
Part of the explanation for this discrepancy may lie in the fact that low skill German youth were much more likely 
to work for the public sector than their American counterparts. Nickell (1997) shows that relative spending on 
active labor market policies in Germany during the 1989-1994 was about 8 times as high in Germany as in the US 
(this was defined as spending per unemployed person as a percentage of GDP per member of the labor force). To 
the extent that such policies are disproportionately directed at youth and provide public sector .jobs, they may help 
to account for the relative success of German youth. Finally, as pointed out by Nickell and Bell (1996a), less 
educated German youth have greater cognitive skills than those in tile US, a difference that could also explain the 
ouleomes for wages and employment. 
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ences" framework provides some support for the notion that there are negative employ- 
ment effects of union wage policies. % 

Two cases in which the government passed laws which were apparently designed to 
reduce union power, the UK in the 1980s and New Zealand in 1991, enable us to examine 
the impact on employment of reductions in the extent of collective bargaining. These 
results, however, are considerably less clear-cut than those for Sweden and Norway in 
which union policies increased wage compression. 

In the UK, the Thatcher reforms constituted a many-faceted program designed to move 
the economy toward a laissez-faire ideal (Blanchflower and Freeman, 1993), including a 
variety of policy interventions such as abolishing closed shops and limiting union pick- 
eting, as well as reducing the generosity of the welfare state by lowering the UI replacer. 
merit ratio, and abolishing wages councils. The Thatcher programs appear to have had a 
strong negative effect on union coverage in the UK (Freeman and Pelletier, 1990). And the 
responsiveness of wages and employment at the micro-level to demand changes did 
increase as a result of this package. However, these developments were not successful 
in lowering unemployment generally or in raising transitions out of unemployment 
(Blanchflower and Freeman, 1993). Union relative wage effects remained at about 10%, 
a relatively high level by international standards (see above), implying that insider power 
was still a force to contend with (Blanchflower, 1996). 

In contrast to the UK experience, the New Zealand Employment Contracts Act of 1991, 
which also substantially reduced union power, appears to have had some positive employ- 
ment effects. Specifically, this legislation outlawed compulsory unionism and abolished 
national wage awards. Since the new legislation was implemented at different rates across 
different industries due to different contract expiration dates, one can estimate its effect by 
using the industries that had not yet implemented the changes as a control group. Using 
this research design, Maloney (1994) found that the law sharply reduced union coverage 
and raised employment. However, relative wages were unaffected, implying that fringe 
benefits or work rules changes were the mechanism for increased employment. 

The findings for the UK and New Zealand leave us with some puzzles. In both countries, 
government reforms appear to have reduced union density without affecting union relative 
wages. Yet in New Zealand, there were positive employment effects of such policies, 
while in the UK there did not appear to be any employment effects. Progress in resolving 
this contradiction might be made if we were able to learn more about firms' responses to 
the new legal environment, including impacts on fringe benefits and work rules, as well as 
the entry of new non-union businesses. 

7.1.2. Employment  effects o f  gender pay policies 
As we gave seen, some types of government policy to address gender discrimination take 
the form of direct government intervention in the wage-setting process which may have 

28 Tile fact that the 1980-1983 recession was weaker than the 1987 1991 slump could have contributed to the 
worse employment outcome for less educated workers in the latter period. 



Ch. 25: Institutions and Laws in the Labor Market 1439 

effects on relative employment. Of particular relevance is comparable worth where the 
government mandates that employers compensate workers equally for work of equal value 
to the enterprise regardless of occupation. This policy is currently in effect nation-wide in 
Australia, in Ontario Province (Canada) for virtually all employers and in about 20 states 
in the US for certain public sector employees. It recognizes that men and women are to a 
considerable degree segregated in different jobs and that a simple policy of equal pay for 
equal work will leave a substantial portion of the gender gap in pay untouched. 29 As we 
saw in Section 6.2, this policy appears to have been quite successful in raising the relative 
pay of women in a fairly short period of time through a realignment of pay in predomi- 
nantly male and female jobs. However, by increasing wages of occupations in which 
women are disproportionately employed, this policy runs the risk of lowering women's 
relative employment levels, at least assuming downward sloping labor demand curves. 3° 

Economists have studied the employment effects of these comparable worth interven- 
tions in the cases of Australia and for government employees in San Jose (California), 
Minnesota and Washington State. In each case, comparable worth had a noticeably posi- 
tive effect on women's relative wages, particularly in Australia (Gregory and Duncan, 
1981; O'Neill et al., 1989; Killingsworth, 1990). And in several cases, the implementation 
of comparable worth came at a time of rising relative female employment, which contin~- 
ued to rise even after women's relative wages were increased. However, when each of 
these analyses controlled for the overall growth of women's employment, it was found that 
women's relative employment grew more slowly than it otherwise would have, although 
the effects are not large. One interpretation of these results is that the negative employment 
effects were not sizable enough to outweigh growing female labor market attachment or, in 
the cases of public employees in the US, to cause layoffs of female government workers. 

In contrast to the research on comparable worth, which finds some evidence, albeit 
modest, of employment losses in response to administered wages, Manning's (1996) study 
of the impact of the UK's Equal Pay Act of 1970 aud Sex Discrimination Act of 1975 
shows no employment losses for women, despite their large gains in relative wages. 
Manning (1996) finds that during this time, wage changes and employment levels by 
industry were strongly positively related for women, but less so for men, a pattern he 
interprets as being consistent with the notion that women face more monopsony power 
than men do. And the positive relationship became slightly less so after 1971, implying 
that monopsony power fell after the passage of the Equal Pay Act of 1970. Manning's 
(1996) results provide an explanation for why female relative employment did not decline 
in the face of large exogenous increases in their relative pay. As we shall see below, some 
results for the impact of minimum wage laws in the US follow a similar pattern, again 
suggesting monopsony elements in the labor market. 

~') For fnrther discussion of the issues in implementing comparable worth, see Gregory and Daly (1991), 
g'Allingsworth (1990) or Gunderson and Robb (1991). 

3o Below we discuss an alternative view of employment responses to mandated wage increases in the presence 
of employer monopsony (Manning, t996). 
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Differential monopsony power facing men and women could explain the existence of 
gender discrimination (Madden, 1973), as well as Manning ' s  (1996) results of different 
wage-employment relationships for men and women. Although women 's  labor supply is 
in general more elastic to the economy than men ' s  (implying that men might face more 
monopsonistic exploitation), Manning (1996) argues that women's  supply of labor to 
individual employers may be less elastic because women are for family-related reasons 
likely to be less mobile. While this appears plausible, this factor may or may not outweigh 

women 's  greater overall wage elasticity of labor supply. 
Findings from studies of quitting in the United States do not support the idea that men '  s 

labor supply at the firm level is more sensitive to wages than women's .  For example, 
calculations based on results presented in Viscusi (1980) and Blau and Kahn (1981) on 
quit behavior of men and women in the 1970s indicate that the derivative of the probability 
of quitting with respect to the log of pay is more negative for women than men, in contrast 
to the monopsony story. And results in both papers suggest that the elasticity of quitting 
with respect to the wage was similar for men and women. Further, Light and Ureta (1992) 
found for a later period that even the wage elasticity (as well as the derivative) of the 
quitting hazard was more negative for women than for men. 31 These studies indicate that 
we must look elsewhere for explanations of gender discrimination as well for the differ- 
ences in the wage-employment relationship by gender that Manning (1996) found. Of 
course, Manning ' s  basic finding that women's  employment did not suffer despite the 

massive increase in their relative wages remains consistent with the idea that women 
face monopsony power. 

7.1.3. Employmen t  effects o f  min imum wages  

Minimum wage interventions are a final type of wage-setting device that has been much 
studied in the US and increasingly in other countries. Generally, the minimum wage is too 
low to affect major portions of the labor market, although specific subgroups such as 
teenagers may be more directly affected than workers in general by legislated min imum 

wage increases. Most of the research on the impact of minimum wages finds little evidence 
of negative employment effects, and when these have been found, they are generally too 
small to have an important effect on the labor market. 32 

3~ Meitzen (1986) atso analyzed US data on male and femate quitting. However, he included severat measures 
of pay (e.g., starting wages, top pay level in the job, market wages) and men's and women's relative respon- 
siveness differed by type of pay variable; thus his results do not allow one to determine which group's labor 
supply is more sensitive to wages overall. 

32 An exception is Castillo-Freeman and Freeman's (1992) study of the US decision to bring minimum wage 
coverage to Puerto Rico starting in 1974. By 1988, about 28% of workers in Puerto Rico were paid within 5 cents 
of the US minimum wage of $3.35/h; on the mainland, roughly 25°7o of teenagers were paid within 5 cents of the 
minimmn at this time (Card and Krueger, 1995). And in 1987, the US minimum wage was about 63% of the 
average manufacturing wage in Puerto Rico but only 34% on the mainland. Thus, the high minimum in Puerto 
Rico had the potential to greatly disrupt its labor market. Castillo-Freeman and Freeman (1992) in fact find large 
disemployment effects, but Krueger (1995) finds that this result is very sensitive to econometric issues such as 
weighting. 
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Early research in a time-series framework for the US, based on minimum wage changes 
in the 1960s and 1970s, found that, for teenagers, a 10% increase in the minimum wage led 
to a 1-3% fall in teenage employment. However, this research has been criticized on the 
grounds that the measure of minimum wage changes was itself negatively confounded 
with overall demand changes, since it included average wages in the denominator. This 
could have induced a negative estimated employment effect even if in fact minimum 
wages had no impact on employment (Card et al., 1994; Card and Krueger, 1995). 
More recent research looks for appropriate control groups against which to compare the 
employment changes of teenagers or other low wage workers who are most likely to be 
affected by minimum wage increases. Much of this work finds either no effect or in some 
cases a positive effect on employment of increasing the minimum wage (Card and Krue- 
ger, 1995). Some recent research on the US minimum wage continues to find negative 
effects, including Neumark and Wascher (1992) and Deere et al. (1995), although only the 
latter study reports a large disemployment effect. Specifically, Deere et al. (1995) find that 
after the 1990 and 1991 minimum wage increases in the US, youth employment fell 
sharply relative to adults. However, such an outcome could also have been explained 
by the recession of the early 1990s having a disproportionate negative effect on youth. 
The finding of a positive effect on employment of increasing the minimum wage has been 
interpreted as possible evidence of employer monopsony, as have Manning's (1996) 
findings for the UK sex discrimination policies described above. Of course, a zero effect 
on employment is also consistent with employer monopsony, but not with the ordinary 
competitive demand model. 

Minimum wage research on other countries has found evidence of negative effects in 
some cases, with little reported impact in other instances. For example, Abowd et al. 
(1999) found that French minimum wage increases in the 1980s lowered the employment 
of workers at the minimum relative to a control group just above the minimum. The effects 
on workers at the minimum were large, but since they comprised a small portion of the 
labor force, the total effects on employment were small. However, an alternative analysis 
of France during the 1967-1985 period in which minimum wages were substantially raised 
finds that employment growth was actually higher in regions most affected by minimum 
wage increases (Dolado et al., 1996). While such a finding could have been caused by the 
relocation of businesses to low wage regions (a long run adjustment that could occur even 
if minimum wage increases affected these regions disproportionately), it does not suggest 
a negative employment impact of raising the minimum wage. 

Some evidence compatible with negative employment effects of the minimum wage 
comes from the Netherlands where, from 1981 to 1983, youth subminimum wages were 
sharply lowered. Dolado et al. (l 996) do find that relative to youth employment changes in 
the economy overall, youth relative employment generally rose in low paying occupations, 
the ones most likely to be affected by minimum wage changes. However, as the authors 
note, with the aggregate-level data used, it is not clear whether such differences were 
statistically significant. In addition, if changes in the Netherlands' minimum wages had an 
effect on youth employment, it must be the case that employers were taking advantage of 
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the youth subminimum. Yet previous work on the US and the UK finds that employers do 
not seem to use the subminima in those countries (Katz and Krueger, 1992; Machin and 
Manning, 1994). If employers in the Netherlands also in general did not utilize the youth 
subminimum, then the findings reported in Dolado et al. (1996) must have been caused by 
some factor(s) other than the change in the minimum wage law. 

Evidence consistent with a negative effect of the minimum wage was also found for 
Spain which sharply raised the minimum wage for youth 16 years and under in 1990. 
Dolado et al. (1996) find that this policy led to a substitution of adults for youths but, 
paradoxically, also to increasing total employment. Mixed evidence is available for 
Canada based on the traditional time series approach. Summarizing Canadian research, 
Card and Krueger (1995) report that while negative effects on teenage employment were 
obtained for the 1956-1975 period, the effects were statistically insignificant for 1976- 
1988, with a negative point estimate for males and a positive one for females. Finally, 
Machin and Manning's (1994) findings on the impact of wages councils on employment in 
the UK are consistent with the recent US findings of zero or even positive employment 
effects of minimum wage increases. 

7.1.4. Summary 
The evidence on the impact of wage-setting institutions on employment is mixed. On the 
one hand, there is some evidence which is consistent with adverse relative employment 
effects of compressed wage structures due to union wage setting, although not all studies 
obtain this result. In contrast, comparable worth and minimum wages do not appear to 
have dramatic disemployment effects. On its face, this collection of evidence is more 
consistent with the monopsony model under which employment may increase, decrease 
or remain unchanged in the face of a wage increase, than with the traditional competitive 
model. Of course it may be easier to uphold a theory in which any outcome is possible 
(monopsony) than a theory that has only one prediction for the direction of employment 
effects. Recent approaches to such models which emphasize that an upward sloping labor 
supply schedule may characterize any firm that must expend resources in order to recruit 
labor are likely to be more palatable to many economists than the old view which required 
the implausible assumption of a labor market controlled by one employer. Nonetheless, at 
present the jury is still out as to whether in detail this set of results fits the monopsony 
model, i.e., do the cases in which higher relative wages are associated with decreases or 
increases in relative employment form a coherent pattern? How do we reconcile the broad 
findings of employment effects for union wage compression, particularly the before and 
after evidence for Sweden and Norway, with the instances where unions were not found to 
lower employment and with mixed findings for comparable worth and minimum wages? 
Even taking the latter two separately, there are some puzzles. Many minimum wage 
increases are relatively small, plausibly falling in the region where, under monopsony, 
relative employment would rise, or at least fail to decrease. However, comparable worth 
and other interventions described above in instances raised gender wage ratios substan- 
tially over a short period of time. Might we in these cases expect firmer evidence of 
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negative relative employment effects even under monopsony? Finally, it cannot at this 
point be ruled out that statistical problems, such as endogeneity of institutional interven- 
tion or overly short time series, will in the end explain the failure to uncover negative 
employment responses in some cases. 

7.2. Labor market flexibility and employment responses 

In exploring possible reasons for persistently high European unemployment, many econ- 
omists have focused on the issue of labor market flexibility, the openness of the labor 
market to adjustments in the face of shifting supply and demand, it has been hypothesized 
that, in Europe, rigid institutions governing wage-setting and the allocation of labor 
prevented adjustment to the demand shocks of the 1970s and early 1980s (Siebert, 
1997). And, forces of hysteresis - in which initial increases in unemployment become 
self-reinforcing - served to keep unemployment high even after the initial shock had 
passed. 33 An example of a mechanism which has been proposed as causing hysteresis is 
a deterioration of workers' skills as the duration of unemployment increases; this lowers 
their probability of leaving unemployment. Or, as another example, it is claimed that, at a 
given unemployment rate, unions will be more aggressive the higher unemployment was 
in the previous period, since insiders' jobs are less threatened with falling than with rising 
unemployment. Thus, in principle, union wage bargaining slows down the fall in unem- 
ployment during a recovery (Layard et al., 1991). 

The issue of flexibility took center stage in the OECD's (1994b) analysis of the 
European employment problem. Among other recommendations, the OECD advocated 
a program of increased flexibility in work time, making wages more responsive to local 
labor market conditions, reducing the intrusiveness of employment security provisions, 
and reforming UI systems to reduce long-term unemployment. Implicit in these recom- 
mendations was the assumption that lack of flexibility was inhibiting the growth of 
employment in Europe. We now consider evidence on the employment impact of differ~ 
ences and changes in the various dimensions of labor market flexibility, in an attempt to 
determine whether the OECD's concerns were well-founded. Particular aspects of 
European labor markets that have been hypothesized to create higher unemployment 
include employment security measures, UI systems, payroll taxes, and industrial subsidies. 

One of the most contentious issues concerning high European unemployment is the 
degree of mandated job protection, usually given in the form of required advance notice of 
layoffs, generous severance pay, or required negotiations with unions or works councils 
over downsizing. As discussed in Section 4, the effect of such restrictions on average 
employment is theoretically ambiguous, although they are expected to slow the adjustment 
of employment to both positive and negative demand shocks. The limited empirical 
evidence on this question does suggest that these restrictions may have some negative 
effects on average employment, although not all analyses obtain this result. 

33 See, for example, Blmtk and Freeman (1994), Blanchard and Summers (1986), or Layard et al. (1991 L 
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First, Lazear (1990) used a cross-section time-series approach to study this issue, 
analyzing data on 22 countries between 1956 and 1984. In a model without country effects, 
he finds that more generous mandated severance pay lowers the employment-to-popula- 
tion ratio, the labor force participation rate, and weeny  hours per worker, with ambiguous 
effects on unemployment rates. Much of this pattern is due to between country effects, but 
when country dummies are added to the model, the effect of severance pay on the employ- 
ment-to-population ratios remains negative, although it is no longer significantly different 
from zero; the effect on hours per worker remains significantly negative. The results when 
country dummies are included are especially important because they cannot be due to 
permanent country effects. Lazear's findings appear to indicate that more generous 
mandated severance pay reduces new hiring and transforms what would have been full- 
time jobs into part-time jobs, presumably because the mandate does not apply to part-time 
workers. 

Second, in a reanalysis of Lazear's (1990) data with what the authors claim are correc- 
tions of some erroneous data series, Addison and Grosso (1996) confirm the negative 
effects of severance pay on the employment-to-population ratio and the labor force parti- 
cipation rate; however, they find that more generous severance pay raises weekly hours. 
These findings are not affected by the inclusion of country dummy variables. While 
Addison and Grosso (1996) find a significantly positive effect on unemployment as 
well, it is not robust to the inclusion of country dummies. The positive hours effects 
may indicate that employers treat mandated severance pay as a fixed cost of employment, 
although the comparison with Lazear (1990) indicates that estimates of the effect of 
severance pay on hours per worker are somewhat fragile. Finally, Addison and Grosso 
(1996) find that stricter notice requirements raise employment, labor force participation 
and hours, and lower unemployment, even in fixed effects models. In contrast, Lazear 
(1990) only reported results for required notice without controlling for country dummies 
and found adverse effects on employment, hours, and labor force participation. 

A cross-country study by Nickell (1997) also finds little association between employ- 
ment protection and overall unemployment, but suggests that the long-run effects of such 
policies may be more adverse than the short-run effects. He examined the impact of 
employment protection on average unemployment over the 1983-1988 and 1989-1994 
periods. His measure of employment protection was a ranking of the degree of intrusive- 
ness of government policy, with the US having the least protection and Italy the most 
among the 20 countries studied. While Nickell was not able to control for country fixed 
effects, he did include controls for UI system characteristics, union bargaining coverage 
and coordination, extent of active labor market policies, and the change in inflation. He 
found that employment protection had small and statistically insignificant effects on over- 
all unemployment. Interestingly, however, he obtained large positive and nearly signifi- 
cant effects on long term unemployment and large nearly significant negative effects on 
short term unemployment. This contrast between the effect of employment protection on 
long-term and short-term unemployment is revealing, since the long telra effect probably 
reflects reduced new hiring, while the short term impact is probably due to the increased 
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protection afforded insiders. These two impacts roughly canceled, leading to no associa- 
tion between the overall unemployment rate and employment protection. An interesting 
extension of this approach would be to examine the effects of  notice and severance pay 
separately on long term and short term unemployment; such an exercise could shed light 
on Addison and Grosso's (1996) contradictory findings for the impact of notice and 
severance pay on overall employment. 34 

Further evidence on the effects of  mandated employment protection comes from varia- 
tion across states in the US in the degree of employment protection. This source of 
variability has been found very useful in studies of other labor market policies, including 
minimum wages, unemployment insurance, and laws regulating collective bargaining 
since some states can serve as controls for others. And, as Ehrenberg (1994) points out, 
this may be a particularly fruitful research strategy for detecting the impact of labor market 
interventions since there may be fewer unmeasured differences across states in the US than 
across certain countries in the OECD. 

Between 1980 and 1989, the number of states in the US in which employees had the 
right to sue their employer for wrongful discharge increased from 13 to 45. Dertouzos and 
Karoly (1993) exploit this variation to estimate the impact of  the legal environment on 
employment. Using a state fixed effects approach and instrumenting for the enactment of 
such job protection, the authors find that limiting employers '  right to unilaterally fire 
workers reduces state employment levels by a statistically significant 1-3%, all else 
equal. This may not indicate a fall of 1-3% in work hours. Since such protection consti- 
tutes a fixed costs of employment, we expect hours per worker to increase, perhaps 
oft'setting some of  the employment declines. Unfortunately, the authors do not examine 
this issue. The Dertouzos and Karoly study is especially noteworthy because it is the only 
one that even attempts to take into account the endogeneity of the enactment of employ- 
ment protections. There may be a negative bias built into single equation estimates of tile 
impact of such legislation on employment in that the public is likely to be most interested 
in enacting job protection when many people are losing their jobs. On the other hand, it is 
possible that the extension to employees of  the right to sue for wrongful discharge 
occurred at the same time states enacted other regulations that lowered employment, 
thus inflating the coefficient on employment protection in Dertouzos and Karoly's esti- 
mates. 

In summary, research examining the impact of employment protection has found some 
support for the idea that more generous mandated severance pay (or wrongful terminatio~ 
penalties in the case of the US) lowers overall employment. But the effects on unemploy- 
ment rates are considerably more mixed, and high European unemployment is the major 

~4 Nickell (1997) also found a negative, significant association between employment protection and the overall 
employment to population ratio. However, he argued that this was due to the fact that employment protection was 
strong in countries such as Spain and Italy, where women's labor force participation rates are relatively low. 
Consistent with this reasoning and with his overall unemployment results, he found that the male employment to 
population ratio for those age 25-54 was not significantly related to the strength of employment protection 
policies. 
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labor market feature that groups like the OECD have been attempting to explain. Further, 
it is possible that any positive effects of the generosity of mandated severance pay on 
unemployment rates estimated in cross-sectional data are biased upward by reverse causa- 
tion: higher unemployment could lead to demands for more generous severance pay; as the 
position of insiders becomes more threatened, they have a greater interest in policies to 
protect themselves (Saint-Paul, 1996). Nickell's (1997) finding of a positive effect of 
employment protection on long-term unemployment that roughly cancels out its negative 
effect on short term unemployment can perhaps, in an accounting sense, explain the 
finding of a lack of effect on the overall unemployment rate. Further, his findings that 
protection reduces overall employment but not male employment suggests a difference 
between the estimates of the effects of employment protection on employment and on 
unemployment. This contrast deserves further study, with labor force participation being 
the center of attention. 

Taken together this evidence suggests that employment protection is indeed a possible 
contender for explaining low European employment-to-population ratios, although results 
for overall unemployment are not found to be strong. The provisions of unemployment 
insurance systems are another area where there are significant differences between Europe 
and the US. Specifically, European UI systems traditionally had higher replacement rates 
and much longer potential durations than those of the US. There is abundant evidence from 
US studies that more generous UI benefits lengthen unemployment duration (see, e.g~, 
Ehrenberg and Smith, 1997); and long-term unemployment is much more prevalent in 
Europe than in the US (Burtless, 1987; Nickell, 1997). 35 Additional evidence suggesting 
that Europe's UI systems may contribute to their unemployment problems comes from 
cross-country studies. Addison and Grosso (1996) find that, other things equal, longer 
mandated UI benefit duration significantly raises a country's unemployment rate, while 
having significantly negative effects on employment and labor force participation rates. 
And Nickell (1997) also finds some cross-sectional evidence that UI system generosity 
contributes to unemployment. Tbe UI replacement rate had positive effects on total, short- 
term and long-term unemployment; and the effects for total and short-term unemployment 
were statistically significant. The maximum UI benefit duration also had positive effects, 
but only one, the impact on long-term unemployment, was statistically significant. 

These results therefore imply at least some role for UI benefits in explaining Europe's 
relatively high unemployment rates. However, some qualifications are in order. As was the 
case for mandated proteetion, the generosity of UI systems can also respond to actual 
unemployment, implying reverse causality. For example, in the early 1990s, the US 
mandated increased UI benefit duration in response to the relatively high unemployment 
rates at the time (Social Security Administration, 1991). Moreover, before 1973, the US 
had far less generous UI than other OECD countries, as well as less prevalent collective 
bargaining, and less intrusive employment protection, and yet it had a relatively high 
unemployment rate. Thus, both the more flexible labor market institutions in the US 

35 However, Burtless (1987) points out that parameter estimates from such research are too small to ~hlly 
explain the longer European unemployment duration in comparison with that in the US. 
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and the more rigid institutions of the other OECD countries have at times been compatible 
with lower unemployment rates. If the more regulated labor markets of the European 
countries are responsible for their currently more severe employment problems, it is likely 
that this is because, as we suggested at the outset of this section, they prevented adjustment 
to the significant demand shocks of the 1970s and early 1980s, with forces of hysteresis 
working to keep unemployment high even after the initial shocks had subsided. 

Although high European taxes have been cited as reducing labor demand there (OECD, 
1990), it appears that, unlike job protection and UI systems, payroll taxes and mandated 
benefits do not provide a significant explanation for Europe's employment problems. 
Payroll taxes and mandated benefits can have adverse employment effects if it is not 
possible to fully shift them back to labor in the folrn of lower wages. Europe's high 
wage floors make this a distinct possibility. However, while the OECD made this argu-- 
ment for the short run, it found complete shifting of payroll taxes onto labor in the long run 
(OECD, 1990). Moreover, although Nickell (1997) found that the impact of total labor 
taxes (payroll, income and consumption) on unemployment was positive and statistically 
significant, the estimated effect of a politically realistic change in taxes was quantitatively 
small. Nickell's measure of payroll taxes included mandated benefits, as the tax rate is the 
ratio of total labor costs to wages, and most European fringe benefits are mandated. 

In the face of at least some evidence that labor market regulation in the form of job 
protection and UI benefits have contributed to low European employment, it is noteworthy 
that many European countries have attempted to make their labor markets more flexible. 
Yet these efforts have not succeeded in lowering European unemployment. Specific 
measures insfimted in France, Italy, Spain, and Sweden over the 1980s and 1990s include 
expansion of fixed duration contracts, reduction of severance pay, reduction of sick leave 
benefits, and allowing greater use of youth subminimum wages; in addition, as we have 
seen, the UK greatly restricted union power and made UI benefits less generous relative to 
wages during this time. Yet in each of these countries except the UK, the government has 
regressed along some dimensions and introduced further regulations into the employment 
relationship. In some cases, firing has been made more difficult (Sweden in 1985, Italy in 
1990 or France in 1989), while in others, fixed term contracts have been made more 
difficult to use (Spain in 1994). 36 

Bertola and Ichino (1995) argue that these instances of government backsliding reduce 
the credibility of the flexibility reforms. When the government does permit easier firing, 
for example, this has the immediate effect of allowing layoffs; however, for the countries 
other than the UK, firms and unions anticipate further protections to be enacted, making 
wage demands by current insiders more aggressive. 37 And firms refrain from hiring now 
because of anticipated higher future firing costs. Thus, with more flexibility that is not 

~6 We will return to issue of fixed duration employment contracts as a response to the rigidities of European 
labor markets. 

37 Friesen's (1996) study of the wage effects of mandated severance pay and advance notice requirements in 
Canada found that insiders covered by such protection, particularly union members, were able to extract highel 
wages than otherwise. This finding supports Bertola and Ichino's (1995) claim. 
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believed to be permanent, we get the worst of all worlds - more layoffs but not much 
change in new hiring. In contrast, the authors argue that the UK's  reforms were unam- 
biguously and permanently in the direction of more flexibility (the UK "crossed the 
river"); and in that case, flows both into and out of unemployment became generally 
higher than those of other European countries, although not nearly as high in the US. 
Thus, Thatcher's programs did lead to more flexibility in the UK and its long term 
unemployment rate fell between 1983-1988 and 1989-1994 (Nickell, 1997). However, 
by the mid-1990s, the UK continued to have "European" rather than "American" unem- 
ployment rates, indicating that the Thatcher programs had not yet brought the UK to low 
unemployment (Blanchflower and Freeman, 1994). 

While increased flexibility is one type of policy reform on the table in Europe, another 
one is employment subsidies. Nickell and Bell (1996b) express some doubts about the 
potential effectiveness of subsidies, arguing that they will be passed onto wages like 
payroll taxes are. Leonard and Van Audenrode (1993) argue that not only are industrial 
subsidies much more extensive in Europe than in the US; they are also given dispropor- 
tionately to declining firms and industries. Thus, declining firms are kept going by taxing 
expanding firms. An important indirect effect of such policies, according to Leonard and 
Van Audenrode (1993) is to make European unions more aggressive in bargaining, since 
they know that any extreme disemployment effects of their wage bargains will be reduced 
through subsidies. The authors use firm-level data on Belgium that show these predicted 
effects in fact occur, even after instrumenting for the receipt of subsidies by the firms in 
question, Thus, a case can be made that subsidies may lower employment through exces- 
sive union wage demands; however, it is not possible to know the degree to which such 
effects, if any, can account for European-US unemployment differences. All we can say is 
that subsidies are more prevalent in Europe, as are unions, employment protection, and 
social benefits generally. 

A further implication of the prevalence of subsidies concerns the impact of executives 
on the value of the firm. In settings where failing firms are likely to receive income 
subsidies paid for by taxes on successful firms, the value of the firm's assets is less 
dependent on the actions of its chief executive than if there were no subsidies. This 
reasoning could explain Abowd and Bognanno's (1995) finding that US executives earn 
higher total compensation levels than those in Europe. That is, in the US, stockholders gain 
more when executives do a good job and lose more when they make mistakes than in 
countries with more subsidies. 

An important final point to note regarding the impact of these types of labor market 
institutions on employment is that such policies may plausibly affect the structure of 
employment as well as its level. This was implicit in our earlier discussion of the employ- 
ment effects of wage-setting institutions where we found some evidence of adverse r e l a  
tive employment effects on less skilled workers of institutions which compress wages. In a 
recent paper, Davis and Henrekson (1997) raise a related issue of the impact of the policy 
environment on the firm size and industry distribution of employment. Their study focuses 
on Sweden which they characterize as having a set of economic policies, including busP 
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ness taxes, credit market regulations, as well as the national pension system, employment 
security laws and other wage setting institutions, which strongly disfavor less capital- 
intensive and smaller firms, as well as entry by new firms and individual and family 
ownership of business. Consistent with this, they find that, in comparison to the US, 
Sweden's employment distribution in the mid-1980s was sharply tilted away from low- 
wage industries 38 and industries with greater employment shares for smaller firms. They 
also found that Sweden had an unusually high share of employment in large firms 
compared to other European countries and its self-employment rate was the lowest of 
all tile OECD countries. These findings suggest that labor market institutions may affect 
the structure of demand for labor along a number of dimensions. 

7.3. Countervailing institutional re,sponses to adverse labor market consequences o f  

institutions 

While we have uncovered some evidence that particular European institutions may be 
partly responsible for high European unemployment, one might have feared far worse 
impacts of high wage floors, rigid wage structures, high firing costs, extremely generous 
UI benefits, and the like, on labor market performance. In fact, there are many responses 
by governments in these countries that serve to limit the adverse effects of the system of 
social protection we have described. These include short-time compensation, public 
employment, active labor market policies, youth subminimum and training wages, and 
fixed duration employment contracts. In addition, in some countries, particularly Italy and 
Spain, there is a very large "unregulated" sector that can serve as an outlet for workers and 
firms shut out by the high cost of doing business by the rules. This includes both those 
employed in the "underground" economy where employment regulations are flouted and 
the self-employed who are by and large exempt from these regulations. European labor 
markets may thus be more flexible in practice than they would appear at first blush. 

One mark of flexibility is the degree to which labor inputs are allowed to vary in 
response to changes in demand. And job creation and destruction are both much less 
rapid in Europe than in the US, implying less flexible labor allocation in Europe. However, 
Abraham and Houseman (1994) and Van Audenrode (1994) note that in several European 
countries, workers can much more easily collect short-time compensation from the 
government than is the case in the United States. An implication of this difference is 
that in Europe, hours per worker adjustments are in fact more cyclically sensitive than 
in the US, in contrast to the greater sensitivity of employment to demand in the US. The 
result of these offsetting patterns is that, in the 1980s, the adjustment of total production 
worker hours was similar in West Germany, France and Belgium to that in the US 
(Abraham and Houseman, 1994). 

The European practice of hours flexibility may actually provide more income insurance 

3~ This is consistent with Edin and Topel's (1997) result discussed above that found decreases in relative 
employment in low-wage industries in response to Sweden's solidarity wage policy of the late 1960s and early 
1970s. 
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than does the US practice of employment adjustments, since, in the former, a 10% cut in 
total labor input, for example, gets shared across all workers, while in the US, it is more 
likely to be concentrated on those who become laid off. 39 And, of course, as discussed 
above, European UI benefits are more generous than those in the US. Further, the greater 
incidence of national health insurance in Europe implies that finding work is less important 
for obtaining health care there. 4° Therefore, while unemployment is much more prevalent 
in Europe than in the US, it appears to have less severe consequences for poverty. 

While Europe appears better able to tolerate high unemployment, it is also true that 
European governments intervene to a greater extent in order to shore up employment than 
is the case in America. The public sector is larger in several European countries than it is in 
the US, and many of these countries spend considerably larger amounts per unemployed 
worker (in relation to output per worker) on training and relocation programs than is true in 
the US. 4t While the size of the public sector undoubtedly reflects the electorate's demand 
for publicly-produced services, in some countries, the government has explicitly been used 
to provide employment for those out of work. For example, in Sweden and Norway, 
government employment of" unskilled workers has been found to increase during periods 
of wage compression in which the wages of workers at the bottom of the distribution have 
been raised the most. This government hiring may serve to limit the disemployment effects 
of union wage bargaining (Bj6rklund and Freeman, 1997; Edin and Topel, 1997; Kahn, 
1998a). Similarly, in the late 1980s, government employment has been found to be more 
prevalent, both absolutely and relative to other groups, among less-skilled youth in 
Germany than among such young people in the US (Blau and Kahn, 1999). Again, in 
Europe, the group most likely to be shut out by high union wages for the low end of the 
wage distribution was more likely to find government employment there than in the US. 

Active labor market policies are another corrective mechanism to unemployment 
problems, although detecting an effect of such policies is difficult, since they arise 
when unemployment becomes a problem. Nickell (1997) found across 20 OECD countries 
in the 1980s and 1990s that spending on active labor market policies had negative and 
significant effects on overall and long-term unemployment that were of moderate size. 42 
Thus, these programs may raise the likelihood that unemployed workers will eventually 
find work. However, these programs were also found to have insignificant (though posi- 
tive) effects on the overall employment to population ratio and negative, insignificant 
effects on total hours worked. Thus, the evidence for a favorable effect of active labor 
market programs is not strong overall. The ambiguity of the findings may by due to the fact 

39 This point applies most strongly if layoffs are randomly distributed. In fact, in the US, layoffs are distributed 
by inverse seniority. So the European system could actually increase the probability of income loss for more 
senior workers, while providing considerably more income insurance for junior workers. 

4o This is in fact likely to be an additional reason (besides less generous UI systems) for a shorter duration of 

unemployment in the US. 
41 For discussions of public sector employment, see Bj6rldund and Freeman (1997), Edin and Tope[ (1997), 

Blank (1994), Kahn (1998a), Blau and Kahn (1999). Nickell (1997) shows that, for the 1989-1994 period, relative 
spending on active labor market progr~uns in the US was last out of 20 OECD countries. 

42 Active labor market policies were instrumented, in part due to the endogeneity argument noted above. 
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that the effectiveness of such programs is limited by two further responses that they appear 
to foster. First, there is some evidence that they crowd out private sector employment, so 
that some people taking part in such programs might have found other work in their 
absence (Forslund and Krueger, 1997). Second, it is possible that unions will become 
more aggressive in wage bargaining if they know that unemployed union members can get 
training, relocation allowances or public employment (Calmfors and Forslund, 1991). 

While much of  the European employment relationship is highly regulated, new forms of 
flexibility have emerged that provide more job opportunities than otherwise. Specifically, 
in countries like Italy and Spain, there is a large unregulated sector in which taxes, union 
wages and other rules can be avoided. In some cases this takes the form of self-employ- 
ment as in Italy, while in others, the government does not enforce its regulations (Erickson 
and Ichino, 1995; de la Rica and Lemieux, 1994). Perhaps at least as important as the 
underground economy is the sharply increasing practice in the OECD of allowing fixed 
duration employment contracts. For example, the fraction of  European Community work-, 
ers with temporary jobs grew from 4% in 1983 to 10% in 1991 (Bentolila and Dolado, 
1994). 

While it is tempting to view the growth of  temporary employment in the OECD as at 
least in part a response to the rigidity of  the regular employment system, it is important to 
bear in mind that there are a number of demand and supply-side reasons for the use of  such 
arrangements, and, while data are limited, indications are that the incidence of such 
employment has been increasing in the US as well (Houseman, 1997). A comparison 
with the US would be instructive in indicating whether the other OECD countries have 
been especially motivated to turn to these arrangements by their less flexible labor market 
institutions. Unfortunately, there are two difficulties which limit the usefulness of such a 
comparison. First, it is not possible to obtain US data for precisely the same time period or 
for the same definition of temporary work as for the other OECD countries. Second, the 
incidence of such jobs in some OECD countries has been restricted by regulations which 
ban certain types altogether or heavily regulate the conditions under which other types 
may be offered (OECD, 1993). 

Bearing these qualifications in mind, in Table 4, we show data/ 'or 1983 and 1991 for the 
other OECD countries based on a common definition of temporary work, including those 
employed by temporary agencies and with fixed-term contracts, and data for 1995 for the 
US based on two alternatives which match up as closely as possible with the OECD 
definition. The first includes agency temporaries and short-term hires, i.e., workers who 
said their jobs were temporary. The second definition additionally includes on-call work- 
ers. 43 Table 4 indicates that the incidence of  temporary employment in the US, 4.5-6.4%, 

4:~ Tile definitions are mutually exclusive, so short-term workers do not include those who were employed by 
temporary help agencies o1 were on call. They also do not include those who were independent contractors or 
worked for a company that contracted out services. The latter two categories comprised 1.0 and 1.3% of workers, 
respectively (Houseman, 1997). Note that the non-US averages shown in the table differ from those cited in the 
text above from Bentolila and Dolado (1994) for the EC because the latter are employment weighted and include 
only the EC countries. 
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Table 4 
Temporary employment as a percent of total employment in OECD countries, 1983 
and 1991 a 

1983 1991 

Belgium 5.4 5.1 
Denmark 12.51 11.9 
Finland 11. l 13.1 
France 3.3 10.1 
Germany (W) 9.91 9.3 
Greece 16.3 14.7 
Ireland 6.2 8.3 
Italy 6.6 5.4 
Luxembourg 3.2 3.3 
Netherlands 5.8 7.7 
Portugal 16.92 16.5 
Spain 11.33 32.2 
UK 5.5 5.3 
Australia 21.12 19.7 
Japan 10.3 10.5 

Non-US average (unweighted) 9.7 11.5 

US 
Agency temporaries and na 4.54 

short-term hires 
Agency temporaries; shotl- 

term hires; and 
on-call workers na 6.44 

~' Source: For the US: Houseman (1997) based on CPS data; for other countries: 
Bentolila and Dolado (1994), based on OECD data. Notes: 1, 1984; 2, 1987; 3, 
1985; 4, 1995. With the exception of the US, temporary employment includes those 
employed by temporary agencies and on direct fixed-term conaacts. 

tends to be lower  than in many  of  the other  O E C D  countr ies ,  and less than the unweigh ted  

average  for the others of  11.5% in 1991. This  is espec ia l ly  impress ive  g iven  that the U S  

data are for 1995 and temporary  e m p l o y m e n t  has been  increasing.  Moreover~ as 

men t ioned  earlier,  many  of  the other  countr ies  heav i ly  regulate  the use of  t emporary  

e m p l o y m e n t  which  is not  the case in the US.  Thus,  the data in Table  4 provide  s o m e  

pre l iminary  support  for the not ion that the more  r igid labor  market  insti tutions in the other  

O E C D  countr ies  have  p rov ided  addit ional  impetus  for  the growth o f  temporary employ-  

ment  there. 

Such ar rangements  can, however ,  have  m i x e d  effects on e m p l o y m e n t  in the European  

context.  On  the one hand, temporary  workers  can obv ious ly  be more  easi ly terminated 

than pe rmanen t  workers,  and their  wages  general ly  are lower  as well ,  providing s o m e  
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additional job opportunities. On the other hand, temporary employment may also contri- 
bute to the dualization of many European labor markets, as insiders become more insu- 
lated from economic fluctuations by temporary workers. For example, in a study of 
Spain's experience with legalizing temporary employment contracts as of 1984, Bentolila 
and Dolado (1994) found that in fact employment did become more cyclically sensitive as 
a result, and long-term unemployment fell. However, real wage growth of bargained 
wages actually accelerated after 1984 (despite extremely high unemployment rates of 
over 20%), a development the authors interpret as evidence that insiders have become 
more aggressive. This conclusion is bolstered with firm level data that show the same 
effect: temporary workers appear to act as a buffer between permanent workers and 
unemployment. Thus, while fixed duration contracts are another mechanism for creating 
jobs, as was the case with active labor market policies, some counteracting forces may 
limit their effectiveness as well. 

8. Conclusions 

In this chapter, we have examined evidence on the impact of interventions in the labor 
market on wages and employment. An international comparative framework was adopted 
to exploit the wide variation in labor market institutions across OECD countries that have 
otherwise similar levels of education, living standards, and technological development. 
Our overall conclusion is that institutions do appear to matter. At the micro level, there 
was, in general, more consistently robust evidence that institutions affect the distribution 
of wages than employment levels. 

Centralized union wage setting institutions lower wage dispersion compared to decen- 
tralized institutions, with particularly strong effects at the bottom of the distribution. Thus, 
the less skilled have much higher relative wages in continental Europe than in the US. 
Along the same lines, centralized wage setting greatly raises the ratio in pay between 
women and men, not only by lowering the returns to skill but also by setting minimum pay 
rates across diverse units. This also leads to much smaller interindustry wage differentials, 
again, with particularly large effects at the bottom of the distribution; the US has by far the 
largest interindustry wage difl'erentials, followed by the UK and then the other countries of 
continental Europe. Government wage-setting interventions have also been found to have 
a noticeable impact on the wage distribution, including minimum wage laws and anti-. 
discrimination policies as applied to the gender pay gap. The latter appear to have stronger 
immediate effects when combined with centralized wage-setting. 

Evidence of the employment impact of labor market institutions is considerably more 
mixed. More generous severance pay mandates do appear in most studies to be associated 
with lower employment-to-population ratios. This indirectly implies that, given rigid 
wage-setting institutions, the impact of such requirements cannot be fully compensated 
for by adjustments in starting pay. Union policies compressing pay differentials have been 
found in some studies but not in others to have disemployment effects and to cause 
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increased reliance on public employment. In addition, more generous unemployment 
insurance systems appear to lead to greater levels of long-term unemployment. However, 
direct government intervention in pay setting through minimum wage laws or anti-discri- 
mination policy generally has not been found to have large or in many cases even any 
negative employment effects. European countries have developed responses to some of the 
perceived adverse effects of labor market rigidities, including short-time compensation, 
public employment, fixed duration employment contracts, and active labor market 
programs. These responses may mask some of the adverse employment effects of labor 
market institutions which would otherwise have occun'ed. 

To what extent are labor market institutions responsible for Europe's persistently high 
unemployment rate in comparison to that in the US? We first observe that there is a 
circumstantial case that these institutions have played a role: the US with its more flexible 
labor markets has low unemployment and Europe with its more rigid wage structures and 
greater labor market intervention has high unemployment. However, before 1973, Europe 
had relatively low unemployment despite its more interventionist labor market policies 
and more extensive collective bargaining. It is possible that in the presence of labor market 
rigidities, it took Europe much longer to get over the shocks of the 1970s and 1980s than 
the US. Real wage levels in Europe rose relative to those in the US fi'om 1979 to 1990, and 
this development may have contributed to Europe's rising relative unemployment levels 
(Freeman, 1994). Moreover, in addition to possibly contributing to superior real wage 
growth, continental Europe's institutions have played a role in limiting the rise in wage 
inequality. Rising wage inequality has been most evident in the more laissez faire labor 
markets of the US and the UK. Thus, while it is easy to point to sluggish employment 
growth as an adverse outcome of less flexible European labor market institutions, the 
experience of the US shows that job creation does not come without important costs as 

well. 
The large variation in institutions and economic performance across OECD countries 

raises the question of whether such differences can persist in a global economy. Fox 
example, can one country successfully mandate employment protection without pricing 
itself out of international markets? Will movements of capital, labor and goods undo the 
effects of particular government policies and institutions? While an increasingly integrated 
international economy can potentially place limits on what individual countries can do, 
Ehrenberg (1994) points out that there are at least two mechanisms that could potentially 
allow each country to '°go its own way" in creating labor market institutions and inter- 
ventions. First, many mandated benefits may be passed back to wages with little overall 
effect on labor costs and therefore competitiveness. Second, even in the case where 
institutional rigidity keeps wages from adjusting downward in the face of government 
mandates, exchange rates can adjust in response to changing production costs. The use of 
exchange rates as an adjustment outlet will become more difficult as Europe moves to a 
common currency. Yet we still expect that Europe's institutions will remain quite different 
from those in the US, giving us considerable opportunities to study the impact of these 

differences. 
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Abstract 

This chapter presents a framework for understanding changes in the wage structure and overall 
earnings inequality. The framework emphasizes the role of supply and demand factors and the 
interaction of market forces and labor market institutions. Recent changes in the US wage structure 
are analyzed in detail to highlight crucial measurement issues that arise in studying wage structure 
changes and to illustrate the operation of the supply-demand-institution flamework. The roles of 
skill-biased technological change, globalization forces, changes in demographics and relative skill 
supplies, industry labor rents, unions, and the minimum wage in the evolution of the US wage 
structure are examined. Recent wage structure changes are placed in a longer-term historical 
perspective, and differences and similarities in wage structure changes among OECD nations are 
assessed. © 1999 Elsevier Science B.V. All rights reserved. 

JEL codes: J0; J3 

1. Introduction 

Studies of the wage structure are as old as the economics profession. Adam Smith in 
chapter 10 of Book I of The Weal th  o f  N a t i o n s  provided a comprehensive and elegant 
analysis of the determinants of differences in wages among individuals and employments. 
Smith emphasized that wage differences were determined by competitive factors 
(compensating differentials for differences in costs of training, probability of success, 
steadiness of work, and other workplace amenities), differences in individual innate abil- 
ities (which he felt were relatively unimportant), and institutional (non-competitive) 
factors arising from the "laws of Europe" that regulated wages, restricted labor mobility, 
and facilitated the creation of barriers to entry. Smith noted that shifts in demand across 
occupations and space could generate transitory wage differentials, but that highly elastic 
supply responses would tend to equalize the advantages and disadvantages of different 
employments over the long-run in the absence of regulatory barriers to entry. The tension 
found in Smith's analysis between the roles of supply and demand factors and those of 
institutional forces in affecting wages remains through today a key theme of research on 
the wage structure. 

Early quantitative work on the wage structure examined differences and changes in 
wages by occupation (Douglas, 1930; Ober, 1948) and industry (Slichter, 1950; Cullen, 
1956). Douglas (1930), a pioneer in empirical studies of the wage structure, studied the 
evolution of the wages of white collar (managers and clerical workers) and blue collar 
workers in the United States from 1890 to 1926. Douglas documented a substantial decline 
in the wage premium to white collar work over this period (concentrated in World War 1) 
and argued that the rapid expansion of access to public secondary education had led the 
growth in the supply of qualified workers to outstrip the growth in demand. Slichter (1950) 
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emphasized the persistence of inter-industry wage differentials and the importance of 
"company wage policies" as well as skill differences as explanations for the observed 
pattern of differentials. 

The human capital revolution of the 1960s and 1970s and the increased availability of 
large micro datasets with information on earnings and individual characteristics shifted the 
emphasis to differences in wages by education and age (or potential experience). Human 
capital models of lifecycle earnings arising from educational and on-the-job training 
investments (Becker, 1962, 1993; Ben-Porath, 1967; Mincer, 1974) provide a coherent 
explanation of relatively timeless qualitative features of the wage structure that have been 
found in almost every country and data set examined (Willis, 1986): higher earnings for 
more-educated workers and upward sloping and concave age-earnings profiles. But the 
quantitative dimensions of the wage structure do differ substantially over time (as well as 
across countries and even regions). Tinbergen (1974, 1975) speculated that the evolution 
of technology tends to increase the demand for more-educated labor and characterized the 
evolution of the wage structure as a "race between technological development and access 
to education." 

Research on changes in the wage structure and earnings inequality lbr the United States 
and other OECD countries has literally exploded over the past decade. The reasons for this 
increased research emphasis on understanding wage structure changes are clear. The wage 
structures of some OECD nations have changed considerably in recent decades and 
reasonably consistent and comparable large-scale micro datasets have become increas- 
ingly available to carefully study these issues. Educational and occupational wage differ- 
entials (especially the relative earnings of college graduates) narrowed substantially in 
almost all advanced nations during the 1970s. But since then divergent patterns in the 
evolution of the wage structure have developed. Overall wage inequality and educational 
wage differentials have expanded greatly in the United States and the United Kingdom 
since end of the 1970s. A great effort has been mounted to understand these labor market 
changes, in part, because widening wage structure has meant widening family income and 
consumption inequality and associated social problems. More modest increases in overall 
wage inequality and skill differentials in the 1980s and 1990s are apparent in most other 
OECD countries. 

This chapter presents a framework for understanding wage structure changes and uses 
this framework to assess the determinants of recent changes in the wage structures of 
OECD nations. The enormous range of the existing literature motivates a sharp focus on 
US wage structure changes to illustrate the fruitfulness of alternative methodologies. 

The overall wage distribution can be decomposed into differences in wages between 
groups (typically defined by skill or demographic categories) and within group wage 
dispersion (residual wage inequality). The basic approach utilized in this chapter links 
relative wage and employment changes among different demographic and skill groups to 
changes in both the market forces of supply and demand and to labor market institutions 
(e.g., unions and government mandated minimum wages). Movements in within-group 
inequality may also reflect market forces changing the returns to (unmeasured) skills or 



1466 L. F. Katz and D. H. Autor 

directly result from changes in wage setting institutions that may serve to "standardize" 
wages within jobs and across firms and/or industries. 

This supply-demand-institution (SDI) explanation for wage structure changes has three 
parts (Freeman and Katz, 1994). The first is that different demographic and skill groups are 
assumed to be imperfect substitutes in production. Thus shifts in the supply of and demand 
for labor skills can alter wage and employment outcomes. Potential important som'ces of 
shifts in the relative demand among skill groups include skill-biased technological change, 
non-neutral changes in other input prices or supplies (e.g., capital-skill complementarity), 
product market shifts, and the forces of globalization (trade and outsourcing). Sources of 
relative supply shifts include variation in cohort size, changes in access to education and 
incentives for educational investments, and immigration. 

The second part is that the same underlying demand and supply shocks may have 
differential effects on relative wages and employment depending on differences in 
wage-setting and other labor market institutions. The stronger the role of wage-setting 
institutions and the less responsive the institutions are to changes in market forces, the 
more the impact is likely to fall on employment rather than on wages. Regulations govern- 
ing hiring and firing as well as differences in educational and training institutions may also 
affect how the wage structure responds to market shifts. 

Third, institutional changes themselves, such as product market deregulation and 
changes in the extent of unionization or degree of centralization of collective bargaining, 
can also alter the wage structure. A key issue in assessing the impact of institutional forces 
on changes in the wage structure is determining the extent to which the institutional 
changes are "exogenous" developments (such as changes in the political climate) or 
largely reflect responses to supply and demand changes. 

This tension between the proper interpretation of how institutions affect wage setting 
has led to the development of two broad empirical approaches. The first attempts to 
explain actual relative wage and employment changes using a supply-demand framework 
and (implicitly) attributes anomalies to institutional factors or unmeasured supply and 
demand shifts (e.g., Katz and Murphy, 1992; Murphy and Welch, 1992; Autor et al., 
1998). The second takes institutional changes as exogenous and first attempts to adjust 
observed wages for the impact of institutional changes and then analyzes the remaining 
"adjusted" wage changes using a supply and demand framework (e.g., Bound and John- 
son, 1992; DiNardo et al., 1996). A key outstanding conceptual and practical issue in this 
second approach is how to model the impact of institutions on employment as well as 
wages. 

The remainder of this chapter is organized as follows. Section 2 documents the changes 
in the US wage structure over the past three decades and places these changes into longer- 
term historical perspective. The US wage structure has widened along several dimensions 
since the late 1970s, including increases in residual wage inequality as well as wage 
differentials by education and experience, but differences in the time patterns of these 
changes suggest they partially reflect distinctive phenomena. The US data and burgeoning 
recent literature on US wage structure changes are used to illustrate the importance of 
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alternative measurement choices for inferences concerning changes in overall wage 
inequality and different components of the wage structure. The extent to which changes 
in cross-section wage inequality reflect transitory or permanent components of individual 
lifecycle earnings variation is also examined. Section 3 briefly summarizes recent changes 
in the wage distributions of other advanced nations. 

Section 4 develops the SD! framework for studying wage structure changes. Section 5 
examines supply and demand models of wage structure changes and assesses the impor- 
tance of different supply and demand factors in recent and longer-term US wage structure 
changes. Section 6 examines the role of changes in labor market institutions and the 
incidence of labor market rents on changes in the US wage structure. The role of changes 
in the incidence of industry rents, the decline in unionization, and changes in the minimum 
wage are highlighted. 

The relative earnings of more-educated workers have increased substantially in the 
United States since 1950 despite large increases in the relative supply of the more- 
educated. Rapid secular growth in the relative demand for more-skilled workers appears 
to be a key component of any consistent explanation for the long-run evolution of the US 
wage structure. Part of this relative demand shift is accounted for by observed shifts in 
industrial structure, most arises from within-sector skill upgrading which may reflect skill- 
biased technological change. Fluctuations in the educational wage differentials (e.g., the 
narrowing of the US college wage premium in the 1970s and its substantial widening in the 
1980s) are accounted for by fluctuations in the rate of growth of college workers, institu 
tional changes (e.g., the decline of unions in the 1980s), and possibly by some recent 
acceleration in the pace of demand shifts favoring the more-skilled. Section 7 summarizes 
the key implications for future research. 

2. Changes in the US wage structure 

We shall use the recent US experience to illustrate alternative approaches to measuring 
and explaining wage structure changes. A large and growing literature documents and 
attempts to explain changes in the US wage structure over the past two decades. 1 Many 
researchers using a variety of datasets - including both household and establishment 
surveys - have found that wage inequality and skill differentials in earnings increased 
sharply in the United States from the late 1970s to the mid-1990s. There is substantial 
agreement among researchers and datasets concerning some of the basic "facts" that need 
to be explained. 

Recent changes in the US wage structure can be summarized as follows: 

i Key studies documenting the recent evolution of the US wage distribution include Bernstein and Mishel 
(1997), Blackburn et al. (1990), Bound and Johnson (1992), Buchinsky (1994), Davis and Haltiwanger (1991), 
Freeman (1997), Gottschalk (1997), Hamermesh (1999), Juhn et al. (1993), Karoly (1993), Katz and Murphy 
(1992), Katz and Revenga (1989), Levy and Murnane (1992), Murphy and Welch (1992, 1997), and Pierce 
(1997). 
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1. Wage dispersion increased substantially for both men and women from the end of the 
1970s to the mid-1990s. The weekly earnings of the 90th percentile worker relative to 
the 10th percentile worker increased by over 25% for both men and women from 1979 
to 1995. The available evidence suggests earnings inequality has expanded even more 
dramatically if one includes the very top end (top 1%) of the distribution. 2 This pattern 
of rising wage inequality was n o t  offset by changes in non-wage compensation favoring 
the low-wage workers. 

2. Wage differentials by education, occupation, and age (experience) have increased. The 
relative earnings of college graduates and those with advanced degrees increased 
dramatically in the 1980s. But the gender differential declined both overall and for 
all age and education groups in the 1980s and 1990s. 

3. Wage dispersion expanded within demographic and skill groups. The wages of indi- 
viduals of the same age, education, and sex (and even those working in the same 
occupation and industry) were much more unequal in the mid-1990s than two decades 
earlier. 

4. Increased cross-section earnings inequality over the past two decades has not been 
offset by increased year-to-year earnings mobility. Permanent and transitory compo- 
nents of earnings variation have risen by similar amounts (Gottschalk and Moffitt, 
1994). Thus year-to-year earnings instability has also increased. 

5. Since these wage structure changes have occurred in a period of rather slow mean real 
wage growth, the real earnings of less-educated and lower-paid workers (especially 
young, less-educated) males appear to be lower in the 1990s than those of analogous 
workers two decades earlier. 3 The employment rates of less skilled workers also appear 
to have fallen relative to those of more skilled workers (Juhn, 1992; Murphy and Topel, 
1997; Levinson, 1998). 

6. Rising earnings inequality has been the dominant contributor to a substantial increase in 
family income inequality both from greater dispersion in the earnings of household 
heads and from an increased correlation in the earnings of husbands and wives (e.g., 
Karoly and Burtless, 1995). Inequality of consumption expenditures also expanded 
from the late 1970s to the early 1990s (e.g., Cutler and Katz, 1991; US Department 
of Labor, 1995). 

2 For example, Hall and Liebman (1998) document that the mean (median) real total compensation of Chief 
Executive Officers of large, publicly-traded US corporations increased by 270% (140%) fi'om 1982 to 1994, as 
compared to an increase in real average total compensation per employee for the entire economy of 7% over the 
same period. They also find that the mean salaries of players in Major League Baseball ,and the National 
Basketball Association increased by 207% and 378% respectively from 1982 to 1994. 

3 These conclusions about real wage growth are based on using the chain-weighted personal consumption 
expenditures (PCE) deflator from the National Income and Product Accounts to deflate nominal earnings 
measures. Readers should remember that conclusions concerning changes in real earnings are clearly sensitive 
to potentially large biases oflicial price indices arising from difficulties in measuring quality change and the value 
of new goods (Boskin et al., 1996; Moulton, 1997). Such biases in price deflators do not affect the estimates of 
relative wage changes that are the focus of this chapter. Furthermore, most estimates in the literature indicate the 
real earnings of young, less-educated men declined from 1979 to 1995 even assuming an upward bias in the PCE 
deflator of 1% a year. 
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Thus rising US wage inequality in the 1980s and 1990s has been accompanied by large 
increases in wage differentials by skill group and by much greater residual inequality 
(within group wage dispersion). The major exception to this pattern of a widening wage 
structure has been the substantial narrowing of wage differentials between men and 
women. An important motivation for understanding these wage structure changes is that 
diverging US labor market outcomes appear to have translated into increased inequality in 
economic well-being among individuals and households from the 1970s to the mid-1990s. 

Much debate exists concerning the causes of recent expansions in US wage inequality 
and educational wage differentials. Several prominent (and not necessarily exclusive) 
explanations have been offered. The first attributes wage structure changes to an increased 
rate of growth of the relative demand for highly educated and "more-skilled" workers 
driven by skill-biased technological changes, largely associated with the spread of compu- 
ters and microprocessor-based technologies in the workplace (Mincer, 1991; Bound and 
Johnson, 1992; Berman et al., 1994; Autor et al., 1998). 4 The second explanation focuses 
on the role of rising globalization pressures (particularly increased trade with less-devel- 
oped countries and greater foreign outsourcing) in reducing manufacturing production 
employment and thereby shrinking the relative demand for the less educated and leading 
to the loss of wage premia (rents) paid to blue collar workers in some manufacturing 
industries (Wood, 1994, 1995, t998; Borjas and Ramey, 1995; Feenstra and Hanson, 
1996). The third attributes rising skill differentials in the 1980s and 1990s to a slowdown 
in the rate of growth of the relative supply of skills because of a decline in the size of the 
cohorts entering the labor market and an increased rate of unskilled immigration (Katz and 
Murphy, 1992; Murphy and Welch, 1992; Borjas et al., 1997). A fourth explanation 
emphasizes changes in labor market institutions including the decline in unionization, 
erosion of the real and relative value of the minimum wage, and changes in wage setting 
norms (DiNardo et al., 1996; Freeman, 1996; Lee, 1999). 

Before attempting to evaluate these alternative explanations, we need to develop a more 
detailed understanding of both recent and historical changes in the US wage structure and 
of how changes in the US compare with those in other advanced countries. We further 
document the evolution of the US wage structure in this section and briefly summarize 
changes in other countries in Section 3. 

Much of our knowledge of changes in the US wage structure comes from individual 
level earnings data from the Current Population Survey (CPS), the basic monthly house  
hold survey that is also the source of official US unemployment and labor force data. 
Annual earnings data and weeks worked lbr the previous calendar year is collected in the 

4 A related hypothesis is motivated by the spectacular increases in earnings at the extreme top end of the 
distribution, the rise of within-group inequality even within detailed occupations, and by Rosen' s (1981) model of 
the economics of superstars. This approach emphasizes how changes in technology (especially those reducing 
communications and transportation costs) may allow the relatively highest ability individuals to sell their services 
to a greatly expanded raarket and lead to an increased concentration of economic rewards within occupations 
(Frank and Cook, 1995). This hypothesis seems potentially quite relevant for performing artists and possibly 
many professionals, but it has yet to receive much careful empirical scrutiny to determine its broader relevance 
for understanding wage structure changes. 
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Annual Demographic Supplement to the March CPS. Public use micro data from the 

March CPS is available starting with March 1964 and thereby providing earnings distribu- 

tion information starting in 1963. Analogous data on annual earnings and weeks for the 

previous calendar year is available from the Public Use Micro Samples (PUMS) of  the 

decennial Census of  Population from 1940 to 1990 (covering earnings data for 1939- 

1989). Data on usual weekly earnings for all wage and salary workers aud the hourly wage 

for hourly workers is available in the May CPS from 1973 to 1978 and monthly in the 

Outgoing Rotation Groups (ORGs) since 1979. A robust finding of rising overall wage 

inequality and education/skill differentials from 1979 to the mid-1990s is apparent in the 

March CPS, the 1980 and 1990 Census PUMS samples, the CPS ORG samples, other 

household surveys, as well as some available establishment surveys. 5 But some of the 

nuances of  the timing and patterns of changes in the wage structure (especially patterns of  

changes in within-group or residual inequality) are somewhat sensitive to choice of  data 

set and the precise sample and earnings concept used. 

This section first summarizes changes in the US wage structure from 1963 to 1995 using 

data from the March CPSs. The robustness of  these findings across datasets and to alter- 

native measurement decisions is then explored. The recent changes are also compared to 

longer-term historical trends and used to illustrate alternative approaches to decomposing 

changes in the wage structure (between-group versus within-group components, perma- 

nent versus transitory components or earnings variation, and changes in "qual i ty"  

between cohorts versus changes in skill prices within cohorts). 

2.1. Changes in the US wage structure, 1963-1995, March CPS data 

Changes in the US wage structure over the past several decades are illustrated using data 

on the weekly earnings of full-time, full-year, wage and salary workers (those working 35 

h or more per week and working at least 40 weeks in the previous calendar year) from the 

5 Analyses of wage inequality trends using these other household surveys - the Survey of Income and Program 
Participation (SIPP), the National Longitudinal Survey of Youth (NLSY), and the Panel Study of" Income 
Dynamics (PSID) - include Bernstein and Mishel (1997), Buchinsky and Hunt (1996), Gottschalk and Moffitt 
(1992, 1994, 1998), Haider (1997), and Lerman (1997). Studies using establishment-level datasets include Davis 
and Haltiwanger (1991), Dunne et al. (1997), Groshen and Levine (1997), and Pierce (1997). 

6 Information on weeks worked and usual weekly hours in the previous calendar year is available in the March 
CPS starting in 1976 (providing data for 1975); the earlier March CPSs only provided bracketed weeks worked 
information and hours worked last week. A full-time/part-time work indicator for the previous year is consistently 
available in 'all years of the March CPS public use samples. Comparisons of featttres of the distribution of annual 
or weekly earnings for full-time, full-year workers can be made rather consistently since 1963, but analyses of 
hourly wages or of broader sets of workers are much more consistent with a focus on data since 1975. The Census 
PUMSs prior to 1980 have similar limitations and do not contain a measure of usual weeks worked in the previous 
year. Alternative approaches to imputing hours worked in the previous calendar year in the early March CPS and 
Census PUMS samples are discussed in Autor et al. (1998), Juhn et al. (1993), Katz and Murphy (1992), and 
Murphy and Welch (1992). The basic broad patterns of changes in hourly wage distributions for full-time workers 
or all workers using these imputation techniques prior to 1975 are similar to those of weekly wages of full-time, 
full-year workers. 
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Fig. 1. Change in log real weekly wage by percentile, 1963-1995. 

March CPSs of 1964 to 1996 (covering earnings from 1963 to 1995). 6 The core sample is 
further restricted to adults prior to retirement age (those aged 19-65 at the survey date), 
without allocated earnings, who earned at least $67 per week in 1982 dollars (equal to one- 
half of  the 1982 real minimum wage based on a 40 h week). 7 Week ly  earnings are imputed 
for those with top-coded earnings by mult iplying value of  the top code by 1.5. The 
qualitative aspects of  the findings are not very sensitive to these restrictions and imputa- 
tions with the exception of  the treatment of outliers with extremely low weekly earnings. 
When workers with extremely low reported weekly earnings are kept in the sample, we 
find a pronounced (and implausibly large) reduction in most  measures of  inequality 
(especially for women) in the t960s, s The findings reported in this section are quite similar 
to those of other analyses of  the March CPS data including Gottschalk (1997), Juhn et al. 
(1993), Karoly (1993), Katz and Murphy (1992), and Murphy and Welch  (1992, 1997). 

Fig. 1 (following the approach of Juhn et al., 1993) plots the change in log real wages by 
percentile for both men and women from 1963 to 1995. The figure displays a substantiaJ 
widening of both the male and female wage distributions with the wages of  workers in the 
upper end (the 90th percentile) rising by approximately 40% (34 log points) relative to 
those in the lower end (the 10th percentile) for both men and women. 9 There is essentially 
no real wage gain from 1963 to 1995 for men in the bottom quarter of  the distribution. The 

7 Nominal wages are converted into constant dollars using PCE deflator. 
Juhn et al. (1993) reach similar conclusions concerning the sensitivity of conclusions about inequality trends 

for men to alternative measurement and sample choice decisions using the March CPS data. 
') The convention used in this chapter is to refer to log changes multiplied by 100 as changes in log points 
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Fig. 2. Change in log real weekly wage by percentile, all, 1963-1995. 

divergence of earnings is not limited to comparisons of workers at the top and the bottom. 
The figure indicates an almost linear spreading out of the entire wage distribution for 
women and for the wage distribution above the 30th percentile for men. Fig. 1 also shows 
that women gained on men throughout the wage distribution with the earnings of the 
median woman rising 27% (23 log points) relative to the median man from 1963 to 
1995. Fig. 2 illustrates that the overall wage distribution (men and women combined) 
also spread out substantially over the past few decades, especially in the top half of the 
distribution. 

The four panels of Fig. 3 decompose changes in wage inequality (and real earnings) 
from 1963 to 1995 for men and women into 4 sub-periods (1963-1971, 1971-1979, 1979- 
1987, and 1987-1995) that roughly correspond to the 1960s, 1970s, 1980s, and 1990s. 
There are some striking differences across the sub-periods. There is little overall change in 
wage inequality and rapid real wage growth for both men and women in the 1960s. Real 
wage growth slows down in the 1970s and some widening begins in the bottom half of the 
distribution tot males. There is essentially no change in the gender gap from 1963 to 1979. 
The rise in wage inequality for both men and women over the entire 1963-1995 period is 
dominated by the rapid spreading out of the male and female wage distributions fi'om 1979 
to 1987. This pattern of rising inequality continues in a more modest form for 1987-1995. 
Similarly the gender gap narrows in the 1980s and 1990s. 

Fig. 4 gives a sense of the full time series of changes in inequality for men and women 
by plotting the 90-10 log wage differential by sex annually from 1963 to 1995. Table 1 
summarizes alternative measures of wage inequality for all, men, and women for selected 
years from 1963 to 1995. The Gini coefficient, standard deviation of log wages, and 90-10 
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Fig. 4. Overall US wage inequality, 1963-1995. 

log wage differential show somewhat similar patterns of increases in inequality for all, 
men, and women. The standard deviation of log wages is a useful summary measure of 
wage dispersion if wages are approximately log normal, but is much more sensitive to 
extreme outliers at the top and the bottom than are the reported quantile measures of wage 
dispersion. The Gini coefficient is quite sensitive to shifts in earnings in the middle of the 
distribution. Rising wage inequality has occurred in both the top and bottom halves of the 
wage distributions. 

The changes in overall earnings inequality summarized in Figs. 1-4 and Table 1 reflect 
changes in wage differentials between demographic/skill groups and changes in inequality 
within groups. Table 2 summarizes the between-group changes by presenting log real 
wage changes from 1963 to 1995 for various groups defined by education, potential 
experience (age), and sex. 10 Mean (predicted) log real weekly earnings were computed 
in each year for 64 detailed sex-education-experience groups and mean wages for broader 
groups in each year are weighted averages of the relevant sub-group means using a fixed 
set weights (the 1980 share of total hours worked from the 1980 Census PUMS sample) to 

l0 Important changes in wage differentials by race, ethnicity, and immigrant status have also occurred ovei the 
past several decades. In particular, the black/white wage differential narrowed substantially from the mid-1960s to 
the mid-1970s, but shows little change over the past two decades and some erosion of progress for young workers 
(e.g., Heckrnan and Donahue (1991). These dimensions of wage structure changes are beyond the scope of this 
chapter. See the chapter in this volume by Altonji and Blank on racial wage differentials and the chapter by Borjas 
on relative wage movements by immigration status. 
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Table 1 
Measures of wage inequality for weekly wages of full-time, full-year workers, March CPS, 1963-1995 

1475 

SD of log wage Percentiles of log wage distribution Gini coefficient 

90-10 90-50 50-10 

A. Males 
1963 0.469 1.19 0.51 0.68 0.250 
1971 0.495 1.16 0.55 0.61 0.270 
1979 0.517 1.27 0.55 0.72 0.277 
1987 0.579 1.47 0.65 0.82 0.313 
1995 0.616 1.54 0.74 0.79 0.343 

B. Females 
1963 0.406 1.04 0.50 0.54 0.223 
1971 0.430 1.08 0.54 0.55 0.238 
1979 0.432 1.05 0.54 0.51 0.243 
1987 0.506 1.30 0.61 0.69 0.281 
1995 0.544 1.38 0.68 0.70 0.304 

C. All males and females 
1963 0.502 1.27 0.57 0.70 0.272 
1971 0.530 1.31 0.62 0.68 0.293 
1979 0.539 1.35 0.66 0.69 0.299 
1987 0.580 1.44 0.70 0.74 0.320 
1995 0.6l)3 1.54 0.76 0.78 0.340 

ad jus t  fo r  c o m p o s i t i o n a l  c h a n g e s  w i t h i n  t h e s e  b r o a d e r  g roups .  ~ T h e  f i rs t  r o w  o f  T a b l e  2 

i n d i c a t e s  that  ( c o m p o s i t i o n - a d j u s t e d )  rea l  w a g e s  g r e w  by  7 %  (o r  6 .6  l o g  p o i n t s )  o v e r  t he  

en t i r e  p e r i o d ,  b u t  th i s  g r o w t h  r e f l e c t s  r a p i d  g r o w t h  in  the  1960s  a n d  m o d e s t  d e c l i n e s  s i n c e  

the  e a r l y  1970s.  T h i s  m e a s u r e  o f  r ea l  w a g e  g r o w t h  d i f fe r s  f r o m  s t a n d a r d  m e a s u r e s  in  b e i n g  

H The 64 sex-education-experience groups are based on a breakdown of the data into 2 sexes, 8 education 
categories (0-8, 9, 10, 11, 12, 13-15, 16-17, and 18+ years), and 4 potential experience categories (1-10, 11-20, 
21-30, and 31 + years). Changes in the coding of education in the CPS starting in 1992 make it difficult to be fully 
consistent over time in defining education groups. We tbllow the approach suggested by Jaeger (1997a) in 
forming "consistent" education categories before and after the data changes. To make sure changes from 
1987 to 1995 are not driven by changes in the education codes, the wage change for each group fi'om 1990 te 
1991 is calculated for full-time workers using the CPS Outgoing Rotation Groups which use the old education 
codes for each of these years and the 1987 to 1995 March CPS change is adjusted for the difference between the 
CPS ORG and March CPS change from 1990 to 1991. Log weekly wages of full-time, full-year workers are 
regressed each year separately by sex on the dummy variables for the 8 consistent education categories, a quartic 
in experience, 3 region dummies, black and other race dummies, and interactions of the experience quartic with 3 
broad education categories (high school graduate, some college, and college plus). The (composition-adjusted) 
mean log wage for each of the 64 groups in a given year is the predicted log wage from these regressions 
evaluated for whites, living in the mean region based on the 1980 Census distribution of employment, at the 
relevant experience level (5, 15, 25 or 35 years depending on the experience group). Potential experience in the 
earnings year (previous calendar year) is measured as survey data age minus years of schooling minus 7. 
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Table 2 
US real weekly wage changes for full-time, full-year workers, March CPS, 1963-1995 ~ 

Group Change in mean log real weekly wage(multiplied by 100) 

1963-1971 1971-1979 1979-1987 1987-1995 1963-1995 

All 19.1 - 1 . 4  4.0 - 7 . 2  6.6 
Sex 

Men 20.4 2.1 7.3 10.1 0.9 
Women 16.9 -0 .1  1.5 -2 .5  15.8 

Education (years of schooling): 
0-11 15.6 1.6 10.8 --9.4 4.5 
12 17.5 1.3 -6 .3  -7 .1  5.5 
13-15 18.6 - 1 . 9  - 2 . 2  -10 .2  4.4 
16 ~, 26.0 7.1 5.3 1.8 22.4 
16-17 23.0 - 7 . 4  3.9 -2 .9  16.6 
18+ 32.3 6.5 8.1 5.9 34.5 

Experience (men) 
5 years 19.9 -5.8 - 9 . 7  --9.'7 -5.3 
25-35 years 20.1 1.4 4.7 10.5 6.4 

Education and experience 
Education 12 

Experience 5 19.1 -0 .8  - 18.3 - 10.7 10.7 
Experience 25-35 16.8 4.5 4.6 - 6.6 10.1 

Education 16+ 
Experience 5 24.2 12.7 7.8 - 8.0 11.2 
Experience 25-35 34.8 -0 .3  3.5 - 2 . 0  32.9 

~ Notes: The numbers in the table represent changes in the (composition-adjusted) mean log wage for each 
group, using data on full-time, full-year workers from the March CPS covering calendar years 1963-1995. The 
data were sorted into sex-education-experience groups based on a breakdown of the data into 2 sexes, 8 education 
categories (0-8, 9, 10, 11, 12, 13-15, 16-17, and 18+ years), and 4 potential experience categories (1-10, 11-20, 
21-30, and 31 + years). Log weekly wages of full-time, full-year workers were regressed in each year separately 
by sex on the dummy variables for the 8 education categories, a quartic in experience, 3 region dunmfies, black 
and other race dummies, and interactions of the experience quartic with 3 broad education categories (high school 
graduate, some college, and college plus). The (composition-adjusted) mean log wage for each of the 64 groups in 
a given years is the predicted log wage from these regressions evaluated for whites, living in the mean region 
based on the 1980 Census distribution of employment, at the relevant experience level (5, 15, 25 or 35 years 
depending on the experience group). Mean log wages for broader groups in each year represent weighted averages 
of the relevant (composition-adjusted) cell means using a fixed set of weights (the 1980 share of total hours 
worked from the 1980 Census PUMS). All earnings numbers are deflated by the chain-weighted (implicit) price 
deflator for personal consumption expenditures. 

a g e o m e t r i c  ( r a t h e r  t h a n  a r i t h m e t i c )  m e a n  a n d  b y  r e l l e c t m g  w a g e s  fo r  a f i x e d  d e m o g r a p h i c  

d i s t r i b u t i o n .  H e n c e  i t  d o e s  n o t  r e f l e c t  c h a n g e s  in  t he  l e v e l  o f  w a g e s  a r i s i n g  f r o m  s h i f t s  in  

t h e  e d u c a t i o n ,  g e n d e r ,  o r  e x p e r i e n c e  c o m p o s i t i o n  o f  t h e  w o r k  fo rce .  

T h e  n e x t  t w o  r o w s  o f  T a b l e  2 i n d i c a t e  t ha t  t h e  ( f i x e d - w e i g h t )  m e a n  l o g  w a g e  o f  w o m e n  

i n c r e a s e d  b y  15 l o g  p o i n t s  r e l a t i v e  to m e n  f r o m  1963  to 1 9 9 5  w i t h  t he  i m p r o v e m e n t  a l m o s t  
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entirely concentrated in the 1980s and 1990s. 12 In fact, the earnings of women increased 
relative to those of men in almost all education-experience categories from 1979 to 1995. 
Panel A of Fig. 5 illustrates the similar time pattern of changes in the female/male log 
wage differential for high school graduates (those with 12 years of schooling) and college 
graduates (those with 16 or more years of schooling). 

The next six rows of Table 2 show the evolution of real wages by education group. The 
real wage changes are, for the most part, increasing by education group over the full period 
reflecting a rise in education-based wage differentials (particularly a sharp increase in the 
relative earnings of those with at least a college degree). The changes in educational wage 
differentials differ substantially across sub-periods. College graduates (particularly those 
with 18 or more years of schooling) gained substantially in the 1960s, but the college wage 
premium narrowed (especially for younger workers in the 1970s). Educational wage 
differentials increased sharply from 1979 to 1987 with the college plus/high school 
wage differential rising by 12 log points. The relative earnings of college graduates 
continued rising into the 1990s, but those with some college have done particularly poorly 
in the 1990s. The mnch studied time pattern of the overall college/high school wage 
differential and the college/high school wage differential for young workers (those with 
5 years of schooling) are shown in panel B of Fig. 5. Occupational wage differentials (e.g., 
the earnings of professional and managerial workers relative to production workers) also 
narrowed in the 1970s and then exploded in the 1980s (Blackburn et al., 1990; Murphy and 
Welch, 1993a). 

The bottom rows of Table 2 summarize changes in real wages for older versus younger 
males both overall and for high school and college graduates separately. Over the entire 
sample period, the wage gap between older and younger males expanded with the earnings 
of peak earners, those with 25-35 years of experience, rising by 12 log points relative to 
younger workers with 5 years of experience. The differences in time pattern of changes in 
experience differentials for high school and college graduates are shown in panel C of Fig. 
5. Experience differentials rose more sharply for college graduates in the 1960s and 1970s, 
then increased rapidly in the early 1980s for high school graduates and narrowed in the 
1980s for college graduates. The overall change for both high school and college graduates 
involved substantial increases in the relative earnings of peak earners to young workers. 
Wage differences by age (potential experience) also expanded for women in the 1980s 
(Katz et al., 1995; Gottschalk, t997). 

We have so far considered wage differentials for groups distinguished by sex, education, 
and age/experience. But these factors account for only about one third of overall wage 

l a Real wage growth tiom 1963 to t 995 for both men and women is much more rapid when one uses the simple 
(unweighted) average weekly wage of full-time, full-year workers, rather than the fixed-weighted averages 
presented in Table 2. We find the unweighted average of log weekly wages increased by 0.36 for women and 
0.16 for men from 1963 to 1995. Educational upgrading (rather than changes in the age distribution of workers) 
largely accounts for the faster growth in simple average wages than in fixed-weighted averages holding the 
education-experience composition of the workforce constant. Murphy and Welch (1992) report similar results for 
different measures of real wage growth for males from 1963 to 1989. 
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variation so that changes in wage dispersion within these groups are l ikely to be an 
important  part of  changes in the overall wage inequality. Residual (or within-group) 
inequali ty is examined here by looking at changes in the distribution of  log wage residuals 
from separate regressions by sex each year of  log weekly wages on a full set of  8 education 
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F i g .  5. Continued 

dummies, a quartic in experience, interactions of the experience quartic with 3 broad 
education categories, 3 region dummies, and 2 race dummies. Panel D of Fig. 5 and 
Table 3 summarize the time pattern of changes in the log wage differential between the 
90th and 10th percentiles of the residual wage distribution. Residual log weekly wage 
inequality for full-time, full-year workers increased substantially by 27 log points for men 
and 25 log points for women from 1963 to 1995. Residual wage inequality started increas. 
ing in the 1970s and continued rising rapidly in the 1980s and at a somewhat slower pace 
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in the 1990s. The rise in wage inequality within groups suggests that the "least-skilled" or 
least-lucky" workers within each category as well as less-educated and less-experienced 
workers have seen their relative earnings decline substantially over the past two decades. 
But the time patterns of changes in within group inequality, educational wage differentials, 
and experience differentials are distinctive. 

In summary, we conclude from the March CPS data on the weekly wages of full-time, 
full-year (FTFY) workers that overall US wage inequality for both men and women 
expanded from the early 1960s to the mid-1990s, with changes in the 1980s accounting 
for much of the increase. Between- and within-group inequality increases both contributed 
to rising wage dispersion. More specifically, the college wage premium rose from 1963 to 
1971, declined substantially in the 1970s, increased sharply in the 1980s, and continued to 
rise at a more modest pace in the first half of the 1990s. Experience differentials also 
expanded from 1963 to 1995. Relative earnings declines for young workers are largest in 
the 1970s for college workers and in the 1980s for the less educated. Residual wage 
inequality is rather stable in the 1960s, starts to increase for men in the 1970s, and 
increases dramatically for men and women from 1980 to 1995. After remaining faMy 
stable in the 1960s and 1970s, male/female wage differentials narrowed substantially in 
the 1980s and 1990s. The narrowing of the gender gap in earnings means that overall wage 
inequality for men and women combined increased by much less than wage inequality for 
either men or women analyzed separately. The 90-10 log weekly wage differential for all 
FTFY workers increased by 19 log points from 1979 to 1995 as compared to increasing by 
27 log points for men and 31 log points for women over the same period. 

Changes in the US wage structure over the past several decades seem, at least super- 
ficially, consistent with a general rise in the labor market returns to "skill." The returns to 
observed skill proxies (education, occupation, and experience) have increased, and some 
interpret the rise in within group inequality as reflecting a rise in the returns to unobserved 
skills (Juhn et al., 1993). An increase in the gap between the rate of growth of the relative 
demand for more-skilled workers and the relative supply of such workers represents a 
potential market-driven explanation for rising skill returns. The substantial decline in the 
gender gap since 1979 might reflect increased relative skills (e.g., actual experience and 
training) within education-age groups or shifts in labor demand favoring more female- 
intensive labor market segments (industries, occupations, particular skills). An alternative 
interpretation for the widening between and within group inequality is a weakening of 
labor market institutions and norms that compressed wages both across and within skill 
groups. 

2.2. Robustness o f  wage structure trends across data sources 

The basic pattern of wage structure changes from the early 1960s to the mid-1990s 
documented in this section for the weekly wages of FTFY workers appears rather robust 
and is consistent with other studies using data on weekly and hourly wages for samples 
from the March CPSs, Census PUMS, and the CPS May samples and ORGs (e.g., Bound 
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and Johnson, 1992; Katz and Murphy, 1992; Juhn et al., 1993; DiNardo et al., 1996; 
Bernstein and Mishel,  1997; Gottschalk, 1997; Bernard and Jensen, 1998). While  we 
focus on the March CPS in this chapter because it provides the longest  consistent US 
earnings series collected at high frequency, we briefly compare trends in inequality 
measures in the March CPS with other US data sources below. 

2.2.1. Educat ional  differentials 

Table 3 provides comparisons of  annualized log changes in the college-plus/high school, 
some college/high school and high school/ninth-grade wage differentials for weekly and 
hourly earnings for the years 1959-1996 using (as available) data from the March CPS, 
May CPS, CPS Outgoing Rotation Groups, and Census PUMS. 13 All  samples include 
wage and salary workers aged 19-65 and exclude allocated observations, the lowest 
one-percent of earners, and those whose hourly wage exceeds the top-coded value for 
full-time earners. J4 Hourly samples include both full- and part- t ime workers while weekly 
earnings samples are l imited to full-time workers and, in the March CPS and Census 
PUMS, those working 40-plus weeks. Sample weights are used throughout and are multi- 
plied by weekly hours in hourly wage samples to weight equally all hours of labor input 
(e.g., DiNardo et al., 1996; Lerman,  1997). 15 Earnings are imputed for top-coded observa- 
tions by mult iplying the value of  the top code by 1.5. 

For  the 1960-1996 period, trends in educational differentials are highly comparable 
across data sources and weekly and hourly samples and are consistent with widely docu- 
mented findings. Earnings differentials expand modestly in the 1960s, contract substan- 
tially in the 1970s, expand even more dramatically during the 1980s, and continue to grow 
at a slower rate in the 1990s. 16 Two sources of  uncertainty are worth noting. First, in the 
1960s, the March CPS data indicate substantially more growth in the college-plus/high 
school differential than the Census PUMS, a pattern driven by very large estimated wage 
differentials in the March 1963 CPS. iv Second, due to incompatibi l i t ies  introduced in the 
CPS education measure in 1992 and the subsequent redesign of  the CPS survey in 1994, 
estimated trends in inequality metrics are less reliable in the 1990s than in other periods. ~s 

,3 The March CPS sample covers 1963-1995, the May CP8 sample covers 1973-1979, the ORG sample covers 
1979-1996, and the Census PUMS covers 1959-1989. All estimates of changes in wage differentials are calcu 
lated as 10 times annualized log changes to facilitate comparisons among data sources that may only be available 
for part of a decade (e.g., the March sample for 1963-1969). Wage differentials are estimated from separate cross 
sectional log earnings regressions in each year by gender and with genders combined. See the table note for 
further details. 

J4 As noted, March samples exclude those earning less than half the 1982 minimum wage in real dollars. 
Allocation flags are not available for May CPS samples and hence allocated observations are retained. 

12 Census samples are weighted by weeks worked in the previous year rather than hours in the previous week. 
1~, Implausibly large growth in the high-school/9th grade differential during the 1990s is most likely due to 

changes to the education question after 1992. 
17 As noted previously, the March data for the 1960s are quite sensitive to the treatment of extremely low 

hourly earnings. 
18 See Jaeger (1997a,b), Polivka (1996), Mishel et al. (1997b), and Lerman (1997) for discussion. 
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To explore the robustness of these relationships, we have employed a variety of 
earnings cutoffs (half the minimum wage, one-third the minimum wage, 2% dropped, 
$0.50-250 real hourly earnings) and sub-samples (white, non-agricultural, white and 
non-agricultural). The time pattern of results in Table 3 is relatively insensitive to 
these manipulations. 

2.2.2. Overall and residual earnings inequality 
In contrast to our findings on educational ratios, trends in overall and residual inequality as 
measured by wage quantiles, the Gini coefficient, and the variance of log earnings are less 
consistent across data sources and are more sensitive to the choice of lower cut-off (i.e., 
handling of outliers), top-coding, and choice of sample (full-time, all), earnings concept 
(weekly, hourly) and weights (bodies, weeks, labor hours supplied). 

Table 4 presents measures of annualized decadal changes in overall and residual 
inequality for the 1959-1996 period using tile CPS and Census samples as above. The 
Census PUMS indicates modest expansion in overall weekly earnings inequality in the 
1960s for men and women separately and combined, the bulk of which is accounted for by 
growth in the 90-50 log earnings ratio. Hourly earnings inequality for women, however, 
shows no overall increase during this period and the female hourly 50-10 ratio contracts 
slightly. The March CPS data for the 1960s shows slight overall contraction in inequality 
for both weekly and hourly samples, a pattern that is again likely to be driven by very low 
earnings values in the 1963 data. 

The 1970s data present a largely consistent picture of stable between group inequality 
and growing residual inequality. Both March CPS and Census PUMS indicate moderate 
growth in overall male earnings inequality for both weekly and hourly earnings concen- 
trated in the lower half of the distribution and almost entirely accounted for by the growth 
in the residual. Trends in male earnings inequality in the May CPS are comparable, with 
the exception that the May data show no growth in overall male weekly earnings inequal- 
ity as measured by the 90-10 ratio. All data sources indicate either no growth or modest 
contraction of female earnings inequality (overall and residual) during the 1970s, with a 
more pronounced contraction visible in hourly samples. 

Overall inequality expands dramatically across all data sources and sub-samples in the 
1980s, with the expansion roughly evenly split between the upper and lower halves of the 
distribution for male and pooled-gender samples, and concentrated in the lower half for 
female samples. Trends in residual inequality are less consistent across data sources~ 
however. While residual inequality growth accounts for approximately two-thirds of over- 
all inequality growth in weekly and hourly samples in March and ORG CPS data during 
the.1980s, this is not true for the Census PUMS where the variance of log wage residuals is 
essentially static between 1979 and 1989 (the 90-10 residual earnings ratio in the Census 
indicates modest growth during this period, however). 

An important pattern not visible from Table 4 is that the expansion of earnings inequaP 
ity during the 1980s is not smooth but rather is concentrated in the 1979-1985 period 
particularly for pooled-gender and male samples. In the ORG and March data, approxi~ 
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mately 80% of the growth of overall male inequality, and 90% of the growth of pooled- 
gender inequality, occurs between 1979-1985. Residual inequality grows somewhat more 
smoothly during the entire decade, however, and shows little deceleration for women after 
1985, especially in the March data. 

The recent redesign of the CPS means trends in wage inequality during the 1990s are 
less certain and a subject of current debate (e.g., Bernstein and Mishel, 1997; Lerman, 
1997). Our reading of the data is that overall and residual inequality in the upper half of the 
distribution continued to expand modestly during 1989-1996 for both pooled-gender and 
by-gender samples, although the trend is likely overstated by the survey redesign. 19 

Based on these comparisons of data and methods, we offer the following conclusions. 
First, estimates of educational differentials are quite consistent across data sources, sub- 
samples, and earnings concepts. Second, for most inequality outcomes, trends in full-time 
weekly earnings and overall hourly earnings are largely comparable within any given data 
source and are not particularly sensitive to the weighting scheme employed (bodies, 
weeks, or hours). Third, inferences regarding the residual distribution of earnings are 
far less consistent in sign, magnitude, and timing among data sources and are sensitive 
to the handling of outliers and selection of sub-samples. Although all data sources point to 
a growth of residual inequality starting in the 1970s, the relative magnitude, precise 
timing, and sample-specificity of this trend are elusive. These vagaries are unfortunate 
because shifts in the residual earnings distribution are less well understood than 'between 
group' inequality and, moreover, account, for the preponderance of recent inequality 
growth by most estimates. To make further progress in understanding these trends, 
researchers should carefully explore the robustness of their conclusions to choice of 
data source, sub-sample, and methodology. 

2.3. Total compensation inequality versus wage inequality 

A sharp increase in US wage inequality from tile late 1970s to the mid-1990s is a well- 
documented and robust finding across a wide variety of datasets and studies. But wages do 
not represent the full economic returns to work. Non-wage employee benefits (fringe 
benefits), such as employer pension contributions and employer-provided health insur- 
ance, represent a significant share of total (pecuniary) compensation in the United States. 
Aggregate data from the National Income and Product Accounts indicates that supple- 
ments to wages and salaries as a percentage of total compensation increased rapidly from 
7.5% in 1959 to 16.5% in 1979 to 18.9% in 1994, before declining slightly to 17.9% in 
1996 (Economic Report of the President, 1998, Table B28, p. 312). Pierce (1997), using a 
somewhat broader measure of employee benefits, estimates that non-wage compensation 
represented 27.3% of total employer compensation costs in 1994. The non-pecuniary 
returns to work (working conditions) also vary substantially among jobs and individuals. 

19 Inequality measures make discreet upward jmnps in 1994 in the ORG and 1993 m the March CPS, coincident 
with the redesign of the survey. 
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The interpretation and welfare consequences of rising wage inequality clearly depends 
on whether it represents increased inequality in the overall economic returns to work as 
opposed to a change in the distribution of the composition of total compensation between 
wage and non-wage components. Thus a crucial research question is the extent to which 
changes in wage inequality are a good proxy lbr changes in the dispersion of the total 
economic returns to work. Research on changes in the distribution of the overall economic 
returns to work has been hampered by a lack of individual-level datasets with information 
on the incidence and value of non-wage benefits and by the difficulties involved in 
measuring and valuing non-pecuniary working conditions. 

Pierce (1997) represents the most comprehensive study of the inequality of total hourly 
compensation (wage plus non-wage benefits) for the United States. Pierce examines 
reasonably representative national samples of jobs for 1986 and 1994 using the establish- 
ment survey micro data collected to produce the Employment Cost Index (a quarterly 
index of total employer compensation costs). This data provides information on hourly 
wages and on the incidence and value (employer cost) of a wide range of both legally 
required and voluntary benefits. Pierce finds that cross-sectional compensation inequality 
is greater than wage inequality. High wage jobs are more likely to have specific benefits 
(especially employer-provided health insurance, pensions, and paid leave) and a greater 
value of benefits. The differences in the incidence of voluntary benefits is especially large 
in the bottom-half of the wage (or total compensation) distribution. Pierce estimates a 90-  
10 log hourly compensation differential of 1.75 in 1994 as compared to a 90-10 log hourly 
wage differential of 1.568. Thus the cross-section data is suggestive of strong income 
effects in the demand for benefits with the benefit share increasing in total compensation. 
Furthermore Pierce's examination of data from 1986 to 1994 indicates a somewhat larger 
rise in compensation inequality than in wage inequality, especially in the bottom half of 
the compensation distribution. 

Information on the incidence (but not on the valuation) of employer-provided health 
insurance and pension coverage is periodically available t'o1" nationally representative 
samples of employees from the Current Population Survey. These data indicate that 
changes in the incidence of employer-provided health insurance and pension coverage 
have exacerbated relative wage changes with a substantial decline in the relative like- 
lihood of coverage for less-educated and low-wage workers from 1979 to the mid-1990s 
(e.g., Bloom and Freeman, 1992; Even and McPherson, 1994; Mishel et al., 1997a). For 
example, Farber and Levy (1998) document that the fraction of workers with health 
insurance from their own employer declined from 0.67 in 1979 to 0.50 in 1997 for high 
school dropouts as compared to a decline from 0.81 to 0.76 over the same period for 
college graduates. 

Hamermesh (1999) provides a fascinating initial attempt to examine changes in the 
inequality of (non-pecuniary) workplace amenities. Hamermesh examines patterns of 
changes in inter-industry differentials in both wages and the total burden of occupational 
injuries from 1979 to 1995. He finds a widening of cross-industry inequality in the total 
burden of injuries with a relative drop in injuries in industries with rising relative earnings. 
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Hamermesh similarly finds in analysis of the timing of work from 1973 to 1991 that the 
incidence of work at unattractive hours (evenings and nights) has increased relatively for 
low-wage workers. Changes in the distribution of these workplace amenities also move in 
the direction of greater inequality in the total economic returns to work in the United States 
over the last two decades. 

in summary, the limited available evidence strongly indicates that changes in the 
distribution of non-wage benefits and non-pecuniary workplace amenities tend to reinforce 
rather than offset observed increases in US wage inequality and wage differentials by 
education. This is an important area for future research, but a tentative conclusion is that 
recent changes in the wage distribution provide a reasonable proxy for changes in the 
distribution overall distribution of economic returns to work. 

2.4. Observable and unobservable components of  changes in wage inequality 

Models of wage structure changes emphasizing shifts in the supply and demand for 
different labor inputs are likely to be easier to implement and interpret when applied to 
changes in relative wages among workers classified by observable skill categories. It is 
more difficult to separate out the contribution of changes in skill prices and quantities to 
changes in residual wage inequality. This raises the question of the extent to which 
changes in wage inequality reflect changes in the relative price and quantities of observed 
worker attributes as opposed to changes in residual inequality. 

A common approach to assessing the quantitative contributions of observable and 
unobservable components of wage dispersion to changes in overall wage inequality is a 
standard variance decomposition. We start with a simple wage equation of the form 

Yit = Xit B, + uit, (1) 

where Yit is the log wage of individual i in year t, Xit is a vector of observed individual 
characteristics (e.g., experience and education), Bt is the vector of estimated (OLS) returns 
to observable characteristics in t, and u~t is the log wage residual (which depends on the 
prices and quantities of unobserved skills, measurement error, and estimation error). The 
orthogonality of the predicted values (XitBt) and the residuals (u#) in an OLS regression 
implies the variance of Y/t can be written as 

Var(Yil ) = Var(XitBit) + Var(uit). (2) 

Thus the variance of log wages can be decomposed into two components: a component 
measuring the contribution of observable prices and quantities and the residual variance (a 
component measuring the effect of unobservables). These two components are typically 
referred to as between-group and within-group inequality. The change in variance of log 
wages between two periods can similarly be decomposed (by differencing Eq. (2)) into the 
change in the variance in the predicted values (change in between-group inequality) and 
the change in the residual variance (change in within-group inequality). This approach 
provides a clean and clear decomposition of wage inequality into observables and unob- 



1490 L. F. Katz and D. H. Autor 

servables. The shortcoming of a reliance only on this approach is that the variance may not 
be the only inequality metric of interest especially given the sensitivity of the variance to 
changes in the tails of the distribution. 

Table 5 presents such a between- and within-group decomposition of the growth of 
the variance of log weekly wages fi'om 1963 to 1995 for our basic March CPS samples 
of full-time, full-year workers. Changes in the between-group variance component for 
men and for women reflect changes in relative returns to and the distribution of 
quantifies of workers by education, experience, race, and region. The growth of residual 
inequality accounts for about a 60% of the increase in the variance of log weekly 
wages for both men and women over the full 1963-1995 period. This pattern reflects a 
somewhat more rapid proportional growth in between-group than residual inequality. In 

fact, for males the share of overall variance explained by the observables rises from the 
32% in 1963 to 36% in 1995. The narrowing of the gender wage differential since 1979 
reduces the between-group variance and implies a quite large contribution (75%) of 
residual inequality to the growth in overall wage inequality for men and women 
combined. The between group component plays a much larger role in the period of 

Table 5 
Between- and within-group components of changes in the variance of log weekly wages, full-time, full-year 
workers, March CPS 1963-1995 ~ 

Changes in the variance components 

Total change Between-group Within-group % Explained % Residual 
change change 

A. Males 

1963-1995 0.159 0.067 0.092 42 58 
1963-1979 0.047 0.014 0.033 33 67 
1979-1995 0.112 0.053 0.059 47 53 

B. Females 

1963-1995 0.131 0.048 0.083 37 63 
1963-1979 0.022 -0.001 0.023 -5 105 
1979-1995 0.109 0.049 0.060 45 55 

C. Males andJOmales 

1963-1995 0.111 0.028 0.083 25 75 
1963-1979 0.037 0.010 0.027 27 73 
1979-1995 0.074 0.018 0.056 24 76 

The between-group components (predicted values) and within-group components (residuals) of the variance 
of log weekly wages are based upon separate regressions by sex in each year of log weekly wages on 8 education 
dummies, a quartic in experience, 3 region dummies, black and other race dummies, and interaction between the 
experience quartic and 3 broad education category dummies. The regressions for males and females combined 
include the same covariates, plus a female dummy; and interactions of the female dummy with all other covarL- 
ates. 
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rising educational differentials and accounts for 47% of the growth in male wage 
inequality from 1979 to 1995. 2o 

Increases in between-group and within-group inequality are both important contributors 
to rising US wage inequality over the last several decades. A full explanation for changes 
in wage inequality needs to account not only for changes in returns to observed skill 
measure, but also for large changes in within-group inequality. 

A further issue concerning the decomposition of  changes in wage inequality into obser- 
vable and unobservable components is the extent to which changes in between-group wage 
inequality reflects changes in the returns to observed skills as opposed to changes in the 
distribution of  worker characteristics. The full-sample distribution accounting scheme 
developed by Juhn et al. (1993) is a useful approach that allows one to make such assess- 
ments for any measure of inequality (not just the variance). This approach begins with a 
simple wage equation such as (1) and conceptualizes the wage equation residual ui, as 
having two components: an individual's percentile in the wage distribution 0it and the 
distribution function of  the residuals F~(). By the definition of  the cumulative distribution 
function, we can write the residual as 

w h e r e  f t  1( • [ Xit ) is the inverse cumulative residual distribution for workers with char- 
acteristics Xi, in year t. 

The framework given by Eqs. (1) and (3) decomposes changes in inequality into three 
sources: (1) changes in the distribution of individual characteristics (changes in the distri- 
bution of the X's); (2) changes in the returns to observable skills (changes in the B's); and 
(3) changes in the distribution of  residuals. By defining /3 as the average returns to 
observables over the whole period under study and G(. [ Xit) to be the average cumulative 
distribution, we can decompose the level of  inequality into corresponding components 
using 

Yi, = Xi ,~  + X~,(B, -- ~)  + G l(oit I x~,) + [F,-~(0~, I x~,)  -- G-~(O~,  I x~,)]. (4) 

The first term captures the effect of changing distribution of  worker characteristics; the 
second measures the effects of  changing skill returns; and the third term accounts for 
changes in the distribution of  the residuals. This framework allows one to reconstruct the 
(hypothetical) wage distribution that would attain with any subset of the components held 
fixed. One does not need to hold any of the components fixed at the average level for the 

~cj The estimates of Juhn et al. (1993) similarly imply that an increase in residual wage inequality accounted lot 
approximately 61% of the rise in the variance of log weekly wage for full-time, adult, white males in the March 
CPSs from 1964 to 1988. They also find a much larger contribution of the between-group component in the 1980s. 
DiNardo et al. (1996) find using data on hourly wages of a!l employees aged 16-65 from the CPS ORG samples 
that the majority (57%) of the increase in wage inequality from 1979 to 1988 is accounted for by rising between 
group variance. 
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entire sample, one could simulate hypothetical wage distributions using any base period 
and replace/3 and G(- I Xit) with the values for a reference period of interest. 

If observable skill returns and the residual distribution are held fixed so that only 
observable quantities are allowed to vary, then wages would be determined by 

Y~, = x i t~  + G-t(OiL I xit). (5) 

If observable skill returns and quantities are allowed to vary over time with only the 
residual distribution held fix, then wages are generated by 

Y~, = Xi,B, + a- ' (O~,  I Xi,). (6) 

The recommended approach of Juhn et al. (1993) is to calculate the distributions of Y/t, 
Y~, and Y~ for each year studied and to attribute the change through time in the Y~ 
distribution to changes in observable quantities. Any additional change in inequality in 
1/.2 beyond inequality changes in Y~ is attributed to observable skill returns. Further change 
in actual overall inequality of ~, beyond those found in y2 is attributed to residual inequal- 
ity (changes in the distribution of residuals). The advantage of this approach over a 
standard variance decomposition is it allows one to look at how changes in each compo- 
nent affected the entire wage distribution and not just the variance. A disadvantage of 
moving away from the variance and examining other measures of inequality, such as 
quantile measures like the 90- t0  log wage differential, is that these alternative measures 
typically do not uniquely decompose into between and within components. The actual 
allocations of changes in inequality to different components using the full sample account- 
ing scheme are sensitive to the order in which one does the decomposition. The order 
chosen implicitly implies an assignment of interaction terms among the different compo- 
nents. Further ambiguities can arise since the specific results also depend on the base 
period chosen to hold components of the wage distribution fixed. 21 

Juhn et al. (1993) have implemented this approach for several quantile measures of 
wage dispersion using March CPS data on adult white males for 1964-1988. Table 6 
summarizes their findings for the 90-10 log weekly wage differential. Increases in residual 
inequality account for 56% of the rise (0.208 of an increase of 0.373) of the 90-10 log 
weekly wage differential from 1964 to 1988, The contribution of residual inequality to the 
rise in the 90-10 differential is quite similar to findings from a standard variance decom- 
position. Table 6 also indicates that almost 80% of the contribution of observables to rising 
inequality for the whole 1964-1988 period result from increases in returns to observable 
skills (experience and education). In fact, the increase in returns to observed skills (mainly 
rising educational wage differentials) accounts for the majority (55%) of the increase in 
male wage inequality in the 1980s. Juhn et al. (1993) also report that increased returns to 
observed skills are more important for the increases in wage inequality in the upper half of 

2l For example, Goldin and Margo (1992) find substantial sensitivity of results to the choice of a base period in 
using this approach to decompose changes in US wage inequality from 1940 to 1950 
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"Fable 6 
Observable and unobservable components of changes in the 90-10 log wage differential, White males, March 
CPS, 1964-1988 ~ 

Total change Observed Observed s k i l l  Unobservables 
quantities returns 

1964-1988 0.373 0.035 0.128 0.208 
1964-1979 0.165 0.029 0.014 0.119 
1979-1988 0.208 0.006 0.114 0.089 

~ Source: Juhn et al. (1993, Table 4). 

the wage distribution than in the bottom half of  the wage distribution as might be expected 
from the large increase in returns to college and advanced degrees in the 1980So 

2.5. Permanent  and transitory components  o f  earnings inequality 

An increase in cross-sectional earnings inequality could reflect a rise in the permanent 
and/or the transitory component of  earnings inequality. An explanation for the observed 
rise in cross-sectional inequality in the United States over the past several decades based 
on greater returns to skills (such as schooling and other persistent abilities) implies 
increased inequality in long-run (permanent) earnings. The substantial contribution of 
expanding educational wage differentials to growing earnings inequality is consistent 
with such a scenario. But the large increase in residual wage inequality could reflect 
increased returns to persistent (unobserved) worker attributes or a rise in transitory 
earnings variability. A sharp increase in the returns to (unobserved) skills is likely to 
have a much larger impact on long-run earnings inequality than an increase in transitory 
earnings instability. Explanations for increased wage inequality emphasizing the weak- 
ening of labor market institutions (e.g., unions, government wage regulation, internal 
labor markets) that increase the exposure of  wages to market shocks may be consistent 
with increased year-to-year earnings turbulence. Understanding the contributions of 
changes in permanent and transitory components of earnings variation to increased 
cross-sectional earnings inequality is helpful for evaluating alternative hypotheses for 
wage structure changes and for determining the likely welfare consequences of rising 
inequality. 

Following Baker and Solon (1998) and Moffitt and Gottschalk (1995), a rudimentary 
model of earnings dynamics allowing for time-varying earnings inequality is given by 

Yit = Pt°Zi q- Atvit, ('-/) 

where Yit is the log earnings of individual i in year t, c~i is individual i 's permanent earnings 
component (assumed to be time-invariant in this simple fi'amework) with variance cry, v# 

2 is the transitory earnings component with variance cr v, c~ i and vi, are orthogonal to each 
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other, and Pt and Ar are time-varying factor loadings on the pennanent and transitory 
components of earnings. One interpretation of this fi'amework is that a i reflects persistent 
worker skills and p~ reflects the time-varying skill price (returns to skill). This model 
implies the variance of Yit can be written as 

2 Var(Yit) = p~o2~ + A t o-~. (8) 

Eq. (8) shows that an increase in either factor-loading generates an increased cross- 
sectional earnings dispersion. The nature of the change in inequality depends on which 
factor loading changes. A persistent rise in p~ increases long-run earnings inequality (earn- 
ings dispersion across individuals measured over a long horizon such as a decade or 
lifetime) as the relative labor market advantage of high skill workers is enhanced. An 
increase in At without an increase in Pt increases cross-section earnings inequality by 
raising year-to-year earnings volatility, but there is no increase in the dispersion of 
long-run earnings. An increase in Pt essentially maintains the rank order of individuals 
in the wage distribution, but spreads them out further in a persistent manner. An increase in 
At leads to more changes in individuals' order in the earnings distribution, but the changes 
are quickly undone. 

Measures of earnings mobility, the rate at which individuals shift positions in the 
earnings distribution (i.e., transition across quantiles of the earnings distribution), are 
closely related to the importance of permanent and transitory components in earnings 
variation. A large contribution of the permanent component implies that individuals' 
earnings are highly con'elated over time (those with low relative earnings in one year 
are likely to have low relative earnings in other years) and thereby implies low rates of 
earnings mobility. Thus the extent to which changes in cross-sectional earnings inequality 
are driven by the permanent or transitory component has implications for changes in 
mobility rates. A rise in inequality caused solely by an increase in the permanent compo- 
nent will be associated with a decline in mobility rates. A rise in transitory component 
alone will increase mobility rates. Equal proportional increases in the permanent and 
transitory components will leave mobility rates unchanged even though earnings instabil- 
ity (the variation in year-to-year changes in log earnings for a typical individual) will be 
increased. 

Since increases in the factor loading for either the permanent or the transitory compo- 
nent in Eq. (7) raises the cross-sectional variance of Yi, information on the time pattern of 
the variance of Yit from repeated cross-sections is not sufficient to identify whether p~ or At 
has changed. Information on individual-level autocovariances of earnings is necessary to 
sort out changes in the permanent and transitory components of variance (Baker and 
Solon, 1998), Thus longitudinal data on individual earnings histories are required to assess 
the contributions of permanent and transitory components of earnings variation to levels 
and changes in earnings inequality. 

A burgeoning literature has attempted to examine the contribution of permanent and 
transitory components of earnings variation to recent changes in US earnings inequality 
using data from several longitudinal datasets (the PSID, NLSY, and March-March 
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matched files from the CPS).22 A consistent finding across studies and datasets is that large 
increases in both the permanent and transitory components of  earnings variation have 
contributed to the rise in cross-section earnings inequality in the United States from the 
late 1970s to the early 1990s. The increase in the overall permanent component consists of  
both the sharp rise in returns to education and a large increase in the apparent returns to 
other persistent (unmeasured) worker attributes. The rise in cross-sectional residual 
inequality for males (controlling for experience and education) in the 1980s seems to 
consist of  approximately equal increases in the permanent and transitory factors (Moffitt 
and Gottschalk, 1995). 

Gottschalk and Moffitt 's (1994) simple decomposition of the change in the variance of 
log earnings from the 1970s to the 1980s for male household heads in the PSID provides an 
illustrative set of  results. Gottschalk and Moffitt subdivide their data into two 9-year 
periods, 1970-1978 and 1979-1987. After adjusting earnings for lifecycle earnings 
growth (controlling for an experience profile), they calculate for each individual the 
mean of  his log earnings over the 9-year period (permanent earnings) and the deviation 
of his log earnings from the mean in each year (transitory earnings). The variance of  
permanent log earnings in each 9-year period is the variance of  these 9-year means across 
individuals. They calculate the variance of transitory log earnings by computing the 
variance of the nine transitory components separately for each individual and then aver- 
aging them across individuals. 23 

Table 7 summarizes some of  the key findings of Gottschalk and Moffitt (1994). The 
permanent and transitory variances both increased by about 40% from the 1970s to the 
1980s. The similar proportional increases in transitory and permanent variances imply 
little change in earnings mobility. Roughly two-thirds of the increase in earnings variance 
(for both annual and weekly earnings) from the 1970s to the 1980s is accounted for by the 
permanent component, but the rise in earnings instability is still quantitatively signific~m 
The changes in permanent and transitory variance are of similar magnitude when one 
looks within education groups (controlling for much of the increase in returns to educa~ 
tion). The increase in earnings instability appears largest for less educated workers. 

The implicit model of  earnings dynamics used by Gottschalk and Moffitt (1994) is quite 
restrictive. For example, recent research on earnings dynamics provides evidence of: (/)  
persistent heterogeneity across individual not only in their level of  earnings but also in 
their lifecycle growth rates; (2) the possibility of  an important random-walk component to 

22 Gottschalk and Moftitt (1994), Haider (1997), and Moffitt and Gottschalk (1995) examine adult males asing 
the PSID. Buchinsky and Hunt (1996) examine young workers using the NSLY. Gittleman and Joyce (1995, 
1996) examine adult males and females using March-March matched files from the Annual Demographic Files of 
the CPS. Baker and Solon (1998) provide a sophisticated study of male earnings dynamics and changes in 
earnings inequality using a rich longitudinal data set of income tax records for Canada. See OECD (1997) for 
a summary of evidence on recent a changes in earnings mobility among other advanced nations. Studies of 
earnings mobility tend to focus on measures of annual earnings. 

23 This approach could be justified by an earnings dynamics model such as Eq. (1) if p~ and A~ are fixed within 
each 9-year period but allowed to differ across the two 9-year periods. 
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earnings; and (3) serial correlation in transitory shocks to earnings (e.g., Abowd and Card, 
1989; Baker, 1997). But more sophisticated empirical analyses that use more realistic (and 
complicated) models of earnings dynamics reach similar conclusions of substantial contri- 
butions of both permanent and transitory variances to the rise in cross-sectional earnings 
variance and little change in earnings mobility rates (e.g., Moffitt and Gottschalk, 1995; 
Haider, 1997). 

A complete explanation for the recent rise in US wage inequality needs to account lbr 
both a growth in transitory earnings volatility and a large increase in the permanent 
variance component that appears associated with higher returns to education and other 
persistent worker attributes. The rise of earnings instability appears to be a bit of a puzzle 
for hypotheses only emphasizing rising skill prices associated with increased growth in the 
demand for skills relative to the supply of skills. A period of rapid skill-biased technolo- 
gical change associated with the spread of computer-based technologies and new organi- 
zational practices could both increase the relative demand for skill and (at least in a 
transition period) generate greater earnings instability since firms are likely to have 
much initial uncertainty concerning the abilities of individual workers' to perform new 
tasks and adapt to a new organizational environment. Rodrik (1997) has argued that 
increased globalization and international capital mobility can also increase earnings 
instability by making labor demand curves more elastic so that shocks to product market 
prices have a larger impact on wages. An important agenda for future work is to attempt to 
examine the extent to which patterns of changes in transitory earnings variability are 
related to changes in technology, organizational and personnel practices, exposure to 
international competition, changes in domestic product market competition, and changes 
in unionization and other labor market institutions. 

2.6. Cohort versus time effects in inequality and the returns to education 

The interpretation of recent increases in educational wage differentials and of within- 
group inequality (at least the persistent component of residual inequality) as largely 
reflecting increases in the returns to skills is facilitated by the (implicit) assumption that 
the distribution of unobserved ability is relatively similar across successive labor market 
cohor t s .  24 An alternative possibility is that increased wage inequality may arise from 
increased dispersion of unobserved labor quality within recent entry cohorts, possibly 
from increasingly unequal school quality and diverging social conditions across neighbor- 
hoods. A decline in the unobserved ability of those with less education relative to those 
with more education in younger cohorts could potentially imply a rise in education returns 

24 Card and Lemieux (1996) provide an interesting formal assessment of tile extent to which an increase in the 
returns to a single index of skill can account for the observed pattern of changes in wage differentials by education 
and age and in residual wage dispersion for the United States dnring the 1980s. They find that such a "single 
index" model of skills provides a fairly accurate, but overly simplified, description of wage structure changes fo~ 
white men and white women from 1979 to 1989. 
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reflecting an increase in ability bias. 25 In other words, changes in the wage structure could 
reflect changes in the average quality of different groups of  workers rather than changes in 
the average wage for groups of  workers of fixed quality. 

Under the assumption that quality is relatively fixed within cohorts after school comple- 
tion and labor market entry, these considerations have motivated investigations of  the 
extent to which changes in inequality and educational differentials reflect changes within 
as opposed to between cohorts. Juhn et al. (1993) examine within-cohort changes in 
overall wage inequality (the 9 0 - t 0  log weekly wage differential) for 6-year experience 
cohorts of white men. They find little within-cohort change in inequality in the 1960s, 
modest increases in the early 1970s, and large increases in the 1980s. The time pattern of  
average within-cohort inequality changes closely track average within-experience group 
changes. And Murphy and Welch (1993b) show that average within-cohort changes in the 
college wage premium similarly closely follow average within-experience group changes 
with a modest increase in the late 1960s, a decline in the 1970s, and substantial increases in 
the 1980s. Within-cohort changes (time differences) in inequality (or educational wage 
differentials) eliminate fixed cohort effects but could represent age or time effects or both. 
Although one cannot separately identify the levels of  cohort, age, and time effects without 
very strong assumptions, a differences-in-differences approach of  comparing within- 
cohort changes for different cohorts going through the same age ranges in different time 
periods can eliminate age and cohort effects and leave only changes in the time effect (the 
change in inequality growth over time). For example, a comparison of  the change in 
inequality in the 1980s for the cohort aged 25-29 in 1980 to the change in inequality in 
the 1970s for the cohort aged 25-29 in 1970 provides an estimate of  the difference in the 
time effect for the 1980s to the time effect for the 1970s. 

Thus the findings of  Juhn et al. (1993) shows an accelerating increase in inequality with 
time from the 1960s to the 1980s that cannot be explained by any combination of age and 
cohort effects. The sharp swings in within-cohort changes in educational wage differen- 
tials across decades (and even shorter periods in which changes in labor force composition 
are quite small) also strongly suggest that fluctuations through time in the college wage 
premium largely reflect changes in the relative price of  educated labor and are not artifacts 
of  changes in the composition of  the college and high school populations. 

A key role for changes in skill prices in movements in US educational wage differentials 
does not imply the absence,of cohort or "vintage" effects in the returns to education. An 
exploratory analysis by Card and Lemieux (1999) reject the hypothesis that the return to 
education is the same for different cohorts in the US labor market. Their findings are 

25 A distinctive but related alternative hypothesis is that estimated changes in educational wage differentials 
reflect changes in the returns to unobserved ability rather than changes in "nile" returns to education (e.g., 
Cawley et al. (1998). Changes in the returns to unobserved ability could lead to changes in ability bias even with 
unchanging distributions of unobserved ability within and between cohorts and education groups. This is a 
difficult issue requiring strong and controversial identification assumptions, but our reading is that the limited 
available evidence suggests substantial increases in the US college wage premium in the 1980s even after 
attempting to account for a rise in returns to unobserved ability (e.g., Chay and Lee, 1996). 
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suggestive of changing cohort effects in the college wage premium especially among 
recent US entry cohorts. 

The much larger rise (within-experience group) rise in the college wage premium for 
younger than older workers in the 1980s could be attributed to either such changing cohort 
effects or from the larger impact of labor market shocks on younger than on older workers. 
Freeman's (1975) "active labor market" hypothesis postulates that changes in labor 
market conditions (changes in the supply and demand for skills) show up most sharply 
for new entrants because more senior incumbent workers are partially insulated from 
shocks by internal labor markets. This hypothesis suggests one should find lagged 
responses to shocks in older cohorts. It also implies that similar wage structure changes 
by skills should be apparent for new entrants and for displaced workers. 

2.7. Longer-term historical changes in the US wage structure 

Many explanations for recent wage structure changes emphasize factors, such as skill- 
biased new technologies and reduced barriers to international economic transactions, that 
are sometimes characterized as sharp breaks from the past. But rapid technological 
progress and reductions in communications and transportation costs have characterized 
advanced market economies for a long historical period stretching back at least to the 
industrial revolution. This raises the issue of how wage structure changes over the past 
several decades fit into longer-term historical patterns. IndividuaMevel data on earnings 
and worker characteristics from the decennial Census of Population allow one to make 
reasonably consistent comparisons of wage structure changes (particularly for full-time, 
full-year workers) over the 1940 to 1990 period. % Nevertheless the 1940 Census PUMS is 
the first nationally-representative sample with information on both earnings or educational 
attainment. Thus the analysis of wage structure changes prior to 1940 is greatly 
constrained by data limitations and requires a focus on changes in wage differentials by 
occupation and/or industry (e.g., Douglas, 1930; Cullen, 1956; Chiswick, 1979; William- 
son and Lindert, 1980; Goldin and Katz, 1995, 1998). 

Table 8 uses data on log weekly wages of full-time, full-year, non-agricultural workers 
from the Census PUMSs to summarize the evolution of overall wage inequality (as 
measured by the 90-10 log wage differential) and the college wage premium (as measured 
by the regression-adjusted wage differential between those with exactly 16 years of 
schooling and those with exactly 12 years of schooling) from 1940 to 1990. 27 The exis- 
tence of a large number of outlier observations with extremely low weekly earnings 
(especially for women in 1940) motivates our presentation of overall inequality measures 
based on two different approaches to trimming this bottom tail. The first approach deletes 

26 Recent studies using the Census data to examine wage structure changes over the full 1940-1990 period 
include Autor et al. (1998), Juhn (1994), Juhn et al. (1996), and Murphy and Welch (1993a). 

2v The Census collects information on annual earnings in the previous calendar year. Thus the data in Table 8 
actually cover the 1939-1989 period. We focus on non-agricultural workers given the difficulties in measuring 
agricultural earnings especially in the early Census samples. 
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Table 8 
US wage structure changes, 1940-1990 full-time, full-year non-agricultural workers, Census PUMSs a 

Males 90-10 differential Females 90-10 differential All college/ 
high school 
differential 

1% sample MW sample 1% sample MW sample 1% sample 

1940 1.47 1.41 1.79 1.32 0.427 
1950 1.00 1.00 1.10 1.06 0.303 
1960 1.09 1.10 1.13 1.02 0.367 
1970 1.18 1.16 1.18 1.02 0.409 
1980 1.32 1.28 1.15 1.10 0.365 
1990 1.48 1.52 1.30 1.33 0.501 

Note: All estimates are for log weekly wages of full-time, full-year workers not employed in agriculture. The 
1% sample deletes the lowest 1% of workers sorted by log weekly wage. The MW sample deletes all workers 
earning less than 1/2 of the contemporaneous Federal minimum wage. The college/high school wage differential 
is the (adjusted) differential in log weekly wages of workers with exactly 16 years of schooling (or only a 
bachelor's degree in 1990) to those with exactly 12 years of schooling in regression of log weekly wages on 8 
education dummies, a quartic in experience, 3 region dummies, a non-white dummy, a female dummy, and 
interactions of the female dummy with all other covariates except the education dummies. 

the lowest 1% (and leads to findings that are quite similar to no deletions), and the second 
approach (following Juhn, 1994)) deletes all individuals who earned less than half the 
contemporaneous Federal minimum wage. This second approach could potentially be 
misleading given substantial changes in the coverage and relative generosity of the Federal 
min imum wage over the period of study (especially from 1940 to 1950). 

The most striking feature of the data presented in Table 8 is the tremendous narrowing 
of wage inequality for both men and women in the 1940s. % Wage inequality for men then 
rises in each subsequent decade with an acceleration of the pace of widening inequality in 
the 1980s. 29 The entire compression of the wage structure in the 1940s is undone by 1990. 
The pattern for women is roughly similar. The US wage structure in the 1990s appears to 
be more unequal than at any point of time at least since 1940. The college wage premium 
also declines substantially in the 1940s, rises modestly in the 1950s and 1960s, narrows in 
the 1970s, and then sharply expands in the 1980s. Juhn (1994) shows that a wide variety of 
measures of educational and occupational wage differentials evolve similarly to the 
college wage premium from 1940 to 1990. 

Overall wage inequality and educational wage differentials have expanded greatly since 
1950 despite rapid educational advance and a large increase in the relative supply of more- 

28 Goldin and Margo (1992) refer to the 194(ls as the period of the "Great Compression." 
29 Juhu (1994) reaches similar conclusions in an analysis of weekly earnings of full-time, white males fl'om 

1940 to 1990. 
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educated workers. Thus strong secular increases in the relative demand for skills is likely 
to be an important component of any explanation for US wage structure changes. The 
sharp contrast between the pattern of wage compression in the 1940s (a period of rapid 
expansion of unions, extremely tight labor markets for less-skilled workers associated with 
World War II, and government intervention in the economy) and of widening inequality in 
the 1980s (a period of eroding unions and sharp declines in blue collar employment in 
manufacturing) is suggestive of the possible importance of both institutional factors and 
changes in the relative demands for and supplies of different skill groups. 

The available evidence on occupational wage differentials indicates a substantial decline 
in the earnings of white collar workers relative to blue collar workers from 1890 to 1939 
(Goldin and Katz, 1995). This decline in the white collar wage premium occurs almost 
entirely in the decade sun'ounding World War I (especially from 1914 to 1919). The 
widening of occupational wage differentials from 1950 to 1990 has been large enough to 
offset the Great Compression of the 1940s, but it has not undone the compression that 
occurred around World War I. Thus the occupational wage structure has probably narrowed 
over the past century. The decades surrounding the two World Wars account for almost all 
the egalitarian movements in the wage structure in the 20th Century. The sources of these 
seemingly persistent effects of changes occurring during the period of the World Wars is an 
important question for an understanding of the long-run evolution of the US wage structure. 
One possibility is that wars enable the erosion of customary wage differentials (Phelps- 
Brown, 1977). The precise timing of the large declines in occupational/educational wage 
premiums in the 1910s and 1940s may reflect special factors related to the wars, but their 
persistence may reflect the role of market forces related to rapid expansions of the relative 
supply of more-educated workers associated with the high school movement after World 
War I and the growth of higher education after World War II. 

3. Changes in other advanced OECD countries 

Have wage differentials by skill and overall wage inequality increased in other advanced 
countries since the late 1970s to the same extent they have in the United States? A number 
of recent studies have attempted to assemble as comparable as possible data across 
advanced nations to answer this question. 3° Thus, in this section, we provide only a 
brief summary of the basic patterns of wage structure changes among advanced OECD 
nations over recent decades. 

Table 9 classifies 12 countries by the way their educational and/or occupational wage 
differentials changed in the 1970s and the 1980s. During the 1970s, all the countries shared 
a common pattern of narrowing wage differentials by skill. Overall wage dispersion for 
males also narrowed in all of these countries with the exception of the United States. The 

30 See, for example, Berman et al. (1998), Davis (1992), Freeman and Katz (1994, 1995), Gottschalk and 
Smeeding (1997), Haskell and Slaughter (1998), and OECD (1993, 1996, 1997). The chapter by Layard and Nickell 
(this volume) examines cross-country differences in labor market institutions and labor market performance. 
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Table 9 
Changes in educational/occupational skill differentials in selected countries ~ 

Countries that experienced: 1970s 1980s 

Large fall in differentials Australia Korea 
Canada 
France 
Germany 
Italy 
Japan 
Netherlands 
Sweden 
South Korea 
United Kingdom 
United States 

Modest changes in differentials 
Modest fall in differentials 
No noticeable change in differentials 

Modest rise in differentials 

A large rise in differentials 

Netherlands 
France 
Germany 
Italy 

Australia 
Canada 
Japan 
Sweden 

United Kingdom 
United States 

~ Source: Freeman and Katz (1994, 1995). 

trend toward reduced educational wage differentials stopped or strongly reversed itself by 
the mid-1980s in all of these countries (except South Korea). 

Furthermore patterns of changes in educational wage differentials and overall wage 
inequality are much more divergent in the 1980s and 1990s than in the 1970s. Table 10 
measures changes in overall wage inequality for men from 1979 (or the earliest year 
available) to 1994 (or the latest year available) in terms of the 90-10 log wage differential. 
The United States and the United Kingdom experienced sharp increases in overall wage 
inequality, residual wage inequality, and, educational and occupational wage differentials 
of similar magnitude (Katz et al., 1995). The pattern of declining wage inequality apparent 
throughout the OECD (except the United States) in the 1970s ceased in the 1980s and 
1990s in almost all nations (with Germany and Norway as possible exceptions). Canada, 
Australia, Japan, and Sweden had modest increases in wage inequality and educational/ 
occupational differentials starting in the early 1980s. 

Wage diffferentials and inequality narrowed through the rmd-1980s in Italy and France 
with some hint of expanding in France in the late 1980s and with a large increase in 
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Table 10 
Trends in wage inequality for males, selected OECD countries, 1979-1994 ~ 

1503 

Country Log of ratio of wage of 90th percentile earner to 10th percentile earner 

1979 1984 1989 1994 Change from 
earliest to 
latest year 

Australia 1.01 1.01 1.03 1.08 0.07 
Austria b 0.97 1.00 0.03 
Canada c 1.24 1.39 1.38 1.33 0.09 
Finland ~ 0.89 0.92 0.96 0.93 0.04 
France 1.22 1.20 1.25 1.23 0.01 
Germany ~ 0.87 0.83 0.81 -0.06 
Italy 0.83 0.83 0.7'7 0.97 0.14 
Japan 0.95 1.02 1.05 1.02 0.07 
Netherlands f 0.92 0.96 0.95 0.03 
New Zealand g 1.00 1.12 1.15 0.15 
Norway h 0.72 0.72 0.77 0.68 -0.04 
Sweden i 0.75 0.71 0.77 0.79 0.04 
United Kingdom 0.90 1.02 1.12 1.17 0.27 
United States 1.16 1.30 1.38 1.45 0.29 

Source: OECD (1996, Table 3.1, pp. 61-62). Notes: The samples generally consist of full-time workers, with 
the exceptions of Austria, Italy, and Japan. See OECD (1996, pp. 100-103) for details on the samples and 
earnings measures. 

b Data for Austria in the 1979 column are for 1980. 
c Data for Canada are for 1980, 1986, 1990, and 1994 
d Data for Finland m'e for 1980, 1983, 1989, and 1994. 

Data for Germany are for 1983, 1989, and 1993. 
J Data for the Netherlands are for 1985, 1989, and 1994. 

Data for New Zealand are for 1984, 1990, and 1994. 
I~Data for Norway are for 1980, 1983, 1987, and 1991. 
i Data for Sweden are for 1980, 1984, 1989, and 1993. 

inequa l i ty  in I taly in  the  1990s fo l l owing  the abo l i t ion  of  an  a u t o m a t i c  cos t -o f - l iv ing  index  

f avo r ing  l o w - w a g e  worke r s  ( the  scala  m ob i l e )  and  the e n d i n g  of  s y n c h r o n i z a t i o n  of  

b a r g a i n i n g  across  indus t r ies .  N e w  Z e a l a n d  also shows  la rge  i nc r ea se s  in  inequa l i ty  in a 

pe r iod  fo l l owing  subs tan t i a l  d e r e g u l a t i o n  of  p r o d u c t  and  l abor  m a r k e t s  ( O E C D ,  t996) .  

T h e s e  pa t te rns  are  sugges t ive  o f  an  i m p o r t a n t  ro le  of  d i f fe rences  a n d  c h a n g e s  in l abor  

m a r k e t  ins t i tu t ions  and  r egu la t i ons  in  exp la in ing  the  c ros s -coun t ry  d i v e r g e n c e  of  wage  

s t ructure  changes  in  the  1980s a n d  1990s. B u t  d i f ferences  in supp ly  and  d e m a n d  fac tors  

m a y  also p lay  a ro le  (e.g., g rea te r  dece le ra t ions  in  the  rate of  g r o w t h  o f  re la t ive  skill  supply  

g rowth  in the U n i t e d  States  and  Grea t  Br i t a in  f r o m  the 1970s to the  1980s) .  A n d  the  

ex i s t ence  of  e i the r  a dec l ine  in  the  re la t ive  wages  of  the  less ski l led,  a sha rp  r ise in the  

u n e m p l o y m e n t  o f  the  less  ski l led,  or bo th  in a l m o s t  all  O E C D  coun t r i e s  o v e r  the  pas t  two 

decades  despi te  e x p a n d i n g  re l a t ive  suppl ies  of  h igh ly  educa t ed  w o r k e r s  is s t rong ly  suggcs-  
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tive of a common shift in labor demand against the less skilled (Katz, 1994; Wood, 1994; 
Nickell and Bell, 1995). We next develop a framework to assess the roles of  market forces 
and institutional factors in the evolution of  national wage structures. 

4. Conceptual framework: supply, demand, and institutions 

This section develops a supply-demand-institutions (SDI) framework to assess the role of  
market forces (supply and demand shifts) and institutional factors in changes in the wage 
structure. 

The specific approach taken borrows from the informal conceptual framework of Free- 
man and Katz (1994) and the more formal model of  the determinants of  between-group 
wage differentials of Bound and Johnson (1992). 

The basic idea is that the actual wage of  an individual can be decomposed into a latent 
"competitive" wage (or competitive total compensation level) and a deviation from the 
competitive compensation level for that individual. Actual wages may deviate from the 
competitive compensation level because of  either institutional/non-competitive forces 
(unions, minimum wages, etc.) affecting wage setting or "measurement" problems arising 
from differences in non-wage compensation across jobs. The actual wage for individual i 
(wi) can be defined as the product of the competitive wage for i (wi~) and a relative rent for i 
([& i): Wi = Wic [d~i. If  the non-wage employment attributes of  all jobs were identical and there 
were no institutional or non-competitive factors causing wages to deviate from their compe- 
titive norm, then all the/xi' s would be equal to 1. But much evidence suggests that wages for 
given "quality" workers appear to systematically differ across industries and employers and 
by union status suggesting that deviations of /x i  from 1 are likely to be quantitatively 
important. 31 Deviations of wages from "full" competitive compensation whether arising 
from compensating differentials for non-wage attributes of employment or from non- 
competitive influences on wages are interpreted here as variation in relative rents. 

This approach provides a useful framework for examining both changes in relative (log) 
wages among labor force groups and changes in residual (within-group) wage inequality. 
The aggregate work force is composed of K demographic groups (typically defined by age, 
education, and sex) indexed by k. The log wage for individual i in group k (Yik) can be 
expressed as the sum of the log competitive wage for i (Yikc) and the log relative rent for i 

(RID: 

Yik = Y m  + Rik~ (9) 

where Yik = log(w/h), Yik~ .... log(wik¢.), and Ri~ - log(~ik). The mean log wage of group k 

:~ Studies documenting and evaluating the evidence on inter-industry wage differentials include Slichter 
(1950), Krueger and Summers (1988), Katz and Summers (1989), Murphy and Topel (1990), and Gibbons and 
Katz (1992). Groshen (1991) examines US evidence on inter-employer wage differentials within detailed indus.- 
tries. Lewis (1986) carefully summarizes the US research on union/non-union wage differentials, and Card (1996) 
provides a thoughtful empiricN analysis of differences in the "treatment" effect of unions on individual wages by 
skill group. 
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(the geometric mean of the wage rate of group-k workers) Yk is conveniently equal to the 
sum of the competitive wage for group k (mean log competitive wage of group-k workers) 
and the average (log) rents for workers in group k 

Yk = YkL" + R~. (10) 

The competitive (log) relative wages (the Ykc's) are determined by the interaction of 
relative supplies and relative demands for the groups. To assist in the interpretation of 
the empirical literature, we concentrate on relative rents arising from three potentially 
measurable sources: (1) "true" industry wage differentials; (2) union wage effects; and (3) 
impacts of minimum wages or other forms of direct government intervention in wage 
setting. This focus leads us to also classify employment into J industries indexed by j. 

The actual log wage of individual i of group k working in industryj is given by the sum of 
the competitive log wage for group k (Y/,); the mean industry wage differential (conditional 
on union status) for workers of group k employed in industry j (/jk); a uniop status indicator 
(Uik = 1 if i is unionized and 0 otherwise) times the associated mean union wage premium 
(hk) for group k; a minimum wage impact status indicator (Mi~ = 1 if i' s wage is affected by 
the minimum wage and 0 otherwise) and the associated mean minimum wage impact (6k) 
for affected workers in group k; and a (mean zero) individual error term (eiJ~) reflecting 
measurement error and individual-level (within group) variation in ability and rents: 

Yijk = log(wijk) = Yk(. + ljk + hkUiA + (~kMik + eijk. ( l l )  

The industry wage differentials (Ilk'S) potentially reflect differential effects of unions on 
wage levels by industry and demographic group (differences in union bargaining power by 
industry, union threat effects, and union spillover effects), other sources of non-competitive 
wage variation across industries (efficiency wage and other rent sharing considerations), as 
well as equalizing differences for between-industry variation in working conditions and 
non-wage compensation. The mean minimum wage impact (6~) includes direct effects on 
for those earning the minimum wage as well as potential positive spillover effects above the 
minimum wage or possible negative crowding effects on wages in the uncovered sector. 

The mean log wage for group-k workers can be written as 

Y~ = r~.: + X (bk4~jk + A~Uk + ~kMk}, (12) 
J 

where 4)jk -- Njk/N k is the share of workers in group k that work in industry j; Uk is the 
fraction of group-k workers that are unionized; and M~ is the fraction of group-k workers 
that are affected by the minimum wage. We assume that log wages in each period are 
measured as deviations from the overall mean log wage. The change in the relative log 
wage of each group k is 

dYk = dYke + Z (dIikd2/k + !ikdc~J k) ~ dhkU~ -b AkdU/, -~ d6kM k + 6kdMi,. (13) 
J 

The relative wage of a particular group of workel-s can change either because marke~ 
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forces lead its mean competitive wage to rise faster or slower than the overall average or 
because of changes in its relative rents. Eq. (13) indicates that changes in average relative 
rents for a group can arise from changes in the average level or incidence of industry wage 
premia, changes in the group's unionization rate or union wage premium, and changes in 
the impact of the minimum wage on that group. 

Eqs. (9)-(12) analogously imply that changes in within group wage dispersion can 
arise from market forces affecting the distribution of competitive wages within a group 
(e.g., changes in the returns to unmeasured skills) or from institutional factors altering 
the within group distribution of rents (e.g., a change in the unionization rate for the 
group). 

The SDI framework can be used to illuminate the strengths and weaknesses of the two 
primary empirical approaches to analyzing wage structure changes. The first approach 
assumes that changes in the wage structure largely reflect changes in competitive forces 
and uses a supply-demand model to explain actual relative wage and employment changes 
(e.g., Freeman, 1975; Katz and Murphy, 1992; Murphy and Welch, t992). The basic idea 
is to see how far one can go with a pure competitive framework. The remaining "anoma- 
lies" can then be examined to determine the importance of institutional/non-competitive 
factors. The inherent difficulties in decomposing changes in within group wage dispersion 
into changes in prices and quantities means this approach is typically more straightforward 
to use in assessing the determinants of between group wage changes. The pure supply-and- 
demand approach can potentially be misleading to the extent exogenous institutional 
changes have a substantial effect on observed wages, especially if firms operate off their 
labor demand curves. Furthermore numerous difficult decisions arise concerning the 
appropriate level of aggregation of skill groups and strong assumptions are often required 
to separate out relative supply and demand shifts and to decompose measured relative 
demand shifts into interpretable factors such as the influences of skill-biased technological 
change, domestic product market demand shifts, and globalization factors (international 
trade and outsourcing). A more in-depth examination of the issues arising in the imple- 
mentation of the supply-and-demand methodology and an assessment of the existing 
empirical literature using this approach is contained in Section 5. 

The second approach more closely follows the framework illustrated in Eqs. (9)-(13) 
and tries to directly estimate the separate contributions of changes in institutional factors 
and competitive factors to observed changes in group relative wages and/or overall wage 
dispersion. The implementation of this approach to between-group wage differences typi- 
cally uses relative wage change decomposition similar to Eq. (13) and involves three steps: 
(1) estimate the impact of changes in indnstry rents, union wage effects, and minimum 
wage influences on relative wages; (2) adjust actual wage changes for these institutional 
influences to uncover changes in relative competitive wages (the dYkc's); and (3) use an 
appropriate supply-demand model to examine the determinants of these changes in the 
structure of competitive wages. Bound and Johnson (1992) have developed an elegant 
framework to implement this methodology to account for between-group wage changes. 
DiNardo et al. (1996) have extended this approach to examine changes in overall, 
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between-group, and within-group wage dispersion; but their specific implementation 
limits the influence of supply and demand factors to only affecting between-group wage 
changes. 

Two key issues arise in the implementation of the more direct SDI approach to sorting 
out institutional and competitive influences on the wage structure. The first is the issue of 
whether one can reliably estimate the direct influences of institutional/non-competitive 
factors on the wage structure and how these effects change over time. For example, this 
approach can generate misleading inferences of the influence of changes in industry rents 
to the extent estimates of industry wage differentials partially capture differences in 
unmeasured worker quality across industries (Gibbons and Katz, 1992; Murphy and 
Topel, 1990). And changes in minimum wages (real changes or changes relative to the 
median of the wage distribution) may not imply changes in the "bite" of the minimum 
wage if the underlying shadow competitive wages for low-wage workers are simulta- 
neously changing. Furthermore estimates of union/non-union wage differential do not 
necessarily capture the full (general equilibrium) impact of unions on the wage structure, 
they provide estimates of differences in wages for given worker in union and non-union 
setting conditional on the current locus of unionization. Thus it is not clear how reliable 
existing estimates of union wage effects (or union effects on wage dispersion) are for doing 
counterfactuals of how the wage structure would differ if the locus of unionization were 
different. The attribution of wage structure movements to institutional changes may be 
problematic to the extent evolution of institutions reflects responses to market forces rather 
than exogenous events. A promising approach is to analyze wage structure changes asso- 
ciated with plausibly exogenous changes in institutions (e.g., the differential bite of 
changes in the Federal minimum wage across US states) or large discrete changes (e.g., 
deregulation or privatization of an industry or a major change laws affecting unions). 32 

The second related issue concerns the determination of employment when wages devi- 
ate from competitive levels. Even if one can adjust observed wage changes for institutional 
effects, observed employment changes are likely to depend (at least partially) on actual 
wages rather than on the latent competitive wages. Bound and Johnson (1992) attempt to 
conceptually escape this problem by assuming employment is set to equate marginal 
revenue products for each group to the group's underlying competitive wage. This 
assumption could be justified if deviations from competitive wages arise from union 
bargaining power and employers and unions negotiate over wages and employment to 
reach strongly "efficient bargains" (Farber, 1986). But much evidence suggests that even 
in union setting employment depends on actual negotiated wages rather than only on 
opportunity costs (e.g., Card, 1990) and this assumption is much less plausible for devia- 
tions from competitive wages caused by minimum wages. 

Following Bound and Johnson (1991, 1992), we illustrate the operation of the SDI 
framework for assessing alternative explanations for between-group wage structure 
changes using a simple two group example. The work force is assumed to consist of 

3_, See Fortin and Lemieux (1997) and Lee (1998) for recent attempts at using this approach 
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Fig. 6. SDI model. 

two groups (skilled and unskilled workers). Data are available on actual log relative wages 
( log(ws /w, ) )  and actual log relative employment (log(N~/N~)) for two periods in which the 
relative wage and employment level of the more skilled group are both assumed to expand 
(perhaps representing wage structure and employment changes for college and non- 
college workers in the United States during the 1980s). Fig. 6 shows the economy 
moves from point A to point B. The question is to what extent does this observed change 
in relative wages and employment reflects the operation of competitive forces as opposed 
to institutional factors. 

The pure supply and demand model assumes relative wages are determined by the 
intersection of the relative demand and supply curves in each period. Under the assump- 
tion of inelastic (predetermined) short-run relative supplies, the increase in the relative 
employment of skilled workers reflects a rightward shift in the relative supply of skilled 
workers in Fig. 6. If relative demand were stable, the relative wages of skilled workers 
would have declined. Thus an outward shift in the relative demand for skilled workers 
(from Do to D~) must have been the driving force behind the rise in relative wage of skilled 
workers. This pattern leads analysts using a supply and demand model to focus on possible 
sources of demand shifts for the more-skilled (e.g., skill-biased technological change or 
product demand shifts across sectors with different skill intensities) and the variation in the 
rate of growth of relative skill supplies across time periods. 

A possible institutional explanation for a rise in the skill differential is a decline in the 
relative rents of unskilled workers. In this case the rise in the relative wage and employ- 
ment of the skilled from A to B in Fig. 6 could arise even with no shift in the relative 
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demand curve. For example, the relative demand curve could be stable at D1, but unskilled 
workers initially received large rents from unions with firms setting employment at the 
competitive level. In this case, the economy initially operates off the labor demand curve 
at point A rather than C. The increase in the relative supply of the skilled would have 
reduced wages to point D, but the complete erosion of rents results in the increased skill 
premium at point B. 

Of course a mixture of both a decline in relative rents and some shift in relative demand 
favoring the skilled could also be consistent with the observed change in relative wages 
and employment. Furthermore, the "naive" supply and demand analysis would correctly 
estimate the effects of demand shifts even in the presence of rents as long as wages are set 
equal to marginal products. When employment lies on the labor demand curve, wage 
changes arising from changes in rents affect unemployment (or non-employment rates). 
Thus knowledge of the slope of the relative demand and information on observed changes 
in relative wages and quantities would allow one to uncover relative demand shifts, but 
this approach could attribute wage changes to relative supply shifts that might reflect 
changes in relative rents. Information on changes in population shares or labor force shares 
by skill group potentially can be used to supplement relative employment information to 
sort out the effects of changes in relative skill supplies from changes in relative rents (e.g., 
Nickell and Bell, 1995; Jackman et al., 1997). 

5. Supply and demand factors 

This section develops the pure supply and demand approach to analyzing wage structure 
changes. We begin with a generic supply and demand framework to analyze between- 
group relative wage changes. We show how this framework can be used to assess whether 
observed changes in relative wages and relative employment are consistent with stable 
relative factor demands. We then examine key modeling issues concerning the specific 
approach to aggregating heterogeneous demographic groups into distinct labor inputs 
(skill groups) and assumptions concerning market clearing and the exogeneity of relative 
factor supplies. The framework is used to examine recent US wage structure changes. The 
importance of between versus within industry demand shifts and the roles of variation in 
the rate of growth of relative skill supplies, skill-biased technological changes, and globa- 
lization factors in changes in wage differentials by education are assessed. 

5.1. A simple supply and demand framework 

We begin by examining between-group relative wage changes using a simple supply and 
demand framework from Katz and Murphy (1992) in which different demographic groups 
(identified by sex, education, and age/experience) are treated as distinct labor inputs. The 
relative wages of demographic groups can be thought of as being generated by the inter-- 
action of the relative supplies of the groups and an aggregate production function with its 
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associated factor demand schedules. The determinants of relative factor supplies are not 
specified in the initial framework. The key requirement for this approach to be plausible is 
that observed factor prices and quantifies must be "on the demand curve." 

The basic framework posits an aggregate production function consisting of K types of 
labor inputs. We assume the associated factor demands can be written as 

N,  = D ( W  t, Zt) ,  (14) 

where N~ = K X 1 vector of labor inputs employed in the market in year t, W~ = K X 1 
vector of market wages for these inputs in year t, Zt = m X 1 vector of demand shift 
variables in year t. 

The demand shifters, Z,, capture the effects of technology, product demand shifts, and 
other non-labor inputs on demands for labor inputs. Since we are concerned with explain- 
ing re la t i ve  wage changes as a function of re la t i ve  supply and re la t ive  demand shifts, we 
abstract from changes in absolute wages arising from factor-neutral technological change 
and from neutral demand shifts associated with changes in the scale of the economy. In 
practice Wt is a vector of relative wages where actual wages have been deflated by a fixed- 
weighted wage index capturing aggregate wage changes, and N~ is a vector of relative 
supplies measured as a share of total labor input in the economy in each year measured in 
e f f ic iency  units .  Actual hours worked for each group are translated into efficiency units by 
multiplying by the average relative wage for group in some b a s e  period. 33 

Under the assumption that the aggregate production function is concave, the (K × K) 
matrix of cross-price effects on factor demands, Dw, is negative semidefinite. Eq. (14) can 
be wl-itten in terms of differentials as 

d N  t = D w d W  t + D z d Z  ~. (15) 

Thus relative wage changes depend on changes in net relative supplies (relative supplies 
net of relative demand shifts) 

d W  r = [Dw] l ( d N ,  - DzdZr).  (16) 

The impact of changes in net relative supplies on relative wages depend on the degree of 
substitutability and complementarity among different labor inputs in the aggregate produc- 
tion function. 

The negative semidefiniteness of Dw implies fi'om Eq. (15) that 

d W ' t ( d N  , - D z d Z , )  = , d W , D w d W t  <-- O. (17) 

Changes in factor quantities (net of demand shifts) and changes in wages must negatively 
covary if obselwed wages and quantities lie on the factor demand curves. If factor demand 
is stable (Zt fixed), Eq. (17) implies dW/tdNt ----- 0. Actual changes in relative wages and 
relative quantities must negatively when factor demands are unchanging. In the case of 

3~ Katz and Murphy (1992) and Murphy and Welch (1992) provide more detailed discussions of ahermnive 
approaches to measuring relative wages, relative factor supplies, and defining efficiency units. 
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two inputs, the intuitive basic implication of stable relative factor demand is that an 
increase in the relative supply of a group must lead to a reduction in the relative wage 
of that group. Furthermore data on relative factor quantifies and wages alone can be used 
to assess whether observed wage structure changes over any period are consistent with a 
stable factor demand structure. 

This approach can be illustrated using data on recent US relative wage and supply 
changes. Much early work examining US wage structure changes in the 1970s emphasized 
the role of "exogenous" relative supply shifts from changing demographics and school 
completion rates as the driving force behind relative wage changes (e.g., Freeman, 1979; 
Welch, 1979). This might appear to be a reasonable first approach for this period of the 
labor market entry of the US baby boom cohorts in which rapid expansions of the relative 
supply of more-educated and younger workers coincided with narrowing educational 
wage differentials and expanding experience differentials. But an examination of data 
since the late 1970s or over longer time periods clearly rejects the assumption of stable 
factor demands and implies an important role of demand shifts especially secularly rising 
relative demand for more-educated workers (e.g., Bound and Johnson, 1992; Katz and 
Murphy, 1992; Murphy and Welch, 1992; Johnson, 1997; Autor et al., 1998). 

Data on relative supply changes for the United States by sex, education, and experience 
groups for 1963-1987 and several sub-periods from the March CPS are illustrated in Table 
11. These relative supply changes can be compared to the relative wage changes for the 
same time periods shown in Table 2. Since the relative supplies and wages of more 
educated workers and females increased over this 25-year period, it is clear that relative 
demand shifts are necessary to explain the observed data. Katz and Murphy (1992) divide 
the labor force into 64 groups (defined by sex, education, and experience) and use esti-- 
mates of the time series (N,,W~) covering the 1963-1987 period to assess the stable factor 
demand hypothesis between any given years t and year ~- by evaluating whether 

(W,  --  W~) / (Nt  - N O  <~ O. (18) 

Time periods for which the inequality in (18) is satisfied (i.e., the inner product of changes 
in wages and changes in factor supplies is non-positive) have the potential to be explained 
solely by supply shifts. When this inequality is not satisfied, no story relying entirely on 
supply shifts is consistent with the data. 34 This inequality clearly fails for the entire 1963- 
1987 period as illustrated by the plot in Fig. 7. 35 Demand shifts favoring more-educated 
workers and women are necessary within this framework to explain the pattern of relative 
wage and quantity changes from 1963 to 1987. Expanding relative wages of more-skilled 
workers in the face of increased relative supplies of more-educated workers are also 
apparent in many other OECD nations in the 1980s and 1990s (OECD, 1993, 1996; 
Gottschalk and Smeeding, 1997). 

34 Murphy and Welch (1992) present a formal statistic~fl framework for testing the stable factor demand 
hypothesis embodied in Eq. (18) and implement this fi'amework on US data for men for 1963-1989. 

35 But Katz ,and Murphy (1992) and Murphy and Welch (1992) find that inequality (18) is satisfied fo~ the 
1970s. 
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]'able 11 
US relative supply changes, 1963-198T ~ 

L. F. Katz and D. H. Autor 

Change in log share of aggregate labor input (multiplied by 100) 

Group 1963-1971 1971-1979 1 9 7 9 - 1 9 8 7  1963-1987 

Gender 
Men -2.9 -4.9 -4.2 12.0 
Women 11.2 15.7 11.2 38.2 

Education (years of schooling) 
8-11 - 35.2 -48.6 41.9 - 125.7 
12 7.6 4.8 -4.8 -2.0 
13-15 20.3 23.3 6.7 50.3 
16+ 17.8 24.1 15.6 57.5 

Experience (men) 
I-5 years 30.3 16.3 27.9 18.6 
6-10 years 14.2 19.5 10.4 23.4 
11-15 years -4.3 6.9 17.5 20.t 
16-20 years - 17.8 -6.6 22.7 - 1.7 
21-25 years - 15.5 16.9 0.0 -32.3 
26-35 years -5.5 -23.8 -17.4 -46.7 

Education 12 
Experience 1-5 16.2 18.7 40.9 -6.0 
Experience 26-35 4.0 -26.9 10.9 -33.8 

Education 16+ 
Experience 1-5 52.7 17.1 - 12.7 57.1 
Experience 26-35 19.8 18.9 -5.8 32.9 

~' Source: Katz and Murphy (1992, Table 2). Notes: The numbers in the table represent log changes in each 
group's share of total labor supply measured in efficiency unites (annual hours times the average relative wage of 
the group for the 1963-1987 period) using data from the March Current Population Surveys for 1964-1988. 

Rela t ive  d e m a n d  shifts favor ing  more-sk i l l ed  workers  are also essent ia l  to unders tand-  

ing longer - run  changes  in the US wage  structure.  Table  12 displays  the evolut ion of  the 

educa t iona l  compos i t i on  o f  aggregate  US labor  input  (for those aged 18-65 years)  

m e a s u r e d  in fu l l - t ime equivalents  (total hours  worked)  and o f  the log co l lege /h igh  school  

w a g e  dif ferent ia l  f rom 19.40 to 1996. 36 The  educat ional  a t ta inment  o f  the work force  

inc reased  rapidly  over  this 56-year  per iod  wi th  a m o r e  than fourfold  increase in the 

share o f  hours  worked  by those  wi th  at least  some  col lege .  Despi te  the large increase  in 

the re la t ive supply  o f  the more  educated,  the co l l ege /h igh  school  w a g e  differential  has 

36 The large increases in the educational attainment of the US work-force since 1940 may overstate increases 
in the relative supply of "more-skilled" workers to the extent that the "unobserved" quality of more-educated 
workers declines with some "re-labeling" of "lower productivity" workers into higher education categories. 
Juhn et al. (1996) examine this issue using Census PUMS data from 1940 to 1990 and find that conclusions 
concerning changes in relative supply and implied relative demand shifts are not much affected by adjustments 
for such re-labeling through controls for cohort-specific college share or mean years of education. 
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Fig. 7. Price and quantity changes for 64 groups. 1963-1987. 

grown substantially since 1950 suggesting sharp secular growth in the relative demand for 
the more educated that started well before the rise in wage inequality of the 1980s. 37 But 
fluctuations in the rate of growth of the relative supply of more-educated workers also 
appear to have played an important role in the time pattern of changes in educational wage 
differentials. Tables 11 and 12 illustrate that an increase in the rate of growth in the supply 
of college workers in the 1970s was associated with a decline in the college wage premium 
and a decrease in the rate of growth of the supply of college workers in the 1980s was 
associated with a sharp rise in the college wage premium. A rather smooth trend increase 
in the relative demand for more-educated workers combined with observed fluctuations in 
the rate of growth of the relative supply has the potential to explain much of the evolution 
of US educational wage differentials at least over the past few decades. 

The consistency of alternative hypotheses (alternative choices of demand shifters Zt) 
concerning the evolution of relative demand with the observed pattern of changes in 
relative wages and supplies fi'om ~- to t can be assessed using a discrete version of Eq. (17) 

(Wt - W J [ ( N t  - N ~ . )  - ( D ( W ~ - , Z r )  - D ( W ~ , Z r ) ) ]  --< 0r (19)  

which involves evaluating the value of the inner product of the change in wages from year 
q" to year t with the changes in net supplies (equal to the actual change in relative facto~ 
supplies less the change in relative demands that would have happened at fixed factor 

37 Early papers by Griliches (1970) and Welch (1970) infen'ed substantial relative demand shifts for the more 
educated in the 1950s and 1960s to explain the failure of the college wage premium to decline in the face of the 
rising relative supply of college workers. 
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Table 12 
Educational composition of employment and the college +/high school wage premium, 1940-1996 a 

Full-time equivalent employment shares by education level (%) 

High High Some College Log college +/ 
school school college graduates high school 
dropouts graduates wage 

1940 Census 67.9 19.2 6.5 6.4 498 
1950 Census 58.6 24.4 9.2 7.8 313 
1960 Census 495 27.7 12.2 10.6 396 
1970 Census 35.9 34.7 15.6 13.8 465 
1980 Census 20.7 36.1 22.8 20.4 391 
1980 CPS ORG 19.1 38.0 22.0 20.9 356 
1990 CPS ORG 12.7 36.2 25.1 26.1 508 
1990 Census 11.4 33.0 30.2 25.4 549 
Feb. 90 CPS 11.5 36.8 25.2 26.5 533 
1996 CPS ORG 9.4 33.4 28.9 28.3 557 

Source: Autor et al. (1998, Table 1). 

prices). A particular hypothesis of  interest is whether that data are consistent with a stable 
trend rate of  demand change for each labor force group with fluctuations in relative wages 
about trend driven by detrended relative supply changes. Such trend demand shifts might 
reflect a rather steady pace of non-neutral technological  change or steady shifts in the 
industrial composit ion of employment.  Katz and Murphy (1992) and Murphy and Welch 
(1992) find for US data that allowing for trend demand shifts virtually eliminates incon- 
sistencies with otherwise stable demand for the overall  period from the early 1960s to the 
late 1980s, but Katz and Murphy conclude that some acceleration of  demand shifts favor- 
ing the more-educated and women in the 1980s is required to explain difference among 
sub-periods in the pattern of relative wage and employment  changes. 

Analyses  of  US changes in relative wages and factor supplies over recent decades using 
a simple supply and demand framework indicate a key role for strong secular shifts in the 
relative demand favoring the more skilled and decade-to-decade fluctuations in the pace of  
relative supply changes. An assessment of the quantitative importance for explaining 
relative wage movements of relative supply and demand shifts and of  the underlying 
sources of  the demand shifts requires adding more structure to the framework. 

5.2, Some issues in supply and demand  analysis 

The assessment of  whether economy-wide changes in relative wages and quantities 
employed are consistent with stable factor demand requires that aggregate factor demand 
equations (as in Eq. (14)) satisfy the usual properties of  factor demands and that actuat 
wages and employment  levels lie on these factor demand equat ions)  a No assumptions 
about the determinants of relative factor supplies are necessary. 
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Fm'ther progress on the contribution of different supply and demand factors to wage 
structure changes requires additional assumptions about the determinants of factor 
supplies and the functional form of the factor demand equations. Two key assumptions 
typically made are that of full-employment (relative wages adjust so that relative supplies 
equal relative demands) and exogenous (or at least pre-determined) relative supplies. 
Relative supplies are treated as pre-determined by past educational investment decisions 
and demographic changes arising from earlier fertility and immigration decisions. Current 
labor force participation decisions are assumed to be unaffected by current market condi- 
tions. Thus the basic model is one of a vertical (inelastic) short-run relative labor supply 
curve as in Fig. 6. Relative quantities employed are determined by pre-determined relative 
supplies, while both relative demand and supply factor affect relative wages. 

The full employment/market clearing assumption may be reasonable for the United 
States, but it is clearly is problematic for examining European economies over the past two 
decades. Jackman et al. (1997) have extended the basic model to allow for bargaining 
factors and unemployment under the assumption that relative supply shifts can be 
measured by exogenous changes in relative labor force sizes by skill group. The well- 
documented decline in the relative employment/population ratios (through both rising 
relative unemployment rates and declining relative labor force participation rates) of 
groups with declining wages in the United States since the 1970s (e.g., Murphy and 
Topel, 1997; Murphy and Welch, 1997) further suggests the assumption of exogenous 
inelastic relative labor supply curves may also be problematic the United States. Relative 
population shares of different groups can potentially be used to instrument for relative 
employment shares to allow for an elastic short run supply curves if relative population 
shares by sex-education-age groups can plausibly be viewed as pre-determined. 

Two other key decisions required to implement a supply and demand analysis are an 
assumed functional form of the factor demand schedules and a choice concerning how to 
disaggregate labor input into different skill groups. These decisions involve (explicit or 
implicit) assumptions about the nature of the aggregate production function. 

Many alternative approaches to the aggregation of heterogeneous labor force groups 
into "appropriate" skill groups have been used in recent research on wage structure 
changes. 39 One would like to aggregate workers into groups such that workers are 
much closer substitutes in production within the groups than between the groups. The 
implicit assumption is that hours of work by different workers are perfect substitutes 
within a skill group. But the hours of different workers can easily be given different 
weights in adding up the total supply within a group such as through the approach of 
measuring labor supplies in efficiency units with each worker's hours weighted by the 
average wage in a base period of that worker's more detailed sub-group. 

A fruitful first-cut approach that is easy to implement is to break up the work force into 

38 Thus such assessments may be inaccurate if relative wage changes are driven by institutional factors that 

force finns off their labor demand curves. 
3,) Hamermesh (1993) provides a detailed and thoughtful discussion of the issues arising in the choice of an 

aggregation scheme in empirical work on labor demand. 
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two groups along the wage structure dimension of particular interest: high-education and 
low-education to examine educational wage differentials, "young" and "old" to study 
experience differentials, and men and women to examine gender differentials. The groups 
can typically be chosen so that the assumption of much greater substitutability within than 
between groups is plausible and estimates using such an approach are easy to inteq~ret. 
The disadvantage is one loses much information about the subtleties of wage structure 
changes from this extreme approach to aggregation. Examples of this approach include the 
analyses of relative wage changes for two education groups, skilled (college or more) and 
unskilled (less than college) by Autor et al. (1998), Baldwin and Cain (1997) and Krussell 
et al. (t 997). Much research has also analyzed wage structure and relative demand changes 
for two broad occupation groups such as production and non-production workers (e.g., 
Berman et al., 1994, 1998). Such a broad occupational breakdown is often all that is 
available for many datasets derived from establishment-based surveys such as the US 
Annual Survey of Manufactures or cross-country data for manufacturing industries 
from the UN General Industrial Statistics Database. The assumption of pre-determined 
relative supplies is clearly much less plausible for an occupational grouping than for 
education or age groupings. But Berman et al. (1994) and Machin and Van Reenen 
(1998) find that a non-production/production worker approach does a reasonable job of 
matching a high/low education group breakdown in manufacturing for most advanced 
industrial nations. 

A hybrid of the two-group approach is to examine the relative wage of two "pure" skill 
classes (college graduates and high school graduates) and to relate this relative wage to 
changes in the relative supply and demands for "equivalents" of these pure skill classes 
(college and high school equivalents). The aggregation of multiple skill groups into two 
pure skill classes follows the "linear synthesis" approach developed by Welch (1969) by 
assuming each skill group is a linear combination of the two pure skill classes with the 
weights usually based on the extent to which wages of each group tracks those of the pure 
skill groups (e.g., Katz and Murphy, 1992). 

The alternative approach is to specify labor input as consisting of a large number of 
possible inputs typically defined by sex, education, age/experience groups or with even 
further differentiation by race and foreign born status. The advantage of this approach is 
the ability to gain much more information about the nature of wage structure changes (e.g., 
differences in changes in educational wage differentials for older and younger workers, 
etc.). But strong assumptions about functional forms and substitution possibilities between 
groups must be imposed to make this approach feasible. Restrictions on substitution 
possibilities reduce the number of parameters to be estimated in the factor demand system 
to a practical number. A breakdown of the work force into K groups implies the matrix of 
cross-price elasticities among the groups (Dw in Eq. (15)) as well as the related substitution 

D -1 matrix ([ w] ) both contain K x K elements implying an enormous number of separate 
parameters for large K even after imposing symmetry if one does not make lurther 
restrictions. The estimation of this many separate parameters ~br large K is unlikely to 
be feasible and will more than exhaust the available degrees of freedom when the number 



Ch. 26: Changes in the Wage Structure and Earnings Inequality 1517 

of groups is large relative to the time periods or the cross-section units (different regions) 
being used as the source of identifying variation. For example, Bound and Johnson (1992) 
examine 32 demographic groups using data from 3 years and Murphy and Welch (1992) 
examine 188 groups over 27 years. 

The first method to addressing this problem is to assume a particular functional form for 
the production function to limit the number of  substitution parameters. Bound and Johnson 
(1991, 1992) assume a constant elasticity of substitution (CES) production function with 
each of  32 demographic groups as the inputs and thereby estimate a single intrafactor 
substitution parameter. 4° The key assumption underlying this approach is that the degree 
of substitutability in production of  between any pair of  groups is the same. Thus the degree 
of substitutability between young male high school graduates and high school dropouts is 
assumed to be equivalent to the degree of  substitutability between young male high school 
dropout and experienced female college graduates. This assumption seems implausible 
given the similar occupational and industrial distributions of  young male high school 
graduates and dropouts and the quite dissimilar occupational and industrial distributions 
of young male dropouts and experienced female college graduates (Murphy and Welch, 
1997). But Bound and Johnson (1992) show a major advantage of  the CES approach is that 
it can be applied at the sectoral level and provides an interpretable structural framework to 
analyze between- and within-industry demand shifts for multiple skill groups. 

A second method is to aggregate the number of  groups to a smaller feasible number to 
allow more general patterns of  substitution among the groups (such as the three group 
approach of Jaeger (1995)). The third method is to assume that wages for individual 
workers depend on their quantities of  a smaller number, k < K, of (latent) basic skills. 
The endowments of  each of the k underlying skills for K groups vary at a point of time but 
are assumed to be stable over time. Murphy and Welch (1992) show how this approach 
greatly reduces the number of  parameters to be estimated in the factor demand structure 
for small k and still allows a rich pattern of  substitution possibilities among the K groups. 4~ 

5.3. Supply and demand analysis o f  changes in educational wage differentials 

Many studies (at least since Freeman (1975)) have used simple supply and demand frame- 
works to analyze changes in educational wage differentials in the United States and other 
countries. A conunon approach is to break the work force into two broad educational 
groups. 42 We illustrate this approach by considering a CES production function for aggre 
gate output Q with two factors, college equivalents (c) and high school equivalents (h): 

40 Card (1997) similarly uses a CES production function with ten skill deciles as the distinct inputs. 
41 Teulings (1997) develops an alternative approach to aggregation allowing for an infinite number of skill 

classes but adding structure based on an assumption of the comparative advantage of more skilled workers in 
more complex jobs. 

42 Empirical analyses of more general supply-and-demand frameworks to assess a range of wage structure 
changes (e.g., education, experience, and gender differentials) include Katz and Murphy (1992) and Murphy and 
Welch (1992). 
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QI [o~t(atNct) p + (1 o l/t, = - o~t)(b,Nht) ] , (20) 

where Not and N,,t are the quantities employed of college equivalents (skilled labor) and 
high-school equivalents (unskilled labor) in period t, at and bt represent skilled and 
unskilled labor augmenting technological change, c~ is a time-varying technology para- 
meter that can be interpreted as indexing the share of work activities allocated to skilled 
labor, and p is a thne invariant production parameter. 

Skill-neutral technological improvements raise at and bt by the same proportion. Skill- 
biased technological changes involve increases in aJb~ or at. Following Johnson and 
Stafford (1998), one can interpret increases in at/bt as in tens ive  skill-biased technological 
change in which skilled workers get relatively better at their existing jobs more rapidly 
than do unskilled workers. Increases in % can be viewed as extens ive  skill biased tech- 
nological change or "upskilling" that shifts work tasks from unskilled to skilled workers. 43 
The aggregate elasticity of substitution between college and high-school equivalents is 
given by o- = 1/(1 - p). 

Although the single-sector, aggregate production function directly including only labor 
inputs given in Eq. (20) is a well-defined analytical construct, one must be clear about 
what it means. Such an aggregate production function does not necessarily have any 
simple interpretation in terms of  the production functions of  individual firms or even 
industry-level production functions. The aggregate elasticity of substitution o- reflects 
not only technical substitution possibilities in firm-level production functions but also 
outsourcing possibilities and substitution possibilities across goods and services in 
consumption. Changes in the "technology" indicators a,/bt and c~t represent not only 
true technological changes at the firm level but also the non-neutral effects on skill groups 
of  changes the relative prices or quantities of  non-labor inputs (capital, energy) and shifts 
in product demand among industries with different skill intensities. 

Under the assumption that college and high-school equivalents are paid their marginal 
products, we can use Eq. (20) to solve for the ratio of  marginal products of the two labor 
types yielding a relationship between relative wages in year t, Wot/Wht, and relative supplies 
in year t, NcJNh, given by 

log(wotlwht) = 1og(c~t/[1 -- c~/]) + plog(at/b~) - ( l lo-)log(Nct/Nht),  (21) 

which can be rewritten as 

log(wot/wht) = (1/~r)[Df - l o g ( N J N h t ) ] ,  (22) 

where Dt indexes relative demand shifts favoring college equivalents and is measured in 
log quantity units. The impact of  changes in relative skill supplies on relative wages 
depends inversely on the magnitude of  aggregate elasticity of substitution between the 

43 Goldin and Katz (1998) model and document this process of upskilling from less-skilled to more-skilled 
production workers and from production to non-production workers in the US manufacturing sector with the 
spread of electricity and adoption of continuous process and batch production methods from 1890 to 1929. 
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two skill groups. The greater is ~r, the smaller the impact of shifts in relative supplies on 
relative wages and the greater must be fluctuations in demand shifts (D~) to explain any 
given time series of relative wages for a given time series of relative quantities. Changes in 
Dt can arise from (disembodied) skill-biased technological change, non-neutral changes in 
the relative prices or quantifies of non-labor inputs such as computer services, increased 
outsourcing possibilities that disproportionately affect the two skill groups, and shifts in 
product demand either from domestic or international s o n r c e s .  44 

Two approaches can be taken using this framework to assess alternative stories for 
relative wage changes by skill group consistent with the observed pattern of changes in 
relative wages and quantities employed. The first is to directly estimate Eq. (22) after 
substituting for the unobserved time series Dt with functions of time (e.g., a linear time 
trend) and/or observable proxies for relative skill demand shifts (such as an index of 
between-industry demand shifts, cyclical indicators, or measures of international trade) 
This procedure typically involves OLS estimation of Eq. (22) using national time series 
data under the assumption that relative skill quantities employed are pre-determined and 
yields direct estimates of o" and of the impact of observable demand shifters (e.g., Free- 
man, 1975, 1978; Katz and Revenga, 1989). The same basic approach can be implemented 
on panel data on wage structure changes by regions (Juhn, 1994; Topel, 1993) or countries. 
The strong assumption of exogenous relative supply shifts and standard problems of 
estimation from time series samples with non-independent observations should introduce 
a note of caution in interpreting such estimates. 

Katz and Murphy (1992) implement this approach to explain changes in the US college/ 
high school wage differential from 1963 to 1987. The precise relative wage measure used 
is the ratio of (fixed-weighted) average wages of those with at least a college degree (16 or 
more years of schooling) relative to those with exactly a high school degrees (12 years of 
schooling). Katz and Murphy begin with 320 skill groups (defined by sex, education, and 
experience) and amalgamate them into two labor aggregates: college and high-school 
equivalents. The basic movements of these relative wage and quantity measures are 
summarized in Table 13 and the basic pattern of a moderate increase in the college 
wage premium in the 1960s, a decline in the 1970s, and a sharp increase in the 1980s is 
apparent in this data. Katz and Murphy assume D~ can be approximated by a simple linear 
time trend and estimate Eq. (22) over the 1963-1987 period by OLS yielding 

log(w,t/Wht) = - -0 .7091og(NJNht  ) + O.033time + constant,  
(0.150) (0.007) 

R 2 = 0.52, (23) 

where the numbers in parentheses are standard errors. 

44 Thus this simple framework is potentially consistent with capital-skill complementarity. In this case, changes 
in the relative price (or supply of capital) imply shifts in Dr. For example, the nested CES aggregate production 
function explicitly allowing for capital-skill complementarity of Krussell et al. (1997) yields a relative wage 
determination equation that can be written in the same basic form as Eq. (22). 
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Table 13 
College/high school relative wage and quantity movements, 1963-198T ' 

L. F. Katz and D. H. Autor 

Log change (multipied by 100) 

1963-1971 1971-1979 1979-1987 1963-1987 

College/high school 7.7 - 10.4 12.8 10.0 
weekly wage ratio 

Relative supply of 31.4 40.8 25.5 97.6 
college to high 
school equivalents 

"~ Source: Katz and Murphy (1992, Table 8). 

The actual t ime series of college returns and fitted values from the regression are 
displayed in Fig. 8. The model  does a reasonable job  of  explaining movements in the 
college wage premium over this period but misses the depth of  the decline from the mid to 
late 1970s. The implied estimate of  or, the elasticity of  substitution between college and 
high school labor, from Eq. (23) is 1.41. The time trend coefficient multiplied by the 
implied estimate of  o- indicates a secular shift in relative demand favoring college workers 
of  approximately 4.6 log points a year over this period in comparison to relative supply 
growth of  3.9 log points year. The model  implies that strong secular relative demand 
growth for college graduates is necessary to explain the overall  rise in the college wage 
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premium in the face of rapid relative supply growth from 1963 to 1987. But fluctuations in 
the rate of growth of the relative supply of college equivalents helps explain large differ- 
ences across decades in the behavior of the college wage premium. The log college wage 
premium decreased by 1.3 log points annually from 1971 to 1979 and then increased by 
1.6 log points annually from 1979 to 1987. The estimated model implies that almost half 
(1.36 log points per year) of the 2.9 log points per year difference in the increase in the log 
college wage premium in the 1980s from the 1970s is explained by a slowdown in relative 
supply growth with remaining 1.54 log points being accounted for by unmeasured (resi- 
dual) increases in relative demand growth. 

The limited time series evidence of estimates of equations of the form of Eq. (22) 
indicates negative effects of increases in the national relative supply of the more educated 
on educational wage differentials in other countries including Canada (Freeman and 
Needles, 1993; Murphy et al., 1998), Britain (Schmitt, 1995), Sweden (Edin and Holm- 
lund, 1995), the Netherlands (Teulings, 1992), and South Korea (Kiln and Topel, 1995). 
The estimates suggest (conditional on proxies for demand shifts) that a 10% increase in the 
relative supply of more-educated workers lowers their relative pay 3-7% in various 
countries implying aggregate elasticities of substitution in the 1-3 range. These findings 
are consistent with declining educational wage differentials throughout the OECD in the 
1970s in the face of rapid supply growth of college graduates. 45 Countries that experienced 
at least modest increases in educational wage differentials in the 1980s - especially the 
United States and United Kingdom - tended to experience a decline in the rate of growth 
of the supply of college workers in the 1980s. Countries whose educational differentials 
did not expand in the 1980s - France, Germany, and the Netherlands - essentially main- 
tained their 1970s rate of growth of supply of more-educated workers into the 1980s 
(Freeman and Katz, 1994; OECD, 1993). Freeman and Needles (1993) and Murphy et 
al. (1998) also find that the continued rapid expansion of the relative supply of college 
equivalents in Canada helps explain the much more modest increase in skill differentials in 
Canada than in the United States during the 1980s. 

A controversial issue concerns the relevant relative supply measure when applying the 
supply and demand framework embodied in Eq. (22) in an open economy setting. Tile 
integrated equilibrium with incomplete specialization of a standm'd Hecksher-Olin trade 
model implies that national relative factor supplies only impact relative wage by changing 
world relative supplies (e.g., Learner, 1996; and see the chapter by Johnson and Stafford in 
this volume). This essentially implies a horizontal relative demand curve at the national 
level. Single cottntry time-series demonstrating negative relationships between 
(detrended) national relative skill supply and wage increases seem inconsistent with this 
prediction. This could arise if national relative supply changes are highly correlated 
among internationally integrated advanced economies (Berman et al., 1998). But differ- 

45 Historical evidence is also consistent with substantiM effects of changes in relative skill supplies on relative 
wages. For example, Goldin and Katz (1995) find that the rapid expansion in secondary schooling during the 
"high school movement" in the United States from 1910 to 1940 was associated with a substantial nan'owing of 
the relative earnings of white collar workers. 
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ences across countries in (detreuded) relative supply growth also appear to be associated 
with differences in relative wage behavior even in such tightly linked economies as 
Canada and the United States. These findings suggests a focus on shifts in relative skill 
supplies and demand at national level may not be inappropriate. Changes in relative skill 
supplies in other countries may affect the price of traded goods and show up as a shift in Dt 
in Eq. (22). Johnson and Stafford (in this volume) provide a comprehensive discussion of 
deviations from the standard Hecksher-Olin model (such as differentiated products with 
some home bias in consumption demand and imperfect domestic factor mobility) which 
lead to a national relative wage determination equation consistent with this (implicitly) 
closed economy framework. 

The second approach to assessing supply and demand stories for changes in the college 
wage premium is to use outside information to choose a value of ~ and then use Eq. (22) 
and data on the time series of relative wages and quantities to impute the time series of D, 
conditional on the assumed value of o- (Katz and Murphy, 1992; Johnson, 1997; Autor et 
al., 1998; Murphy et al., 1998). An advantage of this approach (conditional on knowledge 
of reasonable values for o-) is that one can draw inferences about the path of Dt without 
assuming full employment o1" the exogeneity of relative supply changes. One can also 
examine the sensitivity of different stories to "reasonable" choices for cr and determine 
whether the implied time series for Dt matches well with possible observable measures of 
demand shifts. Solving Eq. (22) for De and rearranging terms yields 

D t = l o g ( w c t N a / w h t N h ~ )  + (o- - 1 ) l og (wc t /wh t ) .  (24) 

Changes in the log relative demand for college equivalents equals the sum of the change in 
the log relative wage bill and a term that depends positively (negative]y) on the change in 
the log college wage premium when ~r > 1 (or < 1). ff o- = 1 (the Cobb-Douglas case), 
then changes in the relative demand for college equivalents are directly given by changes 
in the relative wage bill. 

This approach requires some knowledge of a plausible range for the elasticity of substi- 
tution between high- and low-education workers. The estimate of o- = 1.41 from Eq. (23) 
is in the middle of the range of 0.5-2.5 in earlier studies using cross-sectional approaches 
reviewed by Freeman (1986). Time series studies for different countries suggest a similar 
range. In an important early study, Johnson (1970) uses cross-state data for 1960 yielding 
estimates of the elasticity of substitution of college and high school labor of close to 1.5~ 
Krussell et al., 1997 have extended tile Katz-Murphy model of Eq. (23) through 199J 
(using a slightly different aggregation scheme into college and high school workers) and 
find a similar implied estimate of o- of approximately 1.3. Krusell et al. generate a 
modestly higher estimate of ~ = 1.67 from a more structural model directly allowing 
for capital-skill complementarity and replacing the linear time trend proxy for Dt with a 
measure of the relative supply of capital equipment. Heckman et al. (1998) develop a 
distinctive approach to measuring relative skill prices and quantities for two skill groups 
that allows for movements in wages to deviate from movements in skill prices because of 
changes in the amount of earnings potential devoted to on-the-job training. Heckman et aL 
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estimate the elasticity of  substitution between high and low skill labor to be 1.44 by 
applying OLS to (22) for March CPS data from 1965 to 1990, and find quite similar 
estimates of (r when instrumenting for relative employment shares with cohort size. In 
summary much recent evidence suggests the elasticity of substitution between college and 
non-college workers in the United States is close to 1.4, but a substantial range of uncer- 
tainty remains. 46 

Autor et al. (1998) assess alternative explanations for changes in the US college wage 
premium from 1940 to 1996 under different assumptions about or. They divide the work 
force into two groups: college equivalents (college graduates plus half of  those with some 
college) and high school equivalents (half of those with some college plus workers with 12 
or fewer years of  schooling). 47 Panel A of Table 14 shows decadal changes in the log 
college/high wage differential and the log relative wage bill and supply of  college equiva- 
lents. The total wage bills for college equivalents and high school equivalents can be 
directly calculated from household data on employment and earnings and the college/high 
school wage premium is estimated in each year from a standard human capital log earnings 
equation with individual year of  schooling dummies. The (composition-adjusted) log 
relative supply change is calculated simply as the change in log relative wage bill 
minus the change in the (regression-adjusted) log relative wage: l og (Nc t /Nh t )=  

log([wctN<.t/WhtNht]) -- log(Wct/Wht). The 1970s is clearly the outlier decade in terms of  
the rapid relative supply growth of  college graduates associated with the labor market 
entry of  the baby boom cohorts and possible effects of incentives for college enrollment 
from the Vietnam War. 

The sensitivity of  conclusions concerning the implied time path of  the growth of relative 
demand for college workers from (24) under different assumptions about the magnitude of  
~r is illustrated in panel B of Table 14. The base case assumption of  o- = 1.4 implies the 
sharp difference in the behavior of  the college wage in the 1970s and the 1980s can be 
attributed both to slower relative supply growth and faster relative demand growth. An 
acceleration in relative demand growth is necessary to explain the sharp rise in the college 
wage premium in the 1980s for estimates of ~r in the range of  most recent estimates from l 
to 2. A marked decrease in the rate of growth of relative demand is apparent in the 1990s. 
The compression of  educational wage differentials in the 1940s is attributed to slow (and 
possibly negative) relative demand growth for college workers. Goldin and Margo (1992) 
find particularly strong demand growth for unskilled labor during the 1940s, but they also 
conclude that wage compression in the 1940s was at least partially driven by institutional 
factors including direct government intervention in wage setting during World War II, the 

4~ Furthermore there is little reason to expect technological changes to leave o- relatively constant and 
increased openness is likely to imply greater substitutability of domestic and foreign labor and an implied 
increase in o-. But little direct evidence is available on changes in the aggregate elasticity of substitution. 

47 Johnson (1997) defines college equivalents in the same manner. The findings are quite similar when the more 
formal approach of Katz and Murphy (1992) is used to allocate different education groups to college and high 
school equivalents, or when a classification of workers into college graduates and those without college degrees 
(less than 16 years of completed schooling) is used. 
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Table 14 

College equivalent wage-bill shares, supply and demand shifts, 1940-199C ' 

A. Changes in college-plus~non-college log relative wages, wage bill, and supply (100 x annual log changes) 

Relative wage Relative wage bill Relative supply change 

1940-1950 -1 .86  0.50 2.35 
1950-1960 0.83 3.75 2.91 

1960-1970 0.69 3.25 2.55 

1970-1980 0.74 4.25 4.99 

/980-1990 1.51 4.05 2.53 
1990-1996 0.40 2.81 2.41 

B. Implied relative demand shifts favoring college-equivalents (100 × annual log changes) 
o ~ 1 o - =  1.4 o - = 2  

1940-1950 0.50 -0 .25 - 1.36 

1950-1960 3.75 4.08 4.58 

1960-1970 3.25 3.52 3.94 
1970-1980 4.25 3.95 3.50 

1980-1990 4.05 4.65 5.56 

1990-1996 2.81 2.97 3.21 

Source: Autor et al. (1998, Table 2). 

rapid expansion of unions, and possible changes in previous customary wage setting 
norlTIS. 

Overall Table 14 indicates rapid growth in the relative demand for college graduates 
since 1950 is necessary to reconcile the large increase in the US college wage premium in 
the face of continuing relative supply increases. Relative supply and demand fluctuations 
appear to play roles in decadal variations in the change in the college wage premium. The 
hypothesis of an acceleration in relative demand growth in the 1980s possibly from the 
computer revolution or globalization factors is supported assuming o- is in the range of 
recent estimates of 1.3-1.7. But the slowdown in demand growth in the 1990s is surprising 
from this perspective given the continuing spread of computers and more rapid growth of 
US trade with less-developed countries in the first half of the 1990s than in the 1980s 
(Borjas et al., 1997). Splitting the full time period roughly in half into the 1940-1970 and 
t970-1996 sub-periods, there is a faster rate in the rate of relative demand growth the 
second half of the sample suggestive of hypotheses of an increased rate of skill-biased 
technological change starting in the 1970s (Greenwood and Yorukoglu, 1997). But 
evidence of a discrete trend break in the 1970s is not very strong. 

These findings indicate the importance of assessing potential sources of trend growth in 
favor of more-educated workers (such as skill-biased technological changes, capital-skill 
complementarity, and steady increases in globalization) as well as sources of variation in 
the rate of demand shifts across periods and the sources of variation in the rate of supply 
growth (e.g., cohort size, access to higher education, immigration). 
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5.4. Between- and within-industry shifts' in relative demand 
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From the late 1970s to the mid-1990s groups of workers (defined by education and other 
measures of skill and by sex) with rising relative wages have also tended to have rising 
relative supplies in most advanced nations (Katz et al., 1995; Berman et al., 1998). This 
pattern is suggestive of pronounced demand shifts favoring the more educated over the 
less educated and women over men. Substantial shifts in relative demand favoring more- 
educated workers appear necessary to explain wage structure changes in the United States 
and other OECD nations both over recent decades and probably over the past century (e.g., 
Tinbergen, 1974, 1975; Gottschalk and Smeeding, 1997). 

Changes in product demand ("deindustrialization"), globalization factors, and skill- 
biased technological change have attracted much attention as possible sources for shifts in 
relative labor demand. A common approach is to conceptualize relative demand shifts as 
coming from two types of changes: those that occur within industries (i.e., shifts that 
change the relative factor intensities within industries at fixed relative wages) and those 
that occur between industries (i.e., shifts that change the allocation of total labor between 
industries at fixed relative wages). Sources of within-industry shifts include pure skill- 
biased technological change, changes in the relative prices (or supplies) of non-labor 
inputs (e.g., computer services or new capital equipment), and changes in outsourcing 
activity. Between-industry shifts in relative labor demand may be generated by sectoral 
differences in productivity growth and by shifts in product demand across industries 
arising either from domestic sources or from shifts in net international trade which change 
the domestic share of output in an industry at fixed wages. 

This conceptualization has led to the use of decompositions of aggregate changes in the 
utilization of more-skilled labor into between-industry and within-industry components as 
a guide to the importance of product demand shifts as opposed to skill-biased technolo- 
gical change (or outsourcing) as sources of relative demand changes (e.g., Murphy and 
Welch, 1993b; Berman et al., 1994; Autor et al., 1998). Even the most detailed industry 
classifications available in the standard household and establishment surveys used in such 
analysis represent aggregates of multiple product markets. Thus, in practice, measured 
within-industry shifts in labor demand may contain the effects of product demand shifts 
within the available industry categories. This concern has motivated the use of establish- 
ment-level data to decompose changes in the overall employment share (or labor cost 
share) of more-skilled labor into between- and within-establishment components (e.g., 
Dunne et al., 1996; Bernard and Jensen, 1997). Of course, product demand shifts could 
potentially lead to shifts in product mi x, changes in production technology, and changes in 
the organization of work and relative skill demands at tile establishment level. Such 
decompositions alone clearly cannot separate out the exogenous forces driving changes 
in skill utilization at the plant level. These analyses should be supplemented with case 
studies and with attempts to examine the correlates of differences across industries and 
plants of the rate of skill upgrading. 

The effect of between-sector shifts in labor demand on the relative demand for different 
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demographic (or skill) groups depends on group differences in industrial employment 
distributions. Shifts in employment demand between industries will have a larger effect 
on the relative demands for different labor inputs the greater are the differences in factor 
ratios (skill intensities) across industries. There exist substantial differences across indus- 
tries in all advanced nations in employment distributions of different education groups and 
of men versus women. Changes in the industrial distribution of employment (measured in 
efficiency units) and variation in the utilization of highly educated (college) labor across 
broad US industries from 1968 to 1988 are illustrated in Table 15, which uses the college- 
equivalents aggregation approach of Murphy and Welch (1993b). 

The table illustrates large shifts in the industrial employment distribution from 1968 to 
1988 out of manufacturing sectors (especially low-skill and medium-skill manufacturing) 
and into professional services and finance, trade, and education and welfare services~ 
Longer-term shifts in the industrial distribution of employment from 1940 to 1990 also 
show large shifts towards the more highly-educated sectors (e.g., Juhn, 1994). Industrial 
employment shifts since 1960 have favored industries that more intensively utilize college 
graduates relative to less-educated workers and women relative to men. The industries 
most intensive in less educated males have seen the largest decline. These patterns are 
reinforced when one considers occupational shifts as well industrial shifts (Katz and 
Murphy, 1992; Murphy and Welch, 1993a). 

If within-industry relative factor demand is stable so that changes in the wage structure 
are entirely explained by between-industry shifts in labor demand and relative supply 
changes, then the shares of industrial employment of groups whose relative wages have 
increased should tend to fall inside every industry. Thus the hypothesis of stable within- 
industry demand implies that the share of college equivalents should have declined in all 
US industries over the past few decades. In fact, Table 15 illustrates strong within-sector 
upgrading occurred from 1968 to 1988 with the share of college equivalents increasing in 
every broad industry. Similar patterns of substantial skill upgrading are observed in the 
examination of changes in labor utilization within more disaggregate industries (Berman 
et al., 1994; Autor et al., 1998) and at the establishment level (Dunne et al., 1996; Bernard 
and Jensen, 1997; Doms et al., 1997). 48 This finding indicates that within-industry demand 
shifts favoring these groups must have occurred. On the other hand, the finding does not 
rule out the possibility that the between-industry shifts have also played a significant role 
in relative wage changes. But Murphy and Welch (1993a) and Autor et al. (1998) find that 
the vast majority of the increased utilization (measured by employment or labor cost) of 
college graduates in recent decades can be accounted for by within-industry changes. And 
Dunne et al. (1996) find with plant-level data for manufacturing that aggregate changes in 
skilled labor employment and labor cost share are dominated by within-plant changes. 

How does one quantitatively assess the contributions of different sources of relative 
labor demand shifts? This is a difficult issue often requiring strong assumptions about 

4~ Berman et al. (1994) document a similar pattern of within-industry skill upgrading (shifts to non-production 
workers) in the manufacturing sectors of all advanced countries in the 1970s and 1980s even during period of 
sharply rising relative wages for more-skilled workers. 
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Table 15 
US employment shares and percentage college labor by industry a 
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Industry Employment shares Percentage college labor 

1968 1988  Percent change 1968 1988 Percent change 
1968-1988 1968-1988 

Agriculture and mining 4.8 3.3 -32.5 12.7 29.4 16,7 
Construction 6.8 7.1 5.1 12.5 22.2 9,8 
Low-skill manufacturing 4.4 2.7 -39.5 9.4 17.1 7,7 
Medium-skill manufacturing 13.0 8.0 -38.1 14.8 25.9 l1.1 
High-skill manufacturing 13.1 10 .3  -21.6 27.7 44.8 17.0 
Transportation and utilities 7.6 7.3 -3 .9  15.4 34.9 19.5 
Wholesale 3.9 4.6 15.4 26.7 41.8 15.0 
Retail 11.8 12.2 3.5 15.7 29.9 14.2 
Professional and financial 13,5 22.3 65.2 42.8 58.8 15.9 
Education and welfare 9,0 10.3 13.9 73.1 75.8 2,7 
Government 7.1 6.8 -4 .4  30.8 50.7 19.9 
Other services 5.0 5.3 5.3 12.8 27.7 14.9 
All industries 100.0 100.0 0.0 26.7 43.6 16.9 

~' Source: Murphy and Welch (1993b, Table 3.4). Notes: All quantities refer to fixed-wage weighted aggregates 
of annual hours across experience, sex, and education, industry shares refer to the percentage of aggregate fixed- 
wage weighted labor hours employed in the industry. The percentage college labor refers to the percent of fixed 
wage weighted labor accounted for by the college wage aggregate. See Murphy and Welch (1993b) for details of 
the aggregation scheme. 

sectoral production functions and the consumer preferences (Bound and Johnson, 1992). 
One widely used measure of the effect of between-sector demand shifts on relative labor 
demands is the fixed-coefficient input requirements index introduced by Freeman (1975). 
This index measures the percentage change in the demand for a demographic group as the 
weighted average of percentage employment growth by industry where the weights are the 
industrial employment distribution for the demographic group in a base period. This proxy 
for the percentage change in demand for demographic group k can be written as 

aDEMk = ~ ;~k(ae/ej), (25) 
J 

where j indexes industry, Ej is total employment in industry j ,  A i k =: Ejk/(~_dEjk) i n  a base 
year, and E~k is the employment of group k in industry j. Katz and Murphy (1992) provide a 
formal justification for ADEM~ as a between-industry demand shift index when employ- 
ment is measured in efficiency units (value-weighted labor inputs), when industry tech- 
nologies are held fixed except for factor-neutral technological change, and when relative 
wages are unchanging. Since changes in relative wages can directly affect the distribution 
of industrial outputs (and employments), ADEMk will not measure the effects on relative 
labor demand of changes in the allocation of employment across sectors at fixed wages 
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when relative wages are changing. These demand shifts indices will tend to understate the 
"true" between-industry demand shift favoring groups with rising relative wages and 
overstate demand shifts for groups with falling relative wages (Katz and Murphy, 
1992). Murphy and Welch (1993a) and Juhn (1994) propose and implement adjustments 
for this bias under the strong assumption of unit own-price and zero cross-price elasticities 
of consumer demand. 

Empirical analyses of the magnitude of between-industry and between-occupation 
shifts in relative labor demand using (adjusted and unadjusted) versions of ADEMk indi- 
cate strong and rather steady between-industry and between-occupation demand shifts 
favoring more-educated workers and high-wage workers from 1950 to the present (Katz 
and Murphy, 1992; Juhn et al., 1993; Murphy and Welch, 1993a; Juhn, 1994). Between- 
industry demand shifts actually appear to be larger in magnitude in the 1960s, a period of 
the rapid expansion of employment in government and education-intensive service 
sectors, than in the period since 1970 (Katz and Murphy, 1992; Autor et al., 1998). The 
direction of demand shifts in the 1940s are less clear (e.g., Goldin and Margo, 1992). But 
the magnitudes of measured demand shifts for more-educated labor between industries or 
between occupations are consistently much smaller than the growth of the relative supply 
of more-educated workers (Katz and Murphy, 1992; Murphy and Welch, 1993a). Thus 
substantial within-industry and within-occupation demand shifts favoring the more-skilled 
are a key driving force in the large secular increase in the relative demand for more- 
educated workers documented in Table 14. Similar patterns are apparent in other OECD 
countries (e.g., Katz et al., 1995). These patterns are strongly suggestive of an important 
role of skill-biased technological change. 49 

When within-sector factor-biased technological changes are allowed, the interpretation 
of ADEMk as a measure of the impact of product demand shifts on relative labor demand 
becomes more tenuous and the nature of the bias is more complicated (Bound and John- 
son, 1992). In this case, one needs to add more structure (i.e., assumptions concerning 
sectoral production functions and consumer preferences) to develop measures of the 
contribution of product demand shifts and skill-biased technological change as sources 
of changes in relative labor demand. We illustrate these issues using a simplified version of 
the model developed by Bound and Johnson (1992) with two inputs college equivalents (c) 
and high school equivalents (h). Under the rather strong assumptions of Cobb-Douglas 
industry production functions and Cobb-Douglas consumer preferences, we find that a 
standard shift-share decomposition of the growth of the aggregate college wage-bill share 
(share of college equivalents in total costs) can be used to directly measure the extent to 
which the growth in the relative demand for college equivalents reflects skill-biased 
technological change as opposed to product demand shifts. 

Following Bound and Johnson (1992), we assume the economy consists of J industries 

49 Nil 'alternative possibility for large within-industry (and within-plant) shifts in relative labor demand favor- 
ing skilled workers is increased foreign outsourcing of less-skilled jobs (Feenstra and ttanson, 1996). Berm~m et 
al. (1994, 1998) conclude that (at least through the 1980s) the amount of such foreign outsourcing is too small for 
it to be the driving force behind within-industry skill upgrading. 
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and the output of each industry j (Q/) depends on the employment of college and high 
school equivalents according to a CES production function of the form of Eq. (20) with a 
common elasticity of substitution (o-= 1/[1 - p]) and with the other technology para- 
meters (c% aj~, and b:~) allowed to vary by industry and time. The relative demand for the 
output of industry j relative to a reference industry r in period t is assumed to be given by 

Qjt/Qrt  = Ojt(Pjt ) *:, ( 2 6 )  

where Pit is the price of  Qj: relative to Q,t and 0i~ is a parameter that reflects consumer tastes 
and other factors (such a foreign competition) affecting relative product demand for the 
output of industry j in year t. 

We consider the special case of a Cobb-Douglas economy: ~r = e .... 1. The production 
function for industry j can now be written as 

Qjt = a .  AI%Ar | -  %' ( 2 7 )  " "jt* " cjt* " hjt , 

where Ajt indexes the level of productivity in industry j in year t. We assume the aggregate 
labor supplies of college equivalents (N:) and of high school equivalents (N:,t) are exogen- 
ous and full employment prevails so that the entire labor force of each group is allocated 
across the Jindustries: N,t = Z j  N ,  jt and Nht --- ~.i Nhjt" Workers are assumed to be mobile 
across industries so that wages are equalized across industries. These assumptions imply 
(using Eq. (A8) of Bound and Johnson, 1992) that the log ratio of the competitive wage for 
college equivalents to that of high school equivalents is given by 

log( Wct "~ = t ] Z d  : ~.fl)Ojt Nht ] : DI -- logt ~tht )" 
j ' , 

(28) 

Eq. (28) is of the same form as Eq. (22) with an aggregate elasticity of substitution 
between college and high school equivalents of 1 and with the demand shift term D, 
now directly related to industry technology and product demand shift parameters. 5° 

Under these Cobb-Douglas assumptions the aggregate log relative demand for college 
equivalents (Dr) can be decomposed into a between-industry component that depends only 
on product demand shifts (changes in the O jr's) and a within-industry component that 
depends only on the pace of skill-biased technological change (changes in the c~/:s). 
These between- and within-industry demand shift components can also be directly 
measured with data on industry shares of the aggregate wage bill and on the share of 
the college wage-bill share in each industry. The Cobb-Douglas production function 
assumption implies that c~Ss are directly measured by the share of the total wage bill 
accounted for by college equivalents in each industry: 

c~jt = (w,~N, jL)/Yj> (29) 

50 The common industry-level  elasticity of substitution and the aggregate elasticity of substitution are only 

equal when o" = e or all industries have the same factor intensities or both. 
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where Yj, = w,tN;/, + WhtNhjt = PjtQj,, with the last equality arising from constant returns 
to scale in a model with only two labor inputs. The assumption of ~ = 1 in Eq. (26) means 
that the relative product demand shift for industryj (0ff ~ j  Ojt) can be directly measured by 
its share of aggregate revenues or by Yjt (its share of the aggregate wage bill) under the 
normalization of Ej  Yjt = 1. 

Differentiating the expression for Dt in Eq. (28) yields an expression for the (instanta- 
neous) rate of change in log relative demand for college equivalents that can be written as 

dD t = dD; v + dDl' , (30) 

where 

Z dog~Yjt Z dozjtYj, 

d D ~ ' -  j + j 
Y . ,  1 - E. ,  

and 

(31) 

Z cxjtdYj, Z o~jtY/: 
d D l : -  J + / ~  (32) 

Y~I 1 - Y,, 

and Y,: = ~ j  (x/tYjt = w,.tNct/(w,.tN, t + whtN:,), the aggregate college wage-bill share. The 
numerator of Eq. (31) is simply the within-industry growth component of the growth of the 
aggregate college-wage bill share, and the numerator of Eq. (32) is simply the between- 
industry component. 

Thus a standard shift-share decomposition of the growth of the wage-bill (labor-cost) 
share of more-skilled workers (Berman et al., 1994, 1998; Autor et al., 1998) can be used 
to directly measure the effects of skill-biased technological change (within-industry 
demand growth) and product market shifts (between-industry demand growth) on overall 
relative demand growth. Autor et al. (1998) have implemented this approach on data for 
three:digit industries for the 1960 to 1996 period. They find rate of within-industry relative 
demand growth for college graduates appears to have increased from the 1960s to the 
1970s and remained at a higher level in the 1980s and 1990s. This restrictive Cobb-  
Douglas framework suggests a larger impact of skill-biased technological change on the 
growth in the relative demand for college workers from 1970 to 1996 than in the 1960s. 
These results highlight the importance of more directly examining evidence on the role of 
skill-biased technological change in the recent widening of the wage structures of many 
OECD nations. 

5.5. Skill-biased technological change 

q~e deteriorating labor market outcomes of less-educated workers in most OECD econo- 
mies over the past two decades despite their increasing relative scarcity strongly implies a 
steep decline in the relative demand for less-skilled workers. Skill-biased (or unskilled 
labor saving) technological change and increased exposure to international competition 
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from less developed countries (Stolper-Samuelson effects) have been offered as the lead- 

ing candidate explanations for this demand shift. 
Much indirect evidence suggests a dominant role lbr skill-biased technological change 

(associated with changes in production techniques, organizational changes, and reductions 

in the relative prices of computer services and new capital equipment) in the declining 
relative demand for the less skilled. First, as discussed in Section 5.4, the magnitude of 
employment (or wage bill) shifts to skill-intensive industries as measured by between- 
industry demand shift indices is too small to be consistent with explanations giving a 
leading role to product demand shifts, such as induced by greater trade with developing 
countries, or Hicks-neutral, sector-biased technological change. Estimates of between- 
industry demand shifts also show little evidence of acceleration in recent decades. Secon& 
despite increases in the relative wages of more-skilled workers, the composition of US 
employment continues to shift rapidly towards more-educated workers and higher-skill 
occupation within detailed industries and within establishments (Berman et al., 1994; 
Dunne et al., 1996; Autor et al., 1998). A rise in the relative cost to firms of skilled 
labor should have led to within-industry and within-establishment shifts in employment 
towards unskilled labor in the absence of skill-biased technological change. Third, within- 
industry skill upgrading despite rising or stable skill premia is apparent in almost all 
industries in many other developed economies in the 1980s. Furthermore the cross-indus- 
try pattern of the rate of skill upgrading in manufacturing industries appears to be quite 
similar among advanced nations (Berman et al., 1998). These findings are consistent with 
an important role for p e r v a s i v e  skill-biased technological change throughout developed 

countries and concentrated in similar industries in each country as a major source of 
changes in relative skill demands. The potential impact of skill-biased technological 
change on the wage structure is likely to be greater the more pervasive it is across countries 
(Krugman, 1995; Berman et al., 1998; and see the chapter by Johnson and Stafford in this 

vo lume)]  / 
More direct evidence also suggests that (broadly interpreted) skill-biased technological 

change is an important source of shifts in relative labor demand. Much econometric and 

51 The degree to which technological changes are pervasive across countries or localized within a single 
country is an important issue in assessing the likely impact on relative wages in increasingly open economies~ 
It is the sector bias rather than the factor bias of localized technological change that determines its impact on 
relative wages in a small open economy operating under incomplete specialization in a standard Hecksher-Ohli~ 
(Learner, 1996). Haskell and Slanghter (1998) provide an intriguing initial attempt to empirically examine 
whether differences across countries in the pattern of the sector-bias of (localized) technological change can 
help explain differences in changes in the relative wages of skilled workers in the 1980s. But the factor bias of 
technological change is often the crucial determinant of the relative wage impact in a closed economy setting. For 
example, the factor bias alone matters for how technological changes affect relative wages in a closed economy 
model with Cobb-Douglas sectoral production functions and Cobb-Douglas consumer preferences as indicated 
by Eq. (28). The factor bias re-emerges as an important factor in an open economy setting when technological 
change is pervasive across countries (since the integrated international economy as a whole can be viewed as a 
closed economy) and for localized technological change for a large open economy (so that the world prices of 
tradeables are affected by localized technological change). 
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case study evidence indicates that the relative utilization of  more-skilled workers is posi- 
tively correlated with capital intensity and the implementation of new technologies both 
across industries and across plants within detailed industries (e.g., Griliches, 1969; Bartel 
and Lichtenberg, 1987; Mark, 1987; Levy and Murnane, 1996; Doms et al., 1997). These 
patterns indicate that physical capital and new technologies appear to be relative comple- 
ments with more-skilled workers. Thus secular increases in the capital/labor ratio could be 
a source of  secular growth in the relative demand for skilled labor. 52 Krussell et al. (1997) 
present suggestive evidence that the rapid increase in the (quality-adjusted) stock of  
capital equipment since the early 1960s combined with strong complementarity between 
capital equipment and skilled labor can "account" for the trend growth in the relative 
demand for skills. 53 

There also appear to be strong correlations between industry-level indicators of  tech- 
nological change (computer investments, the growth of  employee computer use, research 
and development (R&D) expenditures, utilization of  scientists and engineers, changes in 
capital intensity measures) and the within-industry growth in the relative employment and 
labor cost share of  more-skilled workers (Berndt et al., 1992; Berman et al., 1994; Wolf[', 
1996; Allen, 1997; Machin and Van Reenen, 1998; Autor et al., 1998). Technology 
indicators, particularly computer investment or employee computer usage, also appear 
to be more powerful explanatory variables for differences among industries in the pace of  
skill upgrading than are indicators of outsourcing activity, import pressures, or changes in 
export activity (Autor et al., 1998). 54 The causal interpretation of contemporaneous corre- 
lations of  technology indicators such as R&D intensity and computer use with skill 
upgrading is unclear since R&D activities directly used highly-educated workers and 
since other sources of  changes in the use of  skilled workers could drive variation across 
industries in purchases of computers. But Autor et al. (1998), Machin and Van Reenen 
(1998), and Wolff  (1996) find that lagged computer investments and R&D expenditures 
predict subsequent increases in the pace of skill upgrading. This pattern is consistent with a 
recent survey of  US human resource managers indicating that large investments in infor- 
mation technology lead to changes in organizational practices that decentralize decision- 
making, increase worker autonomy, and increase the need for highly-educated workers 
(Bresnahan et al., 1998). 

Plant-level studies of US manufacturing by Bernard and Jensen (t997) and Doms et al. 
(1997) similarly find strong positive relationships between within-plant skill upgrading 
and both R&D intensity and computer investments. But Doms et al. (1997) find little 

52 Such a conjecture partially motivated Griliches (1969, 1970) early seminal work on capital-skill comple-- 
mentarity. 

53 Their measure of the capital-skill complementarity effect on relative wages evolves similarly to a linear time 
trend. Thus the aggregate time series model of Krussell et al. (1997) attributes variations in changes in the skill 
premium around trend (such as a sharp decline in the skill premium in the 1970s and sharp rise in tile 1980s) to 
variations in the rate of growth of the relative skill supplies and to unobserved demand shocks (the residual). 

54 But the change in export intensity does seem to have a robust positive relationship to within-industry skill 
upgrading even conditional on measures of computer investments (Bernard and Jensen, 1997; Autor et al., 1998). 
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relationship between a plant-level indicator of the number of new factory automation 
technologies being used and within-plant skill upgrading. In contrast, case studies by the 
Bureau of Labor Statistics indicate large production labor saving production innovations 
were adopted in the 1970s and 1980s in the electrical machinery, machinery, and printing 
and publishing sectors, three manufacturing industries that are among the leaders in the rate 
of skill upgrading in most developed countries (Mark, 1987; Berman et al., 1998). 

The diffusion of computers and related technologies has attracted much attention as a 
possibly important measurable source of recent changes in the relative demand for skills. 
The share of US workers using computers on the job, an extremely crude measure of the 
diffusion of computer-based technologies, increased fl'om 25% in 1984 to 47% in 1993 
(Autor et al., 1998). The rapid spread of computers appears to have occurred at a similar 

pace in other OECD countries. For example, Card et al. (1996) report similar levels of 
employee computer usage in Canada, France, and the United States circa 1990. Krueger 
(1993) and Autor et al. (1997) document a substantial log wage premium associated with 
computer use (conditional on standard controls for observed worker characteristics) that 
increased from 0.17 in 1984 to 0.20 in 1993. The extent to which this computer wage 
premium represents a measure of the true returns to computer skills (the treatment effect of 

computer use) or largely reflects omitted characteristics of workers and their employers is 
a subject of much debate (see, e.g., Bell, 1996; DiNardo and Pischke, 1997). But the 
resolution of this debate does not directly address the issue of whether the spread of 
computer technologies has significantly changed organizational practices and altered rela- 
five skill demands. 55 

Computer technology may influence relative labor demand in several ways. 56 Computer 
business systems often involve the routinization of many white-collar tasks. Simple, 
repetitive tasks have proved more amenable to computerization than more complex and 
idiosyncratic tasks (Bresnahan, 1997). Microprocessor-based technologies have similarly 
facilitated the automation of many production processes in recent years. Thus direct 
substitution of computers for human judgement and labor is likely to have been more 
important in clerical and production jobs than in managerial and professional jobs. 
Computer-based technologies may also increase the returns to creative use of greater 
available information to more closely tailor products and services to customers' specific 

55 The existence of a positive computer wage differential is neither a necessary nor a sufficient condition for the 
diffusion of computers to have induced a shift in the relative demand for more-skilled workers and to have 
affected the wage structure. If computer technologies are more complementary with highly-skilled than less- 
skilled workers, a decline in computing costs and spread of computers could generate an increase in the relative 
demand for and relative wages of more-educated (and lnore-skilled) workers. Labor mm'ket competition could 
require firms both with and without computer technologies to pay equal wages to attain equally able employees. 
In this case a cross-section wage regression with sufficient controls for worker skills would yield no computer 
wage premium even though colnputers may have greatly raised the relative wages of the more-skilled and 
widened the wage structure. 

~6 Bresnahan (1997) provides a descriptive theory of and illuminating historical evidence on how computers 
affect labor demand and organizational practices. Sichel (1997) provides a thoughtful analysis of the overall 
impact of the computer rew~hition on the US economy. 



1534 L. F. Katz and D. H. Autor 

needs and to develop new products. Bresnahan (1997) posits such an organizational 
complementarity between computers and workers who possess both greater cognitive 
skills and greater "people" or "soft" skills. 

The direct substitution and organizational complementarity channels both predict that 
an increase in the relative demand for highly-educated workers should be associated with 
computerization. These predictions are consistent with the findings of Autor et al. (1998) 
that increased computer intensity is associated with increased employment shares of 
managers, professionals and other highly educated workers, and with decreased employ- 
ment shares of clericals, production workers, and less educated workers. Bresnahan et al. 
(1998) similarly find in firm-level data that greater use of information technology is 
associated with the employment of more-educated workers, greater investments in train- 
ing, broader job responsibilities for line workers, and more decentralized decision-making. 

A summary interpretation of the evidence on the impact of skill-biased technological 
change on recent wage structure changes is illuminated by distinguishing between two 
distinctive hypotheses that are sometimes confused. 57 The first is that skill-biased tech- 
nological change (broadly conceived to also include capital deepening and skill-biased 
organizational innovations) is an important (and probably the most important) driving 
force behind long-run secular increases in the relative labor demand more-educated and 
more-skilled workers. The widespread direct evidence of capital-skill and technology-skill 
complementarity and indirect evidence of strong within-industry and within-plant 
increases in the relative demand for skill are strongly consistent with this first hypothesis. 
In fact, the introduction of new production technologies and increases in physical capital 
intensity appear to have been typically associated with increased demand for more-skilled 
workers throughout the 20th Century. 5s 

The second hypothesis is that the impact of technological change on the relative demand 
for more-skilled workers a c c e l e r a t e d  recently (possibly in the 1980s), and this accelera- 
tion can account for the particularly large increases in wage inequality and educational 
wage differentials in the 1980s. 

The available evidence is less definitive with respect to this hypothesis. A simply 
supply-and-demand analysis for the United States (such as in Table 14) indicates a parti- 
cularly rapid rate of relative demand growth in the 1980s under our preferred values for the 
aggregate elasticity of substitution between college and non-college labor. In contrast, 
implied relative demand growth is much slower in the 1990s, a period of continuing rapid 
spread of computers. But Autor et al. (1998) find that within-industry demand growth 
accelerated from the 1960s to the 1970s and then stayed at this higher level through the 
mid-1990s. This provides some indirect evidence that the impact of skill-biased techno- 
logical change on relative skill demands accelerated starting in the 1970s. Autor et al. also 

57 See Autor et al. (1998), Mishel et al. (1997b), and Gottschalk and Smeeding (1997) for fhrther discussion of 
these issues. 

5s For example, Goldin and Katz (1998) show that capital-deepening, the diffusion of purchased electricity, and 
the introduction of continuous-process and batch methods of production greatly increased the relative demand for 
non-production workers and more-educated production workers in manufacturing from 1909 to 1929 
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provide some more direct evidence that the increase in rate of within-industry skill 
upgrading from the 1960s to the post-1970 period is concentrated in the most computer 
intensive sectors of the economy. The exceptionally rapid increase in the relative supply of 
college graduates in the 1970s from the labor market entry of the baby-boom cohorts 
delayed the impact of this demand shift on wages until the 1980s. A deceleration of 
relative skill supply growth from the 1970s to the 1980s and 1990s appears to be a crucial 
part of differences in US wage structure behavior in the 1970s and the period since the 
1979. 

Several conceptual issues concerning the nature of skill-biased technological change 
merit further consideration. One possibility is that skilled workers are more flexible and 
facilitate the adoption of new technologies so that all technological change increases the 
relative demand for more-skilled labor over some transitional period (Welch, 1970; Bartel 
and Lichtenberg, 1987; Greenwood and Yorukoglu, 1997). As technologies diffuse and 
become routinized the comparative advantage of the highly skilled declines. In this case 
the level of demand for skilled labor depends on the rate of innovation. Periods of large 
increases in the skill premium correspond to technological revolutions. 59 But an ever 
increasing rate of innovation seems to be necessary to generate persistent secular growth 
in the relative demand for more-educated workers. Furthermore the apparent slowdown in 
growth of the relative demand for skill in the 1990s could reflect the maturing of the 
computer revolution. An alternative (but potentially complementary) hypothesis is that 
distinctive technological innovations may have different factor biases. Some of the main 
technological changes of the 20th Century associated with electrification and computer- 
ization may have been skill-biased, but other innovations need not be. Mechanization in 
the 19th Century associated with the movement from artisanal production (intensive in 
skilled craft workers) to factory production (intensive in unskilled labor) appears to have 
been largely deskilling even though more flexible workers were likely to have been 
necessary to assist in the introduction of factory methods (Goldin and Katz, 1998). 
Under this scenario the inherent skill-biased nature of 20th Century innovations rather 
than an accelerating rate of innovation is the source of secular within-industry growth in 
the relative demand for skill. 

An important further issue concerns the extent to which the rate of technological change 
and its direction (i.e., the extent to which technological change is skill-biased) are exogen- 
ous or are affected by changes in relative skill supplies. Acemoghi (1998), following a 
substantial earlier literature on induced innovation, has developed an interesting model in 
which increases in the proportion of skilled workers affect R&D efforts and can direct 
technological change in a skill-biased. Acemoghi finds it is possible for the "induced" 
increase in the relative demand for skills to even overshoot the increase in the relative 
supply of skills. 

~9 Recent models of how periods of rapid technological change affect the labor market include Caselli (1997), 
Greenwood and Yorukoglu (1997), and Helpman and Rangel (1998). 
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5.6. G loba l i za t i on  and  de indus t r ia l i za t ion  6° 

A popular culprit for rising labor market inequalities in developed countries is the 
increased globalization of economic activity arising from reductions in barriers to trade 
and reduced costs to international economic transactions. Increased trade with developing 
countries is commonly viewed as a driving force behind "deindustrialization" (a sharp 
decline in the share of employment in production jobs in manufacturing) and the woes of 
less-skilled workers in advanced economies (e.g., Wood, 1994, 1995, 1998). US manu- 
facturing imports from less-developed countries (LDCs) increased from 0.8% of GNP in 
1970 to 2.3% in 1980 to 2.8% in 1990 to 4.1% in 1996 (Borjas et al., 1997). Increased 
international capital mobility, reduced costs of international technology transfer, and 
greater foreign outsourcing opportunities also may increase the effective elasticity of 
demand facing workers in bargaining, erode their bargaining power, and reduce the extent 
to which internal labor markets insulate them from product market and labor market 
shocks (e.g., Borjas and Ramey, 1995; Rodrik, 1997; Bertrand, 1998). 

A common (but controversial) method for estimating the effects of trade on labor 
markets is f a c t o r  con ten t  ana lys i s  (Borjas et al., 1992, 1997; Sachs and Shatz, 1994; 
Wood, 1994, 1995; Lawrence, 1996). The basic approach is to determine how much of 
different types of labor (e.g., skilled and unskilled labor) are used to produce a country's 
exports, and how much would have been used in produce its imports (or the domestic 
goods that would have been produced in the absence of imports). The difference between 
the supplies of labor used in exports and imports provides an estimate of the implicit 
change in the relative supply of unskilled labor from trade, or, equivalently, the impact of 
trade on the relative demand for the unskilled. An estimate of the aggregate elasticity of 
substitution between skilled and unskilled labor can then be used to simulate the impact of 
the implicit change in relative skill supplies from trade. Increased trade will tend to have 
an adverse effect oil less-skilled workers to the extent that import-competing industries 
disproportionately employ less-skilled workers and export sectors are relatively more 
skill-intensive. This pattern is strongly present for US trade with LDCs, but the character- 
istics of workers in industries with high imports and exports with other developed coun- 
tries are faMy similar (Sachs and Shatz, 1994; Borjas et al., 1997). 

The factor content of observed changes in net exports can provide an accurate input to 
assessing how changes in trade affect relative wages in limited circumstances (see the 
chapter by Johnson and Stafford in this volume). If one begins in autarky, then allows for 
trade, and trade is a modest proportion of the national economy, the change in national 
endowments due to tile factor content of trade measures the pressure of trade for changes 
in relative wages (Deardorff and Staiger, 1988; Krugman, 1995). More generally, if the 

~,0 A comprehensive treatment of theoretical and empirical issues related to assessing the impacts of interna- 
tional trade on the labor market is contained in the chapter by Johnson and Stafford in this volume. The chapter by 
Borjas contains a detailed analysis of immigration and the wage structure. Thus we present only a brief treatment 
of issues concerning the role of globalization factors in recent changes in the wage structure. 
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changes in net exports being examined are caused by external factors (e.g., reductions in 
trade barriers or reductions in transportation costs, changes in factor endowments abroad), 
then factor content analysis may be sensible. If  changes in net exports result from domestic 
sources (e.g., an increase in the relative supply of skilled labor leading to greater net 
exports of high-skill goods and lower net exports of low-skill good), then factor content 
analysis can be quite misleading (Learner, 1996). 

A further practical issue in factor content analysis is the how to estimate the hypothe- 
tical factor content of the domestic production that would arise to replace imports from 
LDCs. The standard approach is to assume LDC imports would be replaced by domestic 
production in the closest import-competing industry using the contemporaneous average 
factor proportion in the domestic import-competing industry (e.g., Sachs and Shatz, 1994). 
But Wood (1994, 1995) has argued persuasively that within each sector there is a wide 
distribution of factor proportions and labor productivity, and that LDC imports are likely 
to be most directly competing with the segment of an industry using the most unskilled- 
labor intensive production techniques. The issue is somewhat more complicated since 
some LDC imports may not closely compete with any domestic industry so that their 
absence might expand domestic demand for goods or services with quite different (and 
possibly even higher) skill intensities than in the assumed "import-competing" sector. 

Borjas et al. (1997) examine the factor content of the growth of US trade with LDCs 
from 1980 to 1995. They examine the robustness of the conclusions to a wide range of 
assumptions concerning the factor ratios that would have been used in US industries to 
replace LDC imports. They find that the growth of trade with LDC's  from 1980 to 1995 to 
a 1.4 log point increase in the implicit relative supply of high school equivalents relative to 
college equivalents assuming US manufactures would use the same factor ratios that 
prevailed in their industries in 1980 (prior to the change in LDC trade being assessed) 
in the absence of LDC imports. Under our preferred estimate of o- = 1.4, this implies that 
growth of trade with LDCs can account for only 1 log point out of a 19 log point increase in 
the college wage premium from 1980 to 1995. Thus demand shifts from skill-biased 
technological change and domestic sources of changes in relative skill supplies appear 
to be much more significant factors in the recent expansion of the US college wage 
premium than trade's impact as measured by factor contents. The impact is relatively 
larger if one focuses on the impact of trade on the high school dropouts. But Borjas et al. 
also find that increased unskilled immigration had a much larger impact on changing the 
implicit relative supply of the least skilled US workers than did LDC trade from 1980 to 
1995. 

The factor content approach may understate the effects of globalization pressures on 
relative wages when the threat of trade, outsourcing, or plant relocation can lead to wage 
changes even in the absence of new trade flows (Rodrik, 1997). 61 Borjas and Ramey 
(1995) explore the contribution of the erosion of industry wage differentials in trade 

61 The rate of skill-biased technological change may also be affected by globalization factors both through 
lower costs of technology transfer (lower cooperation costs) and through threats of loreign competition inducing 
"defensive innovation" (Wood, 1994, 1998). 
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competing durable goods manufacturing industries to increased US educational wage 
differentials and find it to be quite modest. 

P r o d u c t - p r i c e  s tud ies  attempt to more directly assess the implication of the Stolper- 
Samuelson theorem that impacts of trade on relative wages operates through changes in 
the relative product price of more- and less-skill intensive. Product-price studies suffer 
from similar practical limitations to factor-content studies both arising from data quality 
issues in price data (the difficulty of separating true price from quality changes) and 
difficulties in trying to isolate product-price changes driven by exogenous trade-related 
forces rather than other sources. Slaughter (1998) provides a nice review of the emerging 
literature in this area and concludes that these limitations combined with a wide range of 
somewhat conflicting results make it difficult to draw strong conclusions from the price 
studies concerning the impact of international trade on wage inequality. Attempts to 
isolate "exogenous" international components of changes in product prices and trade 
flows (possibly by examining the consequences of changes in trade policy and explicit 
trade barriers) could be a more fruitful research strategy than standard approaches to factor 
content analysis and product price studies. 

"Deindustrialization" (a substantial decline in manufacturing employment) is also 
often identified as a leading cause of poor labor market performance of less-skilled work- 
ers in advanced countries. And international trade is often viewed as the major driving 
force behind deindustrialization (e.g., Wood (1994, 1995, 1998). Between-industry 
demand shift indices (Section 5.4) do indicate that shifts out of manufacturing to more- 
skill intensive sectors have played some role in the decline in the relative demand for less- 
skilled workers. But the overall rate of between-industry demand shifts does not appear to 
be any larger in the period of sharp increases in wage inequality in the 1980s than in other 
recent decades. Nevertheless, it is striking that much of the recent increase in US wage 
inequality and educational wage differentials is concentrated in the period from 1979 to 
1985 centered on a deep recession and containing a large appreciation of the US dollar and 
large decline in manufacturing employment. And the periods of extremely tight labor 
markets and strong demand for production workers in manufacturing during the two 
World Wars are the two periods of large compressions in the US wage structure during 
the 20th Century. 62 Furthermore studies using geographic variation across US states and 
metropolitan areas consistently find that larger declines in manufacturing employment are 
strongly positively associated (at least in the short-run) with larger increases in overall 
wage inequality (Juhn, 1994), residual wage inequality (Bernard and Jensen, 1998), and 
educational wage differentials (Borjas and Ramey, 1995; Bound and Holzer, 1997). 

5. 7. S u m m a r y  

Supply and demand models provide a useful organizing framework for understanding 

62 The 1980s were 'also a period of a substantial decline in unions and erosion of the minimum wage, and the 
two World Wars are periods of growing union power and government intervention in the economy. 
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important aspects of  between-group wage structure changes.63 Supply and demand factors 
(the determinants of  competi t ive wages in the SDI framework of  Section 4) are important 
determinants of  wage structure changes. Substantial secular increases in the relative 
demand for more-educated and more-skil led workers appear  necessary to explain 
observed patterns of  the evolution of  the wage structure in developed countries over 
most of  the last century. Shifts in the industrial and occupational distribution of employ- 
ment to more skill-intensive industries and occupations can account for a significant 
minority of this growth in the relative demand for skills. But within-industry growth in 
relative labor demand favoring the more educated (within-industry skill  upgrading) 
appears to be the major  driving force in the rise in the relative demand for the more 
skilled. This pattern suggests a key role for skil l-biased technological  change in explaining 
relative demand shifts. Strong posit ive cross-industry correlations of  indicators of tech- 
nological  change (especially indicators of the usage of  computer-based technologies) and 
the rate of  skill upgrading provides more direct evidence on the importance of  skill-biased 
technological change. Technology factors appear to be somewhat more important than 
international trade changes as a source of relative demand shifts favoring the more-skilled. 

Variations in the rate of  growth in the relative supply of  more-educated workers (college 
workers) appear to a be an important  determinant of variations in the rate of  change of  
educational and occupational wage differentials. Changes in cohort size, incentives for 
educational investments, changes in female labor force participation, and international 
immigration appear  to be important  sources of  variations in relative skill supplies. 64 
Detrended skill supply growth helps predict detrended changes in the college wage 
premium in the United States and other advanced nations. A decelerat ion in the rate of  
growth of  the relative supply of  college workers appears to be an important  determinant of  
the sharp increase in US educational wage differentials in the 1980s, and especially rapid 
growth in relative skill supply a key determinant of  the narrowing of  the college wage 
premium in the 1970s. Countries with decelerations in relative supply growth in the 1980s 
are those with the largest increase in educational wage differentials. 

The data are less clear on whether the recent widening of the wage structure is largely 
driven by an acceleration in relative demand shifts favoring the more-skil led.  For the 

63 We focus on applications of supply and demand models to explaimng changes in educational wage differ- 
entials in this chapter. Sinfilar models have proved useful for examining changes in relative wages by age ol 
experience (e.g., Freeman, 1979; Katz and Murphy, 1992; Murphy and Welch, 1992). Supply and demand models 
are more-difficult to apply to changes in within-group (residual) inequality that are a key component of rising US 
wage inequality over the last two decades. See Juhn et al. (1993) for an interesting attempt to measure between- 
industry and between-occupation shifts in relative demand for observed and unobserved skills based on the 
assumption that skills are measured by one's position (percentile) in the wage distribution. 

64 See Topel (1997) for a more thorough analysis of the impacts of alternative sources of changes in relative 
factor proportions. See Macunovich (1998) for an interesting and more expansive analysis of how changes in 
relative cohort size affect the wage distribution both through standard effects of changes in factor proportions and 
through changes in the level and composition of aggregate labor demand through differences over the lifecycle in 
consumption behavior. 
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United States, the pace of within-industry skill upgrading does appear to have increased 
since 1970, and the 1980s do appear to be a period of particularly rapid relative demand 
growth. But institutional factors (the erosion of unions and the minimum wage and loss of 
industry rates) operating in the 1980s combined with supply growth deceleration can 
potentially explain the observed patterns even when combined with smooth trend growth 
in the relative demand for more-educated workers. We next turn to an examination of how 
changes in labor market institutions affect the wage structure. 

6. Labor  marke t  rents and labor  marke t  institutions 

Large and persistent wage differentials are present across industries and establishments 
even after conditioning on observed measures of worker characteristics, working condi- 
tions, and non-wage employee benefits and even after controlling for (time-invariant) 
worker unobserved ability through individual fixed effects (e.g., Krueger and Summers, 
1988; Groshen, 1991; Gibbons and Katz, 1992). Positive inter-industry wage differentials 
are associated with lower employee quit rates and longer queues of job applicants (Katz 
and Summers, 1989; Holzer et al., 199t). Thus industry and establishment wage differ- 
ences appear to partially reflect variation in relative rents such as predicted by models 
emphasizing efficiency wage considerations and worker bargaining power (e.g., Katz, 
1986; Lindbeck and Snower, 1988). Differences across countries in wage setting institu- 
tions (union and government roles in wage setting) appear to be strongly related to 
differences in levels of wage inequality among advanced nations especially in the lower 
half of the wage distribution and to differences in the magnitude of educational wage 
differentials (Freeman, 1993, 1996; Blau and Kahn, 1998). 

The apparent importance of labor rents and institutional interventions in cross-section 
wage distributions suggest that these factors may also matter for changes in the distribu- 
tion of wages. The same labor market shocks (e.g., from skill-biased technological change, 
globalization factors, or changes in skill supplies) may have different impacts on the wage 
structure depending on how unions and government regulations affect wage setting. 
Changes in labor market institutions and the incidence of labor market rents may directly 
lead to wage structure changes. 

In this section, we first explore the role of institutional factors on recent US wage 
structure changes. We examine the existing research on impacts of changes in industry 
rents, changes in the unionization, and changes in the "bite" of the Federal minimum 
wage. We then briefly discuss the overall roles of supply, demand, and institutional factors 
in differences in wage structure changes among advanced nations. An interesting and 
rather unexplored topic for further research is the impact of changes in ideology and 
norms of fairness on wage setting (e.g., Rotemberg, 1996). The large wage structure 
changes in most countries during the two World Wars clearly indicate the possible impor- 
tance of large shocks that change wage setting norms, 
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The large variation across industries in wages for workers with the same observed char- 
acteristics suggests that differences across groups in shifts in the industrial distribution of 
employment may help explain changes in the wage structure by affecting the average 
industry wage premium earned by different groups. The share of less-educated US 
employees working in high-wage durable goods manufacturing fell dramatically in the 
1980s, while the share of college graduates working durable goods changed very little and 
the share in high-wage service industries (e.g., financial and professional services) 
increased substantially. Furthermore the share of female college graduates working in 
the low-wage education and welfare service industries declined substantially in the 
1980s. These patterns are most pronounced for young workers (those with up to 9 years 
of potential experience) (Katz and Revenga, 1989). Changes in industry wage effects may 
also have differential effects across demographic and skill groups given their quite distinc- 
tive industrial employment distributions (e.g., a decline in the wage premium to construc- 
tion workers has a larger effect on less-educated workers who are disproportionately 
employed in construction). 

Much research documents that changes in the US wage structure by education, experi- 
ence, and gender over the past several decades largely reflect within-industry changes 
rather than changes in the incidence of industry rents (e.g., Bound and Johnson, 1992; 
Murphy and Welch, 1993b). But changes in average industry rents do appear to have 
significantly contributed to widening educational wage differentials in the 1980s. For 
example, Murphy and Welch (1993b) find, using a 49 (approximate two-digit industry) 
decomposition, that the US college/high school wage differential increased 16.2% overall 
and 12.0% within industries. Large changes in the college wage premium occm" within 
essentially every industry, although the changes are much more moderate in industries 
with large shares of public employees. 65 Thus changes in relative labor rents from differ- 
ential shifts in the industrial composition of employment by education group could explain 
up to one-fourth of the rise in the college wage premium in the 1980s. The implied 
estimate should be reduced proportionately to the extent industry wage differentials repre- 
sent differences in unobserved ability as opposed to "true" wage differentials from labor 
market rents. Bound and Johnson (1992) find similar impacts of changes in the magnitude 
of industry rents accruing to college and high school workers in the 1980s. The impact of a 
declining employment share of the less-educated in high-wage industries (durable goods 
manufacturing) appears to be especially important for young workers in the 1980s. 
Murphy and Welch (1993b) estimate that the college/high school wage differential 

(,5 Ch~mges in US wage inequality and educational wage differentials in the 1980s are much smaller in the 
public sector than in the private sector (Katz and Kmeger, 1991 ). These public/private differences are suggestive 
of the importance of how differences in wage setting institutions and political pressure on wage setting can lead to 
quite different relative wage responses to similar labor rnarket shocks. The rising level of unionization in the 
public sector since the early 1970s as compared to substantial deunionization in the private sector may also have 
played a role in the smaller growth in inequality among public sector workers (Card, 1998). 



1542 L. F. Katz and D. H. Autor 

increased by 26.3% for workers with 1-10 years of experience and by 20% within indus- 
tries. But differences in the behavior of educational wage differentials for young workers 
in the 1970s and the 1980s are strikingly driven by within industry changes (changes of 
33.8% overall versus 29.2% within industries). The growth of within-group (residual) 
wage inequality in the 1970s and 1980s is also dominated by the within-industry compo- 
nent (Juhn et al., 1993). 66 

The recent widening of the US wage structure also provides a potential laboratory for 
assessing alternative interpretations of measured inter-industry wage differentials. If  
industry wage differentials largely reflect differences across industries in average unob- 
served ability (e.g., Murphy and Topel, 1990; Abowd et al., 1998), then a sharp rise in the 
returns to skill should lead to a widening of measured inter-industry wage differentials in 
the 1980s and 1990s. Widening industry wage differentials in the 1970s (Bell and Free- 
man, 1991) are consistent with this hypothesis since the rise in within group inequality in 
the 1970s suggests a rise in the price of unobserved skills. Krueger (1998) presents a 
preliminary exploration of this issue for the more recent period (using data from the CPS 
ORG file) and finds little evidence that the dispersion of inter-industry wage differentials 
(the standard deviation of estimated industry wage differentials for men conditional on 
education and experience) increased from 1979 to 1993. Krueger finds the (adjusted) 
standard deviation of industry wage differentials (at the approximately two-digit level) 
increased sharply from 0.147 in 1979 to 0.173 in 1983 and then declined rather steadily 
back to 0.149 in 1993. 

6.2. U n i o n s  

Unions play an important role in wage determination in all advanced nations both directly 
through collective bargaining and union threat (or spillover) effects on wages and indir- 
ectly by affecting government policies (e.g., minimum wages and other product and labor 
market regulations). Lewis (1986) concludes from a thorough review of the enormous 
literature on US union relative wage effects that the average treatment effect of union 
coverage on individual earnings (holding the locus of unionization fixed) was approxi- 
mately 15% (15 log points) in the 1970s. More recent studies using longitudinal data to 
control for selectivity on unobserved ability into the union sector reach a similar conclu- 
sion and find a much larger union wage effect for low-skill and less-educated workers than 
for high-skill and more-educated workers (e.g., Card, 1996). Thus traditionally higher 
unionization rates among less-educated and blue-collar males are likely to have tended 
to serve to reduce educational and occupational wage differentials. Unions also tend to 
reduce wage inequality within the union sector by compressing wage differentials and 
standardizing wages between jobs and between establishments. Freeman and Medoff 
(1984) conclude for the United States that the inequality reducing effects of unions (stan- 

~6 But Davis and Haltiwanger (1991) and Dunne et al. (199'7) find with plant-level data that growing between~ 
plant wage differentials are an important component of increased wage dispersion for manufacturing employees 
in the 1980s and early 1990s. 
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dardizing wages among jobs and narrowing the white collar/blue collar wage differential) 
have tended to be larger than the inequality increase effect of unions by creating a union/ 
non-union wage differentials among workers who otherwise would receive similar wages. 

Thus the sharp US decline in unionization over the past two decades concentrated 
among less-educated males could be an important source of expanding educational 
wage differentials and overall wage inequality for males. 67 Card (1998) estimates that 
the US union membership for males declined from 30.8% in 1973-1974 to 18.7% in 1993, 
The overall decline masks substantial differences by education. Among US males, the 
unionization rate fell from 1973-1974 to 1993 by 20.8 percentage points for those with 
less than 12 years of schooling, 14.8 percentage points for those with exactly 12 years of 
schooling, and actually increased slightly for college graduates. 

A simplified version of the group wage determination model of Eq. (12) can be used to 
make a first-cut assessment of how changes in unionization affect between-group wage 
differentials. We assume the mean log wage for group k (Yk) is the sum of the competitive 
wage for group k (Y~) and the product of the fraction of group-k workers that are unionized 
(U/~) and the union wage premium for group k (hi,): Yk = Ykc + Z1~Uk. This approach 
ignores any impact of unions on non-union wages either through union threat effects or 
through spillover effects in which workers displaced by higher union wages increase the 
supply of workers to the non-union sector. The change in wages for group k is then given 
by a simplified version of Eq. (13): 

dY  k = dYkc + dAkU k + hkdU ~, (33) 

Differences among groups in their changes in unionization rates and in changes in their 
union wage premia can affect their relative wages. Bound and Johnson (1992) implement 
this approach assuming a 15% union wage effect for all groups (Ak = 0.15 for all k). 
Bound and Johnson find the unionizaton rate for male high school graduates fell by 11.5 
percentage points from 1979 to 1998 as compared a decline of 2.8 percentage points for 
male college graduates. Under these assumptions the larger union decline for high school 
than college graduates accounted for a 1.3 log point expansion in the college wage 
premium for males from 1979 to 1988, or 8% of overall increase of 16.3 log points. 
Freeman (1993) does a full shift-share decomposition using Eq. (33) and allowing for 
differences in the union wage premium among education (and occupation) groups and 
over time. Freeman finds that de-unionization can explain a 1.5 log point increase in the 
male college wage premium from 1978 to 1988, but had a much larger impact (4 log 
points) on the expansion of the college wage premium for younger males (those aged 25- 
34). 

DiNardo et al. (1996) and Card (1998) examine the effects of deanionization on overall 
wage inequality for US men and women, and Freeman (1993) examine the effects on male 
wage variance. DiNardo et al. (1996) use a semiparametric procedure to simulate the 

(,7 The decline in US union density began in the mid-1950s, but the 1980s are the period of most precipitous 
decline. 
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effects of changes in union density on the full distribution of wages of both men and 
women. The driving force in their results is the much more compressed wage distribution 
for non-union males than for union males. Their approach essentially attributes the differ- 
ences in wage distributions by union status to the effects of unions on the wages of union 
workers. The impacts of nonrandom selection of workers into the union sector and of the 
general equilibrium effects of unionization are not explicitly considered. The key identify-- 
ing assumption is that wage densities conditional on union status and observable covari- 
ares do not depend on the unionization rate. This may be a problematic assumption to the 
extent changes in the unionization rate affect the degree of nonrandom selection by 
unobservables into the union sector and have general equilibrium effects on the union 
and non-union wage distributions through changes in union power, union threat effects, 
and union spillover effects. 

DiNardo et al. (1996) simulate the effect of the decline in unionization from 1979 to 
1988 on the wage distribution in 1988 by reweighting the actual 1988 union and non-union 
wage densities using the 1979 unionization rate rather than the 1988 unionization rate (i.e., 
giving larger weight to the more compressed wage distribution for non-union workers). 
They find that the decline in unionization from 1979 to 1988 can account for 10.7% (0.021 
log points) of the 0.195 log point rise in the 90-10 log wage differential for males and has 
almost no effect on changes in wage inequality for females. DiNardo et al.'s (1996) results 
suggest the decline in unionization contributed to a "declining middle" of the male wage 
distribution and can "explain" one-third of the increase in the 90-50 wage differential and 
actually partially offsets other forces towards a widening of the 50-10 differential. 

Freeman (1993) attempts to estimate the effects of deunionization on the change in the 
variance of log earnings of US males from 1978 to 1988. He decomposes the effects of 
deunionization into changes in three components of the impact of unions on the variance 
of male log earnings: (1) the dispersion reducing effect of unionism among blue-collar 
union workers; (2) the dispersion increasing effect of unionism on the earnings of blue 
collar worker due to the union wage differential; and (3) the dispersion-reducing effect of 
unionism due to the union-induced reduction in the white collar/blue collar wage differ- 
ential. Standard cross-section based estimates of each of these union effects are used in 
these calculations. Freeman concludes that the decline in union density can explain 
approximately 20% of the rise in male earnings inequality from 1978 to 1988 through 
these three mechanisms. Card (1998) generalizes Freeman's approach to account for non- 
random selection of workers into the union sector on estimates of union wage differentials 
and union effects on wage dispersion within the union sector. Card's adjusted estimates 
suggests somewhat more modest effects than those using standard cross-section estimates 
of union impacts. Card concludes that declining unionization can explain about 12% of the 
rise in male wage inequality (variance in log wages) from 1973-1974 to 1993 and essen- 
tially none of the increase for females. 

In summary, the existing literature suggests both differential declines in industry rents 
by skill groups and the concentration of deunionization on the less-educated contributed to 
the enormous increase in educational wage differentials and overall male wage inequality 
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in the 1980s. Key outstanding issues in the assessment of the effects of deunionization on 
wage structure are the importance of unmeasured general equilibrium effects of unions on 
the wage structure and the extent to which union density changes are endogenous 
responses to other labor market forces. A further open question is whether one should 
adjust the observed changes in wage differentials used in supply and demand analyses for 
the effects of changes in industry rents and unionization. If these changes do not affect 
relative group employments (the economy moves off the labor demand curve), then the 
apparent acceleration of relative demand growth for college workers in the 1980s (e.g., as 
shown in Table 12 for o- = 1.4) might actually reflect the erosion of the relative labor rents 
of less educated workers. 

6.3. M i n i m u m  w a g e  

Direct government intervention in wage setting may also be a key factor in shaping the 
wage structure. The Federal minimum wage potentially may have significant effects in 
reducing wage inequality by raising wages in the lower end of the US wage distribution as 
well as adverse effects on the employment of low-wage workers. 68 The nominal Federal 
minimum wage was fixed at $3.35 an hour from 1981 to 1990 so that the real Federal 
minimum wage declined throughout this period. 

The minimum wage relative to the median wage declined by almost 40 log points from 
1979 to 1989 (Lee (1999). Visual inspection of US wage distributions for men and women 
in 1979 and the late 1980s show substantial bunching around the (relatively high) mini- 
mum wage in 1979 (especially for women) and much less bunching around the relatively 
low minimum wage in the late 1980s. These patterns are suggestive of a snbstantial 
possible role for the erosion of the relative (and real) value of the Federal minimum 
wage on the widening of the lower half of the US wage distribution in the 1980s. 

DiNardo et al. (1996) simulate the effects of restoring the 1988 minimum wage to its 
1979 real value under the assumptions of no disemployment effects of such a 27% increase 
in the minimum wage and no spillovers of the minimum wage onto the distribution of 
wages above the minimum wage. They find that the decline in the real value of the 
minimum wage from 1979 to 1988 can account for most of the increase in the 50-10 
log wage differential for both men and women and 17-25% of growth in the standard 
deviation of log hourly wages for men and 25-30% of the increase for women. The effects 
of the decline in the minimum wage on the college wage premium are somewhat more 
modest. 

The interpretation of these minimum wage impacts depends on whether it is reasonable 
to assume a constant real minimum wage from 1979 to 1988 would imply a constant 
"bite" of the minimum wage. The erosion of the real and relative minimum in the 1980s 
could be a political response to changes in market force that reduced the relative shadow 
competitive wage of less-skilled workers and increased the adverse employment effects of 

~,8 The recent literature suggests rather modest effects of changes in the Federal minimum wage on the employ- 
merit of low-wage workers (Card and Krueger, 1995). 
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minimum wage increases. The declining relative employment of workers with low- 
predicted wages in the 1980s (e.g., Juhn et al., 1993; Murphy and Topel, 1997) despite 
a declining minimum wage suggests other market forces were serving to reduce the labor 
market opportunities of low-wage workers. The strong correlations of a declining relative 
minimum wage with declining relative earnings of low-wage workers appear consistent 
with either direction of causation. 

Lee (1999) attempts to address this issue by looking at cross-state differences in the 
impact of the Federal minimum wage given substantial differences in wage levels across 
US states. Lee's approach also allows for spillover effects of the minimum wage on wages 
up to the median of the wage distribution. He uses state panel data and finds strong effects 
of the minimum wage (relative to the median wage) on lower part of state wage distribu- 
tions both using cross-section (between state variation) and panel data models with state 
and year effects. Cross-state differences in the "effective minimum wage" and observed 
state wage distributions are used to estimate effect of changes in the minimum wage on the 
wage distribution. The key identifying assumption is that the "underlying" dispersion in a 
state's wage distribution is orthogonal to the state's effective minimum wage. Low-wage 
states must not have inherently lower wage dispersion in the bottom half of the wage 
distribution than high-wage states for this approach to be valid (since the cross-state 
uniformity of the Federal minimum wage implies a higher effective minimum wage in 
low-wage states). Lee finds a strong relationship across states (especially in 1979) between 
the effective minimum wage and compression of the lower half of wage distribution, but 
little systematic relation with dispersion in the upper half suggesting no inherent differ- 
ences in wage dispersion by state wage levels. 

Lee's (1998) uses cross-state variation in the effective minimum to estimate how the 
effective minimum effects the lower half of state wage distributions. He finds that essen- 
tially all of the increase in the 50-10 wage differential from 1979 to 1988 is driven by the 
decline in the effective Federal minimum wage. Furthermore the rise in the minimum 
wage from 1989 to 1991 is associated with a narrowing of wage dispersion in the lower 
half of the wage distribution. Lee concludes that the erosion of the minimum wage can 
account for much of the increase in residual wage inequality in the 1980s and a modest 
proportion of increases in educational wage differentials. Teulings (1998) finds even larger 
minimum wage impacts examining differences across four US regions and allowing for 
minimum wage spillovers to spread throughout the wage distribution. The large magni-- 
tudes of spillover effects of the minimum wage in the studies of Lee (1998) and Teulings 
(1998) studies are important issues for further scrutiny as well as the possible impacts of 
alternative assumptions about employment effects of the minimum wage. 

6.4. The SDI model and cross-country differences in wage structure changes 

The pattern of demand shifts for more-skilled workers appears relatively similar in 
advanced nations, but not all OECD nations have experienced sharp increases in wage 
dispersion and educational wage differentials similar to the United States since the end of 
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the 1970s. Differences in the growth of relative skill supplies appear to be an important 
factor in cross-country differences. Decelerations in the growth in the relative supply of 
skills in the 1980s seem more pronounced in the countries with the largest expansions in 
educational wage differentials and overall wage inequality (the United States and the 
United Kingdom). Differences in labor market institutions among countries and changes 
in those institutions influenced the recent pattern of wage inequality changes among 
OECD countries (Freeman and Katz, 1994, 1995). Countries where unions, employer 
federations, and government agencies play a larger role in wage determination had smaller 
increases in inequality than in the United States. The comparison of Canada and the United 
States is instructive since the labor market shocks from technology and trade are likely to 
have been fairly similar. Yet differences in the pattern of relative skill supply growth (a 
deceleration in the United States but not in Canada) and wage setting institutions (much 
greater deunionization in the United States) appear to greatly account for larger increases 
in educational wage differentials and overall wage inequality in the United States (Free- 
man and Needles, 1993; DiNardo and Lemieux, 1997). 

Countries with declining influences of wage setting institutions also tend to experience 
larger increases in wage inequality. For example, increased wage inequality appears to 
coincide with declining unionization in Britain in the 1980s, with Sweden's move from 
peak-level bargaining to more company- and industry-based settlement in the mid-1980s, 
with the ending of the greater government intervention in wage setting through the scala 
mobile in Italy in the early 1990s. 

A key difficultly in tile separation of the effect of supply and demand factors from those 
of institutional factors is the usual interpretation of institutional change as an outside force 
that affects labor market outcomes. But institutions are not immune to market forces. 
Shifts in supply and demand that raise relative wage differentials will reduce the strength 
of centralized collective bargaining and lower union influence on wage setting (e.g., 
Freeman and Gibbons 1995). Institutions that go strongly against market forces face a 
difficult task. The fact that unionization fell in most countries in the 1980s, when market 
forces appear to have favored greater inequality, may be no accident. Italy's dropping of 
the scala mobile, Sweden's move away from peak-level bargaining, and the 1980s' trend 
toward more plant- or firm-level arrangements in France partially reflect responses to a 
changing economic environment, not just random variations in modes of pay setting. A 
better understanding of the endogenous determinants of institutional changes is a crucial 
issue for future work on wage structure changes. 

7. Conclusions 

The existing research on changes in wage structures and earnings inequality suggests 
several directions for future research. In pal~icular, researchers should consider the 
roles of changes in labor market institutions (the incidence of labor market rents) as 
well as changes in competitive supply and demand factors in assessing changes in the 
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wage stntcture. A key issue in such analyses that use a full supply-demand-institutions 
model is how to model the effects of institutions on employment rates and composition as 
well as on wages. And the extent to which institutional changes reflect exogenous political 
events as opposed to responses to market forces is also a major factor to assess in any 
attempt to sort out the effects of institutions from supply and demand factors. 

Analyses of wage structure changes also can benefit from taking somewhat of a longer- 
term historical perspective then just  examining the most recent decade of data. For exam- 
ple, an analysis focusing on US wage structure changes in the 1980s alone would conclude 
little effect of supply factors since groups with rising relative wages have rising relative 
supplies (the more-educated, older workers, women) indicating demand shifts are the 
driving force. An analysis of just  the 1970s might find that demographic factors (the 
baby boom and a rising supply of college graduates) can explain rising experience differ- 

entials and narrowing educational wage differentials even with stable demand. But a 
consideration of a longer horizon might (e.g., the 1960s to the 1990s) actually indicates 
that relative supply shifts (e.g., the growth in the relative supply of college workers) 

actually slowed down in the 1980s and were exceptionally fast in the 1970s and that 
strong secular demand shifts favoring the more-educated a key element of any explana- 
tion. The importance of factors such as skill-biased technological change and globalization 
pressures in the 1980s and 1990s also look different when viewed through a longer-term 
perspective. Cross-country comparative work and differences across regions within a 
country may also provide useful variation in demand and supply shocks and institutional 

factors. 
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Abstract 

This chapter surveys existing approaches to modeling labor supply and identifies important gaps in 
the literature that could be addressed in future research. The discussion begins with a look at recent 
policy reforms and labor market facts that motivate the study of labor supply. The analysis then 
presents a unifying framework that allows alternative empirical formulations of the labor supply 
model to be compared and their resulting elasticities to be interpreted. This is followed by critical 
reviews of alternative approaches to labor-supply modeling. The first review assesses the difference- 
in-differences approach and its relationship to natural experiments. The second analyzes estimation 
with non-linear budget constraints and welfare-program participation. The third appraises develop- 
ments of family labor-supply models including both the standard unitary and collective labor-supply 
formulations. The fourth briefly explores dynamic extensions of the labor supply model, character- 
izing how participation decisions, learning-by-doing, human capital accumulation and habit fo rma 
tion affect the analysis of the lifecycle model. At the end of each of the four broad reviews, we 
summarize a selection of the recent empirical findings. The concluding section asks whether the 
developments reviewed in this chapter place us in a better position to answer the policy-reform 
questions and to interpret the trends in participation and hours with which we began this review. 
© 1999 Elsevier Science B.V. All rights reserved. 

JEL codes: J21; J22; J24; C21; C24 

1. Introduct ion  

Consis tent  with its tradition, research on labor supply dur ing  the past decade has been at 
the forefront  of  developments  in empir ical  microeconomics .  At  the same time, an impor-~ 

tant componen t  of  this research has rebuffed sophist icated es t imat ion approaches in favor 
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of simple methods for evaluating behavioral responses underlying hours-of-work deci- 
sions. The attention devoted to the study of labor supply arises from intense interests in 
assessing the consequences of a wide array of public policies, ranging from tax and 
welfare programs to the alteration of institutional features of labor markets. A further 
motivation concerns the curiosity of economists in explaining the factors underlying the 
dramatic changes in employment patterns that have occurred in recent years, trends that 
show no evidence of stabilizing in the near future. 

After presenting a brief overview of the phenomena stimulating recent analyses of labor 
supply, this chapter pursues its main purpose of reviewing the empirical developments and 
findings produced by this research. It focuses on work done since the surveys of Pencavel 
(1986) and Killingsworth and Heckman (1986), which ably summarized the labor supply 
literature in the previous Handbook of Labor Economics. We draw widely on existing 
research in the labor supply literature. Our discussion of methodological developments 
presents simplified examples to highlight essential ideas, not attempting to attribute each 
development to specific authors and, thus, omitting most references in this discussion. We 
do not claim originality in this survey, and our discussion of applications refers to many of 
the studies that have made the major contributions to this research area since the earlier 
Handbook surveys. It is inevitable that we have omitted references and we apologize for 
such omissions. 

The influence of governmental programs on people% employment and hours of work is 
often a critical consideration in the design of policies. Indeed, the primary objective of 
many recent reforms in both tax and welfare programs in North America, the UK, Scan- 
dinavia and other parts of Europe has been to encourage participants to increase their work 
effort. Few decades match the most recent in terms of how much change has occurred in 
tax and welfare policies. Understanding labor supply behavior is vital in formulating 
proposals that build in work incentives while providing income support. 

This chapter begins with a cursory description of how tax and welfare policies have 
changed in recent years, considering how these changes enter the picture of labor supply 
and its empirical analyses. For this discussion, we focus on reforms in the US and the UK. 
This is not simply because of our own local knowledge but also because these two 
countries have been at the forefront of introducing welfare and tax reforms designed to 
encourage work effort - in particular, the move toward in-work benefits. These "Welfare 
to Work" proposals form a particularly attractive background against which to motivate 
labor supply analysis as they are generally reforms directly aimed at addressing the decline 
in participation among certain types of workers. The analysis of participation in work is 
key to the evaluation of welfare-to-work reforms and this is the margin over which labor 
supply responses may be most responsive. However, to properly evaluate the impact of a 
welfare-to-work policy reform, such as the Earned Income Tax Credit in the US, requires a 
careful examination of the balance between the labor supply decisions of those individuals 
already working who may now face a higher benefit (or credit) reduction rate and the labor 
supply decisions of those individuals who may be induced to enter by such a reform. We 
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provide a detailed analysis of how recent policy reforms in the US and UK have changed 
the shape of the budget constraint facing many workers. 

Any analysis of labor supply requires an understanding of the background changes in 
wages, participation and hours of work. In Section 3, we provide an analysis of labor 
supply facts highlighting the important changes in labor market participation and in the 
dispersion of wages. As a comparison with the US and the UK, we document the changes 
in these aspects of labor supply for two additional countries: Germany and Sweden. It is 
these changes in participation and working hours that labor supply models attempt to 
explain. The success of labor supply models will be judged largely in terms of their 
ability to explain and enhance our understanding of the changes in participation and 
hours. 

Having motivated our analysis of labor supply with important policy questions and labor 
supply facts, our aim in the remaining sections is to present a comprehensive evaluation of 
alternative approaches to modeling labor supply. This seeks to achieve three broad objec- 
tives: to make different studies comparable by providing a unifying framework by which 
the results of each can be interpreted; to provide a description of the mechanics of imple- 
menting each approach and the data and assumptions required; and to identify gaps in our 
knowledge which can motivate future research. We have attempted to review the state of 
empirical knowledge on labor supply responses, and we end each section with a discussion 
of relevant empirical results. 

The unifying framework we develop in Section 4 is designed to compare across alter- 
native basic labor supply specifications. It should be noted at the outset that individual 
labor supply responses may be reflected in the choice of hours across firms rather than 
within any establishment. Complexities that arise from non-linear taxation, fixed costs, 
welfare programs, dynamics, etc. are taken up in detail in the following sections. A simple 
multi-period framework is used to compare across alternative static formulations, two- 
stage budgeting models, the Frisch model and fully-specified lifecycle models. The aim is 
not to dictate a single approach to estimation, but rather to evaluate precisely what can be 
learned from different datasets and different approaches to estimation. The wage coeffi- 
cient in each approach is related to alternative elasticity measures and we ask which 
measure is appropriate for the evaluation of policy reforms. Even the simplest tax reform 
typically involves an unanticipated shift in the profile of wages. None of the standard 
elasticity measures fully reflects responses to such a shift and Section 4 precisely docu-. 
ments what is required to answer such policy questions. 

Sections 5-8 consider alternative aspects and approaches to labor supply that have been 
adopted in the literature. We begin with a review of the application of difference in 
differences and natural experiments in labor supply estimation. Our aim here is to empha- 
size the structural assumptions underlying this approach and to relate the estimated para- 
meters to those needed for policy analysis. A number of influential studies that have used 
this approach, and related approaches, are then reviewed. 

Procedures by which a researcher can fully account for non-linear taxation, fixed costs, 
welfare participation and missing wages in estimation and simulation motivate the discus- 
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sion in Section 6. Again, the emphasis here is to lay out the precise assumptions and 
restrictions placed on behavior by alternative models. The practical issue of how to 
account for multiple program participation and the interactions between the tax and benefit 
system are highlighted. The empirical literature in this area is vast. This aspect of labor 
supply continues to attract considerable research interest, reflecting the recurring impor- 
tance placed on the labor supply responses to tax and benefit reforms. 

Placing the labor supply problem in a context where there is potentially more than one 
supplier of labor in the household is covered in Section 7, which reflects two important 
developments in this area. The first is to acknowledge the complex set of incentives faced by 
multiple workers once the full tax and welfare system is accounted for. The second is the 
introduction of alternative models of labor supply decision-making when multiple workers 
are located in the same family. These alternative models that seek to account for collective 
choices that are solutions to bargaining within the family are still in their infancy as far as 
empirical application are concerned. However, we are able to compare them to the standard 
"unitary" model and review the empirical literature that has developed to date. 

Our review of alternative formulations of the labor supply model is completed in 
Section 8 with a discussion of dynamic models. Here we highlight generalizations of 
the basic multiperiod model described in Section 4 that allow for human capital and 
non-participation. The first-order conditions for the standard multiperiod model can be 
severely distorted in the presence of human capital choices. Human capital choices, or 
purely exogenous learning by doing, can break the separability of the intertemporal deci- 
sion rule that allows simple Frisch and two-stage budgeting formulations. This is also 
shared by models that allow for habits. We describe the appropriate adaptation of the 
multiperiod model to cover these extensions and review the results from the empirical 
literature. We also consider the complications that arise in these models once non-parti- 
cipation and fixed costs are allowed for. We evaluate the trade-off between realism and 
computational tractability and set up the standard discrete dynamic programming formu- 
lation for this problem. 

In Section 9, we conclude this chapter with a brief assessment of what has been 
achieved by recent research on labor supply and ask whether we are now in a better 
position to answer the policy-reform questions raised in Section 2 and better able to 
understand the labor supply facts described in Section 3. We document a large number 
of significant contributions across a wide range of labor supply issues but we also identify 
significant gaps in our knowledge which will continue to place research on labor supply at 
the forefront of research in labor economics for some time to come. 

2. How have tax and welfare policies changed? 

in few decades have we seen the marked changes in tax and welfare policies that have 
occun'ed since the early 1980s. In the US, the number of tax brackets sharply diminished 
with the passage of the federal tax reform in 1986. In the UK, the number and level of 
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higher brackets were reduced following the 1979 move away from direct taxation and 
towards indirect taxation. Sweden and other European countries subsequently followed 
this direction in reforming their income tax systems during the late 1980s and early 1990s. 
In both the US and the UK, in-work benefits increasingly became the main platform for 
encouraging low-income families to increase their work effort and incomes. In the US, the 
earned income tax credit (EITC) was greatly enhanced in 1993, while in the UK the 
Family Credit (FC) system, based on a minimum number of weekly hours worked, 
reduced the limit in 1992 from 24 to 16 h per week and significantly increased the number 
of recipients. 

In 1996, the US adopted sweeping reforms in its welfare systems, all designed to induce 
recipients to support themselves through work. In the UK, the Family Credit system was 
extended to incorporate a 30-hour benefit supplement. In the 1998 budget, Family Credit 
was made more generous and was renamed Working Families Tax Credit (WFTC) to 
signify that payments would be paid through the tax system. The motivation of much 
research on labor supply is to predict the consequences of such reforms for hours of work 
and earnings. Researchers often devote considerable attention to modeling the institutional 
features of tax and transfer policies. This section briefly summarizes the changes that have 
occurred during the last decade in tax and welfare policies. We focus on policy changes for 
the US and the UK. The following sections explain how labor supply analyses have 
exploited these changes to assess their impacts on work behavior. 

2.1. US tax and welfare programs 

Perhaps the easiest way to convey the complexities introduced by the US tax and welfare 
system is to describe the number of programs in which individuals participate when they 
work. Workers must pay federal income taxes which account for an array of deductions, 
social security tax, state income tax and a variety of health and insurance taxes. If a 
worker's family has sufficiently low income, it may be eligible for benefits from a patch- 
work of different programs. These public assistance programs provide support in the form 
of cash income as well as in-kind support for necessities such as food, housing, medical 
care or home heating. The six major programs that offer the core of resource support for 
poor families in the US are: Aid to Families with Dependent Children (AFDC), Food 
Stamp Program (FSP), Supplemental Security Income (SSI), Housing Assistance, Medi- 
caid, and the Earned Income Tax Credit (EITC). AFDC, SSI, and EITC pay cash assis- 
tance to low-income families. FSP provides food vouchers denominated in dollars to low- 
income households. Housing assistance programs come in two varieties: rent subsidies for 
occupancy of private dwellings, and low-income public housing which is built, managed 
and maintained by government agencies. Finally, Medicaid is an in-kind benefits program 
providing medical assistance to poor persons. 

Describing how all of these programs have changed individually during the past 
decade would occupy many papers, yet this exercise would still fall short of character- 
izing how these policy alterations influence labor supply, as the most profound and 



Ch. 27: Labor Supply." a Review of Alternative Approaches 1565 

disconcerting effects occur when families simultaneously participate in multiple 
programs. Each program has its own benefit reduction rate which determines how 
much benefits decline as earnings increase. These rates act as tax rates on earnings, 
in that they dictate how much families get to keep out of any incremental earnings they 
receive while collecting benefits. Because benefit reduction rates are independent across 
programs, the combined benefit reduction rate that results when a family participates in 
several programs rises to staggeringly high levels that no policymaker ever intended. 
This, in turn, produces significant disincentives for families to work. The relevant 
factor in assessing the impact of these policies on labor supply is the combined effect 
of these programs through time. 

2.1.1. How do programs in the US combine to tax earnings and provide income support? 
Fig. 1 shows how net governmental transfers change as a family's earnings rise, given 
participation in various combinations of public assistance programs. The figure depicts 
three scenarios: the lower curve indicates transfers when the family receives benefits from 
just EITC; the middle curve gives the total benefits received when the family collects food 
stamps in conjunction with EITC; and the upper curve measures the total transfers when 
the family participates in the AFDC program as well. The curves are for a single-parent 
family with two children living in California - only the AFDC benefit schedule depends on 
California residency. Other than the social security tax (about 7.5%), families at the low 
income level pay no federal or state income taxes. As earnings increase (i.e., moving left to 
right in the figure), net transfers initially rise due to the increase in EITC, regardless of tile 

E 
E 
o {9 

z 

1000 

800 

600 

400 

23% tax 

" - ~  

-23% tax 

..._°..--'°" 200 i -32% taX .-°-" "" 

0 -'-" ~ 
) 250 5OO 7 

-200 

California 1996 Dollars 

~ ' ~  89% tax 

64% tax ~, - \  
31% tax °--.. 

1000 1250 1.~0 "~-._ 1750 

~.~ ".~-;lau;l: ;O&O~ BtT~m ps 
- -  P us AFDC 

+ 25400 2000 2250 

-400 

-600 Month ly  Earnings 

Fig. 1, Net transfers/taxes for California in 1996, 



1566 R. Blundell and T. MaCurdy 

combination of programs in which the family participates. However, eventually these 
transfers decline with higher levels of earnings. The reversal is fastest when the family 
collects AFDC, food stamps and EITC simultaneously, and slowest when collecting only 
EITC. 

For a family participating in all three programs, the uncoordinated nature of the 
programs leads to some unintended and undesirable features. As the family's earnings 
rise within the first $750/month earned (=30 h per week at $5.75) in 1996, the EITC 
provides a tax credit increasing the value of work by 40%. If this were the only 
program, the family would face an implicit tax rate of - 3 2 %  (a negative tax), paying 
only social security taxes. However, since both food stamps and AFDC benefits 
decline more rapidly with earnings than EITC rises, a family who also participates 
in these programs ends up losing about 23 cents out of every $1 earned up to $750/ 
month. This translates into an effective positive tax rate of 23% on earnings. Earning 
$750/month, this family still receives benefits from all three programs. Increasing 
family earnings from $750 to $1500/month would put it in an income range with 
effective tax rates of" about 89%, meaning that it would retain only 11 cents out of 
every dollar earned. 

Ironically, this high tax rate is the result of changes during the past five years that were 
designed to increase work incentives. Recent federal legislation increased the generosity 
of the EITC, and at about the same time California lowered the benefit reduction rates 
through the passage of "30 and a third" reforms in AFDC. Comparing the benefit structure 
and tax rates in 1996 to those in 1992 reveals that these federal and California state 
changes decreased the effective taxes for families in the lowest earnings range. The 
marginal tax rate for the first $750 of earnings fell from 71% to 23%. However, these 
changes simultaneously raised the marginal tax rate for the second $750 of earnings from 
59% to 89%. 

Knowing that AFDC participants do not work extensively under the current system says 
little about their motivation or prospects for working, because the existing benefit structure 
creates strong disincentives to working. It is quite rational for AFDC recipients to work 
little or not at all. The cun'ent rules tax income highly as earnings increase. These work 
disincentives become more severe the more a recipient works and the closer he or she gets 
to self-sufficiency. 

Under the system today, an AFDC recipient would need to work 40 h per week at $6.90/ 
h to make enough to leave AFDC (=$1104/month). She would need to earn $7.88/h to lose 
food stamps as well (=$1261/month). Yet in moving from $750/month to $1500/month, 
her net income would rise by only $82 dne to a combination of benefit reductions in both 
AFDC and food stamps and a reduction in the EITC as earnings enter a "phase out range." 
Unfortunately, the resulting 89% tax rate falls precisely on the earnings range that makes 
the difference between welfare receipt and self-sufficiency. 

2.1.2. How do pt~)grams differ across states? 
Fig. 2 illustrates how differing AFDC programs across states affect the benefit amounts 
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Fig. 2. Comparison of net transfers/taxes for California and South Carolina in 1996. 

received by a family participating in all three programs. The top curve is for our California 
family and the middle curve is for an identical family living in South Carolina. We select 
South Carolina as the conaparison state for California because, in the early 1990s, it 
occupied an opposite position in the distribution of state AFDC benefit levels: whereas 
California had the fifth most generous state AFDC program, South Carolina had the fifth 
least generous. The lowest curve corresponds to the taxes a family would pay if it partP 
cipated in no low-income transfer programs. 

Since South Carolina paid lower AFDC benefits than those in California, the net trans- 
fers received by the South Carolina family are everywhere below those of the California 
family until monthly earnings reach between $1250 and $1500 when both AFDC 
programs cease to pay benefits. The higher generosity of Calitornia's program has a 
serious downside: California's implicit tax rates on earnings are much higher. The benefit 
reduction rates are similar, but more is lost for every dollar earned in California because 
the reduction rate applies to a larger benefit amount. 

Reduction rates are still quite large for South Carolina residents. Even though the tax 
rate faced by a South Carolina family increasing its earnings fi'om $750 to $1500/month is 
almost 20 percentage points below the rate faced by a California family with the same 
earnings increase, this lower rate is still 70%. Such tax rates are staggeringly high and are 
very likely to discourage work. 

2.1.3. How have programs changed in the US? 
Fig. 3 shows how net governmental transfers have changed in Califorma during 1985- 
1996. Similar changes have occmwed in other states. These changes reflect a combination 
of factors, the most prominent being decreased benefit reduction rates for welfare 
programs and increased generosity in the EITC. 
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The two lines that begin lowest on the graph represent the net benefit receipt from EITC, 
combined with taxes, alone. The difference between 1985 and 1996 is striking. In 1985, 
the peak EITC benefit was a mere $20, while in 1996 this figure had increased more than 
tenfold to $224. As a result, the average tax rate on the first $750 for a family receiving just  
EITC fell from - 2 %  in 1985 to - 3 0 %  in 1996. This reduction in tax rates leads many to 
argue that EITC has a strong pro-work effect. However,  after $750 EITC benefits decline, 
yielding a tax rate of  31% in 1996 versus 21% in 1985. Hence, the increased generosity of  
EITC has led to increased marginal tax rates for families seeking to increase their income 
from welfare-dependent levels to more self-sufficient levels, as noted above. 

When combined with changes in AFDC and Food Stamps, this shift in incentives is 
even more pronounced. The top two lines in Fig. 3 depict  total AFDC, Food Stamp and 
EITC benefit levels in 1985 and 1996. From 1985 to 1996, the monthly AFDC and Food 
Stamp benefit for a family with no earnings was reduced from $980 to $852. Associated 
with this reduction was a flattening of the benefit versus earnings graph, as shown in the 
figure. As a result, the combined tax rate fell from 83% to 25% on the first $750 in earnings 
during this period. However, a flatter benefit reduction schedule for the first $750/month 
simply required a steeper schedule for the next $750. As a result, the average tax rate for 
the second $750 in income/month - as noted, that income required to move off welfare 
rose from 67% to a staggering 89% from 1985 to 1996. 

In summary, changes from 1985 to 1996, which were advanced as measures to increase 
work incentives created markedly higher tax rates on income between $750 and $1500/ 
month. This range of  income is very important  for families seeking to move off we l fa re  
Whi le  it may  be possible to enact further refolanS that push this region of high benefit 
reductions and marginal tax rates to higher incomes, this can only be done at the cost of  
substantially reduced benefit levels or substantially increased program costs. This is the 
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fundamental policy dilemma facing those seeking to change tax and transfer policies. 
Before undertaking this effort, it is important to understand the exact nature of  the labor 
supply changes induced by changing tax and transfer policy. 

2.2. UK tax and welfare programs 

There are effectively four important components of the British direct tax and welfare 
system as it affects labor supply. The first is the individual tax allowance on earned 
income, below which no direct taxes are paid. Couples in the UK are taxed independently 
and the tax allowance is also individually based. In 1996, it was £3650 per year (almost 
$6000) and was sufficiently large to exempt fi'om direct taxes many part-time low wage 
workers, especially married women. Approximately 36% of working women married to 
employed men had earnings below this limit. The majority of workers with earned income 
above this limit pay direct taxes at a flat basic rate, which has fallen from ,around 33% to 
24% in the 15 years to 1996. t 

The second component is the National Insurance system which acts like a tax on earn- 
ings between a lower and an upper limit. This is also individually based, adds between 2 
and 9 percentage points to the basic tax rate and is paid in full once earnings rise above the 
lower limit. Therefore, unlike the basic tax rate, the NI premium is payable on all earnings. 
Moreover, as NI payments stop at approximately the level of  the higher tax rate, tile 
overall tax rate through the direct tax system rarely exceeds 40%. Third is the 'fin- 
work" benefit Family Credit described in Section 2.2.1 (reformed and renamed Working 
Families Tax Credit in the 1998 Budget). The last of  the four components is the multitude 
of largely means-tested income assistance programs that cover unemployment insurance 
and housing benefits; child support is a flat-rate non-means tested benefit examined in 
more detail below. Although the welfare system is designed to acknowledge interdepen- 
dencies in benefit reduction rates so that no effective tax rate exceeds 100%, combining the 
tax system with the welfare system implies some severe disincentives for work, especially 
for low-wage families. This motivated the introduction of an "in-work" tax credit. 

It is also worth noting that, over this period, the rate of Value Added Tax, paid on all 
goods except food and children's clothing has risen from 9% in 1979 to 17.5%. 2 

2.2.1. An hours-based "in-work" benefit 

An important component of the British tax and welfare system is the "in-work" benefit 
program called Family Credit (FC). Introduced in 1988 as an extension to Family Income 
Supplement, it has many features in common with the EITC program in the US. However, 
elegibility is based on a minimum w e e n y  working hours requirement. The new Working 
Families Tax Credit, which replaces FC in October 1999, has exactly the same minimum 
weekly hours requirement. In this respect, the British in-work benefit system has sirnila- 

J In 1993, a lower band of 20% was introduced on a relatively small initial part of taxable income. Less than 
15% of workers pay tax at the higher 40% rate. 

2 Domestic energy was exempt from VAT but now attracts a reduced rate of 8%. 
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rities to the Canadian Self-Sufficiency Program (see Card and Robins, 1996). However, it 
should be pointed out that the SSP, which is only currently operating on an experimental 
basis, is time-limited and only available to parents with long durations of welfare receipt 
and unemployment. The FC system was designed to encourage part-time work and to 
support the income of part-time working parents. It has subsequently been extended with a 
small supplement for full-time work. 

The basic FC scheme is generous hut has a high withdrawal or benefit reduction rate. 
Family Credit becomes payable to individuals in families with children if their working 
hours exceed 16 per week and their overall income falls below some specified level, which 
varies with the number and age of children. The credit is then progressively withdrawn at a 
reduction rate of 70% as income rises (to be lowered to 55% in the WFTC reform). This 
rate is considerably higher than that for the EITC in the US. 

Since the introduction of FC in 1988, the structure of the in-work benefit system has 
witnessed three major reforms: a reduction in the hours rule fi'om 24 to 16 in 1992, the 
introduction of childcare disregards to help recipients with child-care costs in 1994, and 
the introduction of an additional credit at 30 h. During this period, the number of recipients 
doubled to well over 500,000. The Working Families Tax Credit reform only marginally 
changes the structure with a more generous level of payment and a lower benefit reduction 
rate of 55 %. Consequently, more individuals in work who would not have received FC will 
now receive WFTC. 

For most low-income individuals, working less than 16 h per week, the income support 
and housing benefit system renders the budget constraint virtually flat, so that FC can act 
as an important jump in the in-work income for low-wage working parents. The high 
benefit reduction rate, however, implies a reasonably flat constraint above 16 h, providing 
a potentially strong incentive for those working more to reduce their hours. Consequently, 
questions similar to those of the EITC arise as to the effectiveness of the system. 

Since 1980 there has been no eanfings-related unemployment insurance in the UK. 
Benefits for the unemployed, called job-seekers' allowance (JSA), are flat-rate at a level 
similar to the level of basic Income Support. This is worth about 20% of median full-time 
male net weekly earnings and is withdrawn at a rate of 100% against earnings provided 
weekly hours ot: work are fewer than 16. At higher hours, no income support is available. 
However, a child benefit of approximately £ 10 per week per child is payable to all families 
regardless of income. Consequently, for childless workers with low housing costs, income 
out of work is relatively low. For families with children, in particular for lone parents, this 
is not the case. 

Fig. 4 shows the implied net government transfers for a single parent earning £4/h with 
two pre-school children in the UK. The FC at 16 h produces a large jump in net income. 
The additional supplement at 30 h is also evident. Fig. 5 displays the same budget 
constraint but in terms of weekly hours of work. This highlights the minimum hours 
requirement in the British in-work credit system. We assume a rent level of £50 per 
week. Housing Benefit (HB) is paid to all individuals with a sufficiently low income, 
and covers all rent whether the individual is in private or public rental housing. Once 
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income reaches a ceiling, the benefit is withdrawn at a rate of 65%. This is further 
enhanced since the 65% withdrawal is made after income tax, NI and local taxes have 
been paid. Income support and other benefits, such as one-parent benefits, can be seen to 
fall in line with the increase in earned income up to 16 h per week. After that point, FC 
enters. National Insurance payments also become important and the budget constraint is 
further flattened by the high benefit reduction rate for FC. The total disposable income line 
in Fig. 5 shows the combined impact of the UK tax and benefit system. 
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Fig. 6. The impact of removing housing benefit. 

2.2.2. Interactions among British programs: family credit, housing benefit and income 
support 
As we noted above for the US, for the purposes of analyzing labor supply it is important to 
recognize the interactions between benefits and in-work credits. These are critically 
important for low-wage families and raise similar issues to those discussed in the context 
of the EITC program. In Fig. 6, we show the impact of excluding Housing Benefit (HB). 
Since FC is treated as income in determining eligibility for HB, the impact of FC is 
considerably reduced by the HB program. A comparison of Figs. 5 and 6 shows there is 
now a much larger increase in net income at 16 h. 

Since 1986, Family Credit, Housing Benefit and Income Support have all become 
important components of the British welfare system. This is revealed in a comparison 
with Fig. 7 which shows the net government transfers for the same lone parent facing the 
1986-1987 welfare and tax system. Lower housing benefits (a mean of £35 rather than £50 
per week in 1996 prices) in 1986 reflect the lower level of social rents in public sector 
housing which, paradoxically, reduced the incentive problem facing low-wage workers, it 
is probably the rise in public housing rents together with the decline in the relative real 
wages of low-skilled workers that most significantly changed the balance between work 
and unemployment for low-wage families in the UK. 

3. Recent empirical trends 

in conj unction with the large changes in tax and benefit policies detailed in Section 2, the 
1980s and early 1990s have seen dramatic changes in participation, hours of work and 
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hourly wages. In this section, we provide a brief documentary of these changes, drawing 
on evidence from the US, the UK, Germany and Sweden. 

it is the changes in participation and working hours that labor supply models attempt to 
explain. The success of these models must therefore be judged according to their ability to 
explain and enhance our understanding of the changes in participation and hours. More- 
over, movements in the structure of real wages, in addition to reforms of the tax and benefit 
system, provide the variation needed to explain these changes. To the extent that trend 
differences in real wages, government transfers and marginal tax rates across groups can 
be argued to be exogenous to changes in preferences for labor supply, they provide the 
most convincing data, outside social experiments, for recovering reliable estimates of 
labor supply responses. This explains the central role we place on these empirical regula 
rities in this survey. 

The changes in participation, hours and real wages have varied widely across economic 
and demographic groups. For example, higher-educated workers in the UK and US have 
seen strong growth in real wages, while less-educated workers have experienced stagnant 
or falling real wages. In contrast, the real wages in all education groups in Germany appear' 
to have risen steadily during this period. There have also been strong differences in labor 
market attachment across age groups. An increase in the overall participation of women 
has been matched by a drop off in the participation of males, particularly pronounced 
among older men in Europe. 

In this section, we first discuss changes in participation. These are analyzed by educa~- 
tion level for men and women separately. The contrast by education group is striking, as 
are the differences in the trend changes between men and women. Next, we move to an 
analysis of hours of work to highlight the changes in the average weekly and annual hours 
worked by different education and gender groups since the end of the 1970s. Finally, we 
consider changes in gross hourly wage rates. The detailed changes in these are documeu 
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ted elsewhere in this Handbook (see the chapter by Katz). However, our aim is to focus on 
contrasts by education and gender and to evaluate differences in these between the US, the 
UK, Germany and Sweden (Figs. 8-14). 

3.1. D a t a  s o u r c e s  

We draw from a variety of country-specific data sources. Our samples contain men and 
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Fig. 8, Men's employment to population ratio by education: (a) US; (b) UK; (c) Germany; (d) Sweden, 
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Fig. 8 (continued). 

women above minimum school leaving age and below the standard retirement age. Parti  
cipation is defined as the proportion in employment out of all individuals of working age in 
a specific group. For the US, the primary source of data is the Current Population Survey, a 
monthly survey of approximately 60,000 households. A group of CPS interviewees stays 
in the sample for 4 months, is out of the sample for the next 8 months, and then returns to 
the sample for the following 4 months. We consider data from 1975 to 1994, for men aged 
26-64 and for women in multiple-year birth cohorts ranging from 1920-1926 to 1950- 
1964. For the UK it is the Family Expenditure Survey (FES), a repeated cross sectiono 
Each FES survey consists of around 7000 households. All individuals aged between 18 
and 59 years of age are used except those in full-time education, self-employment or the 
armed services. The "low" education group includes those that left formal schooling at tile 
minimum school leaving age (currently age 16). The "med" education group includes 
those in schooling until age 18. The "high" group includes those with college education~ 
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Fig. 9. Women's employment to population ratio by education: (a) US; (b) UK; (c) Germany; (d) Sweden. 

For Germany,  a similar selection criterion is used and we draw on individuals from the 
first 12 waves (1984-1995) of the German Socio-Economic Panel (GSOEP). The design 
of  the GSOEP is similar to that of  the US Panel Study of  Income Dynamics (PSID), see 
Wagner  et al. (1993). All  figures reported below refer to individuals located in the 
geographic area of  the former West  Germany. The precise details of  the data constmc- 
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Fig. 9 (continued). 

tion follow the work of Dustmann and Van Soest (1997). For Sweden, three different 
data sources have been used. An income survey (HINK) and the Swedish Labor Force 
Survey (AKU), both from Statistics Sweden. This is supplemented with data from the 
Swedish survey, Market and Non-Market Activities (HUS) (see Flood et al., 1997 for 
details). 

3.2. Par t i c ipa t ion  

Participation in work has seen some important changes since the late 1970s. Fig. 8a 
provides the evidence for US men by education level (here measured by years of school- 
ing). The cyclical nature of participation for the lower education group and the much lower 
participation rates stand out clearly in the data. If anything, there is a slight downward 
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Fig. 10. Men's employment to population ratio by age: US. 

trend in participation using this employment-to-population ratio definition. Notice how 
this differs for women, where Fig. 9a shows that both education groups saw a strong 
increase in participation until the early 1990s. 

This picture for male and female employment in the US has many features in common 
with the experience in the UK, although, as Fig. 8b shows, male participation has fallen 
dramatically in the UK since the end of the 1970s. Notice that, even at the top of the boom 
in 1990, participation did not return to its 1979 levels. This is in contrast to the pattern for 
women, where Fig. 9b reveals that the participation rate approached 70% in the 1990 
boom. In Germany, participation throughout the late 1980s was much more stable than it 
was in either the US or the UK. Fig. 8c shows that the fall in participation among lower-- 
educated men in Germany only set in after 1992. Remember that these data refer to the 
West German region both before and after reunification. For German women (Fig. 9c), 
participation has been slowly rising for all groups until 1992. Finally, in Sweden, we only 
have a consistent split by education available on an annual basis after 1987. However, until 
that point, participation rates rose steadily for women and stayed fairly flat for men. The 
onset of the 1991 recession in Sweden is clear from Figs. 8d and 9d. 

The decline in participation for men, which has been experienced to some degree in all 
countries, is particularly reflected in the working behavior of older age groups. For exam- 
ple, Fig. 10 shows a strong fall in the US employment-to-population ratio for men in the 
56-64 year old age group. This declining attachment to the labor market by older men is 
mirrored in the UK and Germany (see Blundell and Johnson, 1998; Borsh-Supan and 
Schnabel, 1998). Interestingly, for the UK and Germany, it is the younger birth cohorts 
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as they age that are seeing larger declines. For older women, this picture is attenuated by 
the steady rise in participation across time and across birth cohorts. In the US and the UK, 
there has been an increase in participation for younger birth cohorts of  women and, 
consequently, at the same age, younger cohorts of women have higher participation rates. 
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Fig. 11. (a) Men's annual hours worked by education level: US. (b) Men's weekly hours worked by education 
level: US. (c) Men's weekly hours worked by education level: UK. (d) Men's weekly hours worked by education 
level: Germany. 
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3.3. Hours of work 

R. Blundell and T. MaCurdy 

Annual hours of work for men in the US display a strong cyclical pattern and, especially 
during the last decade, an increasing trend. A similar story is true for weekly hours. These 
two measures of working hours in the US are presented in Fig. lla,b. For the UK, the 
nature of our survey data means that we can only present weekly hours (that include 
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Fig. 11 (continued). 
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normal overtime hours). Fig. l lc shows that this measure of hours worked reveals a 
similar strong cycle and trend increase although, in contrast to the US, it is the higher- 
educated group in the UK that has tended to work fewer weekly hours on average. What is 
notable in both of these countries is that the trend increase in weekly hours is more 
accentuated for the higher-education group. Interestingly, as we shall see below, this is 
precisely the group that has seen a trend rise in real wages. 
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Fig. 12. (a) Women's annual hours worked by education level: US. (b) Women's weekly hours worked by 
education level: US. (c) Women's weekly hours worked by education level: UK. (d) Women's weekly hours 
worked by education level: Germany. 
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Fig. 12 (continued). 

Fig. 12a-c shows that a similar story is true for the weekly working hours of women in 
both the US and the UK, although it is the higher-educated group that works longer weekly 
hours in the UK. Fig. 12b shows that, if anything, this gap has grown during the recent 
past. Annual hours have shown a strong trend increase in the US, as seen in Fig. 12a. In the 
UK this is probably less pronounced, at least for weekly hours of work. None the less, the 
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UK has seen a steady rise in women's weekly hours since the early 1980s when the 
cyclical downturn in 1980 and 1981 had a depressing effect on female and male hours 
of work alike. Although not reproted here, working hours in Sweden for employed males 
have been quite stable despite a major tax reform in 1991. After 1993 there is a small 
increase for highly educated workers. For females there has been an upward trend in hours. 
This is especially pronounced for the highly educated. Working hours in Germany have 
seen a slow and smooth decline, as evidenced in Figs. 1 ld and 12d. 
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Fig. 13. (a) Men's real average hourly earnings by education level: US. (b) Men' s real average hourly em'nmgs by 
education level: UK. (c) Men's real average hourly earnings by education level: Germany. 
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Fig. 13. (continued) 

3.4. R e a l  w a g e s  

The contrasts among the US, the UK, and continental Europe are probably most stark 
when it comes to a comparison of the level and growth of real wages. This is especially the 
case when split by education level. However, there are serious pitfalls in the interpretation 
of raw wage trends. First, there is a considerable change in composition across time both in 
terms of the total group of employees and in terms of the different education groups, and 
these composition changes are very different across countries. Second, there is the dubious 
comparability of definitions of education levels across countries. 

The first issue is really at the heart of labor supply analysis itself, since it relates to the 
changing composition of those in work over time. For example, if lower real wages at the 
bottom of a cycle mean fewer lower-ability workers supplying labor at that time, then this 
systematically biases upwards the real wage at the bottom of the cycle. Similarly, if the 
increasing levels of non-participation by older men reflect a higher proportion of lower- 
ability workers leaving employment due to a relatively generous social security and 
benefit system, then this results in an upward bias in measured real wages and in measured 
returns to experience for low educated workers. This biases upward the trend increase in 
real wages for lower-educated workers and biases downward the apparent return to educa- 
tion. Any comparison of the growth of real wages and returns to education between the US 
and European economies must therefore acknowledge the impact of differential changes in 
composition on real wages. 
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With these points in mind, turning first to the US, Fig. 13a for men tells a dramatic story. 
For the lower-education group, real wages have fallen almost relentlessly since the late 
1970s. Consequently, the education differential has widened significantly. As Fig. 14a 
shows, this is less clear-cut for women but, given the rise in participation for the lower- 
education group of women, a comparison over time may be less interpretable. None the 
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Fig. 14. (a) Women's real average hourly em-nings by education level: US. (b) Women's real average hourly 
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Fig. 14. (continued) 

less, the increase in the differential is clear and the rise in the real earnings of the higher- 
educated women is quite spectacular, with a consequent fall in the raw gender differen- 
tials. For the UK, Fig. 13b shows an increase in the educational differential for men but, in 
contrast to the US, no fall in real wages for the lower education group. Although this 
lower-education group refers only to individuals who left school at 16 or earlier, it still 
makes up nearly 70% of the UK sample. For this group, composition changes are likely to 
be quite severe since, as we have already seen, there was a dramatic fall in participation 
during this period. By contrast, in Sweden there has been an increase in wages for low- 
educated workers. The wage difference has decreased over time. In Germany, we also see 
no decline in real wages for the lower-education group. Indeed, at least for the decade 
1986-1995, if anything Fig. 13c points to a slight fall in the raw educational differential for 
men. Given the stable employment rates during most of this period, it is difficult to 
attribute this rise to a composition effect. 

4. A framework for understanding labor supply 

Evaluating and interpreting labor supply estimates requu'es economic models to provide a 
context for comparison. Estimates often diverge simply because studies focus on evaluat- 
ing behavioral responses corresponding to different wage and income effects. Sometimes 
empirical analyses are not precise about what model underlies their estimates. Is a static or 
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a lifecycle model used? What do substitution effects hold constant? Does the analysis 
recognize taxes and joint decision-making by family members? Does the model assume 
perfect certainty or can it allow for uncertainty? Does it assume a representative agent or is 
individual heterogeneity allowed? When researchers discover divergence in their labor 
supply estimates, they frequently cite sampling or data differences to explain discrepan- 
cies. Equally important, and often more informative for economists seeking to reconcile 
them, are the differences in economic frameworks used in the studies. 

Many empirical studies of labor supply leave the reader to deduce the underlying model 
from the set of outcome and control variables incorporated in the analysis. Apart fi'om 
hourly wages and other income, are controls for lifetime wages included? Is a measure of 
property income included and, if so, how is it measured? Do researchers account for 
expected changes in income sources? What demographic characteristics are included as 
controls? Differences in the included conditioning variables implicitly determine the 
economic framework as well as the response parameters estimated within that framework. 
Hence, a clear understanding of the implication of these decisions is necessary for any 
comparison of divergent estimates. 

This section presents a unifying framework in which different basic labor supply models 
can be compared. By considering existing empirical work in one consistent framework, we 
can determine whether individual studies estimate meaningful parameters and, if so, which 
parameters are comparable across papers. Empirical studies will have to contend with 
practical issues concerning non-linear taxation, measurement error and the discreteness in 
choices. This section abstracts from these complexities so as to focus on the differences in 
interpretation across models. These complexities are then taken up in the remaining 
sections of the paper where specific empirical studies are also reviewed. 

The development of a unifying structure for interpreting labor supply studies should not 
suggest that there is one correct way to estimate labor supply equations. Quite to the 
contrary, we recognize that many of the differences across existing empirical models 
reflect differences in data availability; our approach seeks to provide a synthesis in 
which results from each data source can be compared. Data vary in the forms of income 
that are included, the definition of hours and wage variables, and whether observations are 
longitudinal or cross-sectional, but meaningful and comparable results can be derived 
from each if the implications of the estimated function are carefully considered. An 
understanding of labor supply is greatly enhanced by any available source of exogenous 
wage and income variation, and no dataset providing this information should be discarded. 
At the same time, results from varying studies must be comparable, and the framework 
presented here seeks to facilitate these comparisons. 

4.1. The static labor supply model  

To set the scene, we begin by outlining the standard static, within-period labor supply 
model. This is an application of basic consumer theory. Assume each individual has a 
quasi-concave utility function 
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U(Ct, Lt, Xt) (4.1) 

in which C, Lt, and Xt are within-period consumption, leisure hours and individual attri- 
butes, in period t. 3 Utility is assumed to be maximized subject to the budget constraint 

C, + W,L t = Y, + W J ,  (4.2) 

where W: is the hourly wage rate, Y, is non-labor income, Tis the total time available and a 
single consumption good is taken as the numeraire. The right-hand side of  (4.2), then, 
includes the full value of one's  endowment of  time as well as all other sources of income. 
This is often defined as "full income" from which the consumer purchases consumption 
goods and leisure. We denote this income concept as M,, so that 

Mr =-- Yt + W t T .  (4.3) 

In static models, non-labor income, Y,, is typically the sum of two components: asset 
income and other unearned income. We return to the measurement of non-labor income 
in our analysis of  multiperiod models below. 

First-order conditions take the familiar form 

Uc(Ct, Lt, X:) = At, UL(Ct, Lt,X,) >-- AtWt, (4.4) 

where At is the marginal utility of  income. If  the inequality in (4.4) holds strictly then the 
individual is not working and Lt ----- T. The wage, WRt, such that UL(I(t, T, X~) = A:WRt, is 
the reservation wage below which the individual will not work. 

Many have the mistaken impression that labor supply analyses rely on the assumption 
that individuals can freely choose their hours of work at a fixed wage with a single 
employer. The behavioral models considered here can readily be thought of as character- 
izing situations wherein persons choose their hours of  work by selecting across employers 
offering different wage packages. In such instances, the labor supply function approxi- 
mates the "average" relationship describing consumers'  preferences for work hours and 
hourly earnings. Moreover, one can also allow for "wages" to vary as a function of hour of  
work with relatively straightforward modifications of the subsequent analyses. 

4.1.1. Alternative representations of  labor supply 
An equivalent expression for the labor supply conditions (4.4) can be given in terms of the 
marginal rates of substitution (MRS). Eliminating At from the first-order conditions (4.4) 
yields the equation 

UL/Uc =-- MRSL(Ct, Lt, Xt) >_ W t. (4.5) 

This equation contains all information necessary to relate the level of leisure to the level of  
consumption. 

3 xt includes all consumer attributes in this specification, observed and unobserved. Since many individual 
attributes will not be fully observed by the econometrician, it is important to consider the treatment of unobserved 
heterogeneity in analyzing empirical specifications. 
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Solving the first-order conditions yields the Marshallian demand functions: 

C, = C ( W , M , , X t ) ,  L~ = L(W, ,M, ,X , )  <-- r .  (4.6) 

Equivalently, using H, = T - Lt and the definition of Mt in terms of It, we have the hours 
of w o n  rule, 

Ht = H(W,,  Yi, Xt). (4.7) 

Many empirical studies of labor supply seek to estimate forms of (4.7). They vary 
widely in the measurement of the wage W, the income variable I1, and the demographic 
controls incorporated in the specification. Depending how these issues are resolved, our 
full lifecycle framework, developed below, shows that "static" estimates can represent 
several types of substitution and income effects, ranging from those predicting responses 
to intertemporal movements in wages to those predicting responses to shifts in entire wage 
profiles. 

Studies generally focus on the wage elasticity of the Marshallian supply function in 
(4.7), and on the associated utility-constant Hicksian wage elasticity. The Marshallian 
(uncompensated) wage elasticity is defined as 

K, = 01n(Ht)/•ln(Wt). (4.8) 

Denoting the Hicksian (compensated) wage elasticity by K,,, the Marshallian and Hicksian 
wage elasticities are linked by the Slutsky equation 

W,H, c~ ln(/4t) 
K, = K,. + Yt Oln(Yt)' (4.9) 

where the share WtHt/Yt is the size of earnings relative to non-labor income. The standard 
sign, homogeneity, and symmetry restrictions from consumer demand theory apply to the 
Hicksian supply function and have been used to check on the theoretical predictions of the 
model. Assuming that leisure is a normal good, this expression implies that the Hicksian 
compensated elasticity is larger than the Marshallian elasticity - the well known result that 
income and substitution effects work in opposite directions in Marshallian demand. 

4.1.2. Family labor supply 
Placing labor supply in a family or household context adds a number of important dimen- 
sions. Many tax and benefit policies designed to influence labor supply behavior can only 
be properly understood within a family labor supply framework. Moreover, the changes in 
the structure of wages facing men and women presented in Section 3, as well as changes in 
fertility, have important consequences in understanding the changing balance between 
men and women in family labor supply. 

The standard "unitary" family labor supply model treats the family as a single decision-- 
making unit. The attractions of this formulation are that standard welfare results from 
consumer theory are available and that the family labor supply model can be placed easily 
within the intertemporal framework. However, although with sufficient separability in 
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household members'  utility the unitary approach can allow for decentralization of within- 
household allocations, these allocations continue to satisfy the Slutsky symmetry restric- 
tions from consumer theory and also the "income-pooling" restrictions in which the 
marginal value of non-labor income is equalized across decision-making units within 
the family. Slutsky symmetry and income pooling are often considered to be unreasonable 
restrictions and a popular alternative framework that relaxes these latter two restrictions is 
the collective family labor supply model. This alternative representation of joint labor 
supply decisions also implies testable restrictions and is sensitive to the introduction of 
household production. A full discussion of the collective model and its relationship to the 
standard unitary framework is presented in Section 7. That section also provides a detailed 
evaluation of the empirical studies of family labor supply and considers the introduction of 
non-lineal" taxation and welfare programs. Here we simply outline the basic family labor 
supply model. 

Suppose a family or household consists of two working-age individuals. Children and 
any other dependents are included in the vector of household attributes, X,. Families are 
assumed to maximize joint utility over consumption, C,, and the leisure of each family 
member, L~t and L2t. For such a household, utility may be written 

Ut(Ct, Lit, L2t, Xt). (4 .10)  

The budget constraint now takes the ~blln 

C, + WltLl¢ + W2,L2, = I11 + WItT + We,T, (4.11) 

with full income now given by 

Mt = Y~ + W1tT + W2Y.  (4.12) 

The unearned income term, Y, combines all sources of non-labor income. 
For the present discussion we consider consumption measured as a single aggregate, 

Ct. 4 The first-order condition for consumption (4.4) continues to hold, but now it governs 
family consumption. For leisure choices, (4.4) is extended to give 

Uc(C,, LI,, L2,, Xt) = a,, 

ULj(C,, Lj,, L2. X~) >- A~WL¢, (4.13) 

UL2(CI,Lll,L21,Xt) >~ AtW2t. 

Reservation wages can be computed for each family member exactly as above. Demand 
functions now take the form 

4 Typically, consumption, even for privately consumed goods, is recorded at the household level. Conse- 
quently, measuring individual consumption is difficult. However, for goods such as clothing, separate measure- 
ment is often recorded and can be helpful in identifying individual preferences within a household. This is 
described further in Section 7~ 
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G = c(w~t, w : .  M,, St), 

Lit = Ln(Wu, Wet, Mt,Xt)  <-- T, (4.14) 

L2t = L2(Wu, W2t,Mt,Xt) <<- T. 

This model provides a useful framework for thinking about household labor supply 
decisions. Clearly, if utility is weakly separable in the individual leisures then, provided 
the appropriate definition of income is used, individual labor supplies can be modeled in 
the usual way. However, separability is a strong restriction and one that would typically 
fail in a model that allowed for household production. In Section 7 we describe the family 
labor supply model more fully, particularly its relation to collective models of labor 
supply, household production and the analysis of discrete choices. We also present an 
overview of recent empirical results on family labor supply. 

4.2. Multiperiod models of  labor supply under certainty 

Although its study is often placed in a static framework, labor supply is clearly part of a 
lifetime decision-making process. Individuals attend school early in fife, accumulate 
wealth while in the labor force, and make retirement decisions late in life; each of these 
activities can only be understood in a lifecycle framework. We know that savings from 
labor earnings are often required to sustain individuals, or their dependents, during periods 
when they are out of the labor market. In addition, variations in health status, family 
composition and real wages provide incentives for individuals to vary the timing of 
their labor market earnings for income-smoothing and insurance purposes. In this section, 
we present the basic components of a single-agent lifecycle labor supply model assuming 
perfect certainty. 

A full lifecycle model, starting at time t, is characterized by a utility function of the form 

U t = U ( C t , L t , X t ,  Ct+I ,Lt+I ,Xt+I  . . . . .  C~,L~,X O. (4.15) 

The intertemporal budget constraint can be represented by the time path of assets, A, as 

At+l = (1 + r1+j)(A , + B, + WtHI - G),  (4.16) 

where A/+~ is the real value of assets at the beginning of period t + 1, rt+j is the real rate of 
return earned on assets between t and t + 1, and Bt represents unearned-non-asset income. 
Individuals maximize (4.15) subject to the series of constraints given by (4.16) for all t 
through some fixed horizon r; r is assumed to be known for simplicity. 

This full model is empirically intractable, so virtually all studies assume some form of 
separability in time. That is, they assume that the utility function can be written 

U, = U(UI(C,, r , ,  X,), Ut+l(Ct+ j, Lt+ I, Xt+ l) .. . . .  U*(C~., L,,  XO). (4.17) 

In this case, the marginal rate of substitution between leisure and consumption in period s 
can be written as 
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MRS L, =- ( c~U/ c)LOI( OU/ OCO = U~ IU~,. (4.18) 

Combining this with the intertemporal budget constraint, we see that a necessary condition 
for maximization is 

MRSLs >-- Ws. (4.19) 

So, with separability across time, the within-period marginal rate of substitution condition 
continues to characterize the relative amounts of leisure and consumption. All that 
remains, then, is to find a summary statistic that captures the impact of other periods on 
this decision, thus allowing one to pin down the levels of leisure and consumption. The 
two common methods for this are two-stage budgeting and marginal-utility-of-wealth- 
constant labor supply. 

4.2.1. Two-stage budgeting 
The idea behind two-stage budgeting is simple. 5 Since the within-period marginal rate of 
substitution conditions continue to characterize behavior, we only need an allocation of 
full income, Mr, to each period to allow each maximization problem to be solved exactly as 
it was in the static problem. Hence, the decision rule can be decomposed into two stages: 
first, determine an allocation of wealth across periods; second, within each period, solve 
the standard static maximization problem. The solution to this problem can be found by 
reversing the two stages: first, maximize each period's utility, given some Mr; this yields 
an indirect utility function, Vt(M~,Wt), for each period. Then, insert the Vt's into U~ and 
choose the Mr' s to maximize this function given current wealth and future wages (expected 
wages under uncertainty). This solution can be represented by the demand Eqs. (4.6) and 
(4.7) together with an equation lbr M/ 

Mt = M(A~_ ~, r t, IV,, i t ,  X t, Zt), (4.20) 

where we have defined Aj* i to be the end of period t - 1 assets ~' and Zt represents future 
values of W, Y, r and X. 

To compare this specification to the static specification introduced in Section 4. l, notice 
that the two-stage budgeting model automatically corrects the full income measure for the 
change in assets appropriate in the multiperiod model. From the definition of M~, we may 
write 

Mt = Ct + W~L~ = r~A, I + AA, + B~ + WtT, 

where now rt A)~ is the real interest income available for expenditure on consumption at 

5 Gonnan (1959, 1968) is widely credited with developing the full implications of two-stage budgeting. 
MaCm'dy (1983) and Blundell and Walker (1986), among others, have applied this concept in empirical analyses 
of labor supply. 

~' In the discussion of multiperiod models, we use two definitions of assets: A,~ ~ in Eq. (4.16) is the beginning of 
period t + 1 assets and is therefore equal to (1 + rt+l)A~. We do this to make our definition of the within-period 
budget for the two-stage budgeting problem consistent with the intertemporal constraint on assets (4.16). 
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the begimfing of period t and Z~]  is the adjustment in the level of real assets by the end of 
period t. In contrast, the full income variable in the static model simply includes real 
interest income and other non-asset income and is given by 

Y~ + Wt T = r1At-i + Bt + WtT,  

omitting the term AA~'I which captures the intertemporal adjustment in assets. 
The hours-of-work rule in the two-stage budgeting framework, mirroring (4.7), has the 

form 

maxU(Ct ,  Ht, X,)  

subject to the budget constraint 

C, + W t H , =  YF, 

where we define the consumption-based other income variable 

Yt c ~ rtAt_ t + AA~ + Bt. 

The first stage allocation (4.20) becomes 

Yt c = yC(A;_ 1 , r t, W , , B I , X , , Z , ) .  (4.20') 

Note the appeal of the two-stage budgeting formulation. If consumption and leisure 
(work) hours for the period are observed, then MI is observable via the within-period 
budget constraint 

M, : C t + WtLt. (4.21) 

The appropriate adjustment of full income Mt or other income Y~ can be made either with 
information on assets across periods or with information on consumption. Hence, given 
some specification for the expectational variables Z, one can estimate (4.6) and (4.20) just 
as in the static framework. Marshallian elasticities can be derived by conditioning on Y~t in 
place of YI and can be converted to compensated elasticities via the Slutsky equation, 
yielding estimates of all other response parameters of interest. Of course, even if the static 
model were true, or some variant in which there were borrowing restrictions, the within- 
period allocations that condition on the consumption based measure of full income remain 
valid. 7 

In evaluating studies using this framework, one must keep two important considerations 
in mind. First, the appropriate measure of income is the value of consumption plus the 
value of leisure - that is the full income allocated to the period. Many researchers perform 
their analyses in a static framework, arguing that they are estimating the second stage of 
the two-stage budgeting process, but define income as current wages plus unearned 

-1 Note that this specification places no restrictions on the path of wages or interest rates, so that employment  or 
capital  market  constraints can be accounted for, with a wage of 0 indicating no acceptable employment  oppor- 

tunities and an interest rate of co indicat ing completely constrained capital  markets. 
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income. As we have shown, in a lifecycle setting, these current income figures are irre- 
levant to current period work and consumption decisions except in so far as they impact 
the determination of Mr. Second, often elasticities or other response parameters estimated 
in this basic framework take M~ as fixed and exogenous, just as it is in the static model. Not 
only does this require the far-fetched notion that consumption is exogenous (if full income 
is valued with a consumption measure), but it misses any of the response to shocks that 
occurs through the first stage - that is, through a reallocation of the Mrs. In general, it is 
only by estimating both stages of the intertemporal allocation model that such responses 
can be fully accounted for. We take up this issue further in our discussion of multiperiod 
models under uncertainty. 

4.2.2. Frisch labor supply equations and the Euler condition 
Marginal-utility-of-wealth-constant labor supply functions, known as Frisch functions, 
provide an alternative and extremely useful method for analyzing lifecycle maximization 
problems. In this framework, the marginal-utility-of-wealth parameter, As, serves as the 
sufficient statistic which captures all information from other periods that is needed to solve 
the current-period maximization problem. Our discussion critically relies on intertemporal 
strong separability in preferences, and, for simplicity, the analysis assumes a non-stochas- 
tic interest rate. 

A useful representation of the problem is given by the functional equation formulation 
of dynamic programming. Consumers choose consumption and leisure according to the 
value function 

V(A,  t) = max[U(Ct, L ,  Xt) + KV(At+I, t + 1)] (4.22) 

subject to the asset accumulation rule (4.16). K represents the consumer's discount factor. 
Standard dynamic programming techniques yield the following first-order conditions: 

U,.( C,  L~, ~ )  = A~, 

UL(C,L~,Xt) ~ A, Wt, (4.23) 

At = K(1 + rt+l)At+ l, 

where As is the marginal utility of wealth, 0 V/OA~. These are the same first-order conditions 
as in the static problem, with the addition of the Euler equation for ft. This equation is 
central to the solution method since it determines the rule for the allocation of wealth 
across periods. In this formulation, the consumer chooses savings so that the marginal 
utility of wealth in period t equals the discounted value of the marginal utility of wealth in 
period t + 1, where the rate of discount is ~¢(1 + rt+l). 

These first-order conditions imply consumption demand and hours-of-work supply 
functions of the form 

Ct -- C(At, Wt, Xt), Ht =: H(At, W~,Xt) >-- O. (4.24) 
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These are commonly referred to as Frisch demand functions. 8 Their functional form 
depends only on the form of the utility function and whether a corner solution is chosen 
for hours of work at age t. These functions decompose consumption and labor supply 
decisions into components observed in the current period, X and W, and )t, which 
summarizes the relevant information from all other periods. Variables such as future 
wealth, wages, or personal characteristics affect consumption and labor supply only by 
changing the value of At. Thus, At serves the role of sufficient statistic, just as Mt was a 
sufficient statistic in the two-stage budgeting model. 9 

These Frisch labor supply functions are a third type of labor supply function along with 
the Marshallian and Hicksian functions previously discussed. Whereas Marshallian func- 
tions hold income constant and Hicksian functions hold utility constant, Frisch functions 
hold the marginal utility of wealth constant. One can calculate wage elasticities of the form 
OHJOW~ for Frisch functions just as for Marshallian and Hicksian functions. We saw above 
that the Hicksian elasticity is larger than the Marshallian when leisure is a normal good; 
MaCurdy (1981) and Browning et al. (1985) show that the Frisch elasticity is the largest of 
the three. 

The Euler equation implies a time path for A of the form 

lnAt = bt + lnA~l (4.25) 

where bt = -ln(•(1 + rt)). Repeated substitution yields 

i 

ln,~t = ~ .  bj + lnA0. (4.26) 
./ 1 

Hence, the A term in (4.24) can be captured as an individual fixed effect, ,~o~ plus a 
function of age which is common across consumers, l0 This ability to model differences 
in A as individual effects is very important in the empirical specifications discussed below. 

Estimation of (4.24) only allows computation of the Frisch elasticity. This measures the 
effect of a change in wages holding A constant. As shown above, in this world of perfect 
certainty, the path of ,~ through time is determined solely by the known path of interest 
rates and the discount factor. Hence, for a given individual, changes in wages have no 
impact on ~ and thus the Frisch elasticity is the correct elasticity for assessing the impact 
of wage changes through time on labor supply. However, researchers are often interested 
in comparing the impact of wage variation across consumers on labor supply. In this case, 
we do not simply examine evolutionary wage changes through time, but rather variation in 

8 We  have presented the hours-of-work supply function here, rather than the equivalent  leisure demand func-~ 

tion. Wi th  only two uses for a consumer 's  time, the two are obviously related by the identity L t = T - H~. 
9 Note that if labor and capital  income is taxed jointly by a non-linear tax, these conditions may need adapting 

(see, e.g., Blomquist,  1985). 
~0 The bj terms are functions of K and r which are assumed constant across consumers. Note that if we assume 

the rate of t ime preference, p (where K = 1/(1 + p)), equals the rate of interest, bi is 0 for a l l j  and A is constant 

over time. 
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the entire wage profile. This variation certainly impacts the value of Ao and, thus, the 
Frisch wage elasticity is inappropriate for measuring the effect of such wage variation. To 
estimate the full impact of wages requires a specification of the impact of the wage profile 
on ho. We consider this further at the end of this section where we evaluate the appropriate 
elasticity measures for alternative policy questions. 

4.2.3. Multiperiod models of family labor supply 
The family labor supply model becomes more complicated with the addition of multiple 
periods or uncertainty, as family composition may change over time. As long as the 
unitary model is maintained, however, its analysis is straightforward. The marginal condi- 
tions for the A-constant, Marshallian and marginal rate of substitution labor supply equa- 
tions described above follow naturally from the first-order conditions given by (4.13). 
Notice that there is still only a single marginal utility of wealth, A~, and, therefore, there 
remains only one Euler condition as in the third equation of (4.23). Consequently, alloca- 
tions to each individual in this time separable model satisfy equality of marginal utility of 
wealth. However, to avoid strong separability assumptions between each family member 's  
leisure, careful choice of specification for Frisch labor supplies is required. Further exten~ 
sions of the multi-period to the family labor supply case are presented in Section 7. 

4.3. Multiperiod models of labor supply under uncertainty 

The concepts developed in the certainty case essentially carry over to a lifecycle model 
that recognizes that individuals make labor supply choices in an environment in which 
they are uncertain about their futures. This requires replacing the deterministic dynamic 
programming characterization of behavior that we considered in the previous section with 
a formulation in which agents optimize expected lifetime utility. 1~ 

4.3.1. Two-stage budgeting under uncertainty 
Accounting lor uncertainty in two-stage budgeting is inconsequential. Eqs. (4.6) and 
(4.20) continue to summarize choices. Actually solving for the optimum period-specific 
expenditure allocation, M,, is now more difficult since wealth cannot be allocated once at 
the beginning of life and instead must be reallocated each period as information is 
revealed. One can solve this problem, however, via standard dynamic programming 
formulations. Instead of including realized values, the variables Zt in (4.20) (or (4.20/)) 
now include attributes of the distribution of future wages and income, and future deter- 
minants of preferences. In Section 4.5, we consider approaches to estimation of the full 
lifecycle model which combine the two-stage budgeting formulation with the intertem- 
poral first-order conditions on consumption. This turns out to be a useful way of char°- 
acterizing the preference restrictions underlying various empirical specifications. 

H Much of this framework comes from MaCurdy (1985). We refer the reader to this reference for details of the 
development of these specifications. 
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4.3.2. Frisch labor supply under uncertainty 

With the introduction of  uncertainty over future wages, the dynamic programming repre- 
sentation of  the consumer ' s  problem changes to 

V(A~, t) = max{U(Ct,Lt ,Xt)  + frEt[V(At+l, t + 1)]} (4.27) 

subject to the asset accumulation rule (4.16). j: The first-order conditions now include 
(4.23) and (4.24) together with a modified Euler equation, 

A t = KEr[At+I(1 q- rt+l) ]. (4.28) 

The only change from the certainty case is that ,~+~ is now a random variable which is 
not realized until the start of per iod t + 1. The savings allocation rule, given by (4.28), 
determines the path followed by A through time. Given that the consumer cannot perfectly 
control the level of  his wealth, his environment changes as he acquires information and 2~ 
is stochastic. Condit ion (4.28) describes how the consumer allocates his resources to 
account for unanticipated shocks. He sets his savings policy so that the expectation of  
next period '  s marginal  utility of wealth is revised by the full amount of  the unanticipated 
elements; in other words, the consumer revises the means of all future values of A to 
account for all forecasting errors when they are realized. The standard Euler  equation for 
consumption is derived by replacing At and A~+l in (4.28) by Uc(Ct, Lt,Xt) and 
U,.(Ct+ 1, Lt+l, X~+ l), respectively. 

A useful characterization of the stochastic process for A implied by (4.28) takes the 
form 

l n A t = b t  + lnAt  ~ + e ~ ,  

where the coefficient b~ depends on the discount factor, K, the interest rate, r,, and the 
moments of the forecast error, e l .  ~3 Repeated substitution yields 

, ± 
lnA~ = hi + lnA0 + ~ 4 - b*t + lnA0 + e~, (4.29) 

j - I  ./-1 .i=1 

where the last expression assumes b] = b '  for expositional simplicity. 
Combining Eq. (4.29) with the consumption and labor supply conditions in (4.23) 

suggests a simple view of l ifecycle behavior under uncertainty. At  the start of  the lifetime, 
the consumer sets the initial value of  A0 to include all available information. As he ages, he 

J2 For simplicity of presentation, we continue to assume a non-stochastic interest rate, although the extension to 
random interest rates is trivial. 

13To develop this expression, write lnAt = Et l{lnAt} + el:. This relation implies E~ I{A~} -- 
exp[E, t{lnAt}]Et i{exp[ei"]}, which in turn yields ?t I = [E~ j{exp[e~]}l-lEt l lAt}exp[~]. Inserting die 
condition for Et l{At/ given by Eq. (4.28) into this latter relation yields A~=[E~ llexp[e)']}] i 
X(K(1 + r~)) JA~_lexp[si~]. Taking natural logs gives In At = b'~ + InAt-i + e~ where bi" -- -ln(•(1 -~ 
rt)) ln(Et l{exp[et}). 
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responds to new information by updating A according to (4.29). At each age, the consumer 
only needs the updated A, along with current wages and characteristics, to determine his 
optimal consumption and labor supply. 

A substantial complication to the labor supply models described in this section arises if 
we relax the assumption of time-separable utility. For example, consider allowing an 
individual's wage to be a function of human capital, which this person chooses to acquire 
by training. In this case, the wage is endogenous, as it is determined by an individual's 
training decision. The primary method of dealing with this complication is to move to a 
fully structural model of lifetime decision-making in which parameter values are chosen to 
match closely the observed work, training and consumption decisions. We defer a discus- 
sion of this and other related dynamic generalizations of the labor supply model that relax 
the time separability assumption to Section 8, which considers dynamic structural models. 

4.4. Basic empirical specifications 

A prototype empirical specification that encompasses many economic models of labor 
supply takes the form 

lnH, = cdnWt +/3Qt + et, (4.30) 

where c~ and /3 are parameters, Qt is a vector of "controls" and e, is a stochastic term 
unobservable to the economist. In what follows, we consider alternative specifications for 
/3Q,. 

Studies also often use alternative transformations of H as the dependent variable. For 
example, a popular alternative is the semi-log specification 

Fit -- alnW~ + bQt + vt, (4.30~) 

which is particularly attractive for dealing with non-participation. One also finds various 
formulations for wages as right-hand side variables (such as after-tax wages or non-linear 
functions of wage rates). In each case, additivity between the log wage variable, unearned 
income variables and the other controls will imply restrictions on preferences. The prefer- 
ence restrictions underlying these and other popular labor supply specifications are 
reviewed in Appendix A. 

The value of c~ in (4.30) determines the substitution effect associated with the response 
of labor supply to changes in wages. As discussed above, the interpretation of this substio, 
tution effect varies according to precisely which controls one includes in the vector Qt and 
which of these controls are treated as exogenous. 

4.4.1. Static specifications 
The conventional static specification involves estimating Eq. (4.30) witfi controls set 
according to 

/ 3 Q , -  pX, ¢ OY,~ (4.31) 
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where X, is a vector of observable "taste shifter"controls and Yt is a measure of non-labor 
income. Non-labor income is typically measured as the sum of interest income rtA~l and 
exogenous income Bt. This static specification is only appropriate if the static model of 
Section 4.1 is correct. This could be the case if consumers behave completely myopically 
or if capital markets are completely constrained so that it is impossible to transfer capital 
across periods. If  the static model is correct, the wage coefficient in specification (4.30) 
measures 

a = Cey = uncompensated substitution elasticity given income Y. (4.32) 

The parameter cey corresponds to the Marshallian wage elasticity in the static model. Its 
estimation requires instrumental-variable techniques to account for the endogeneity of the 
wage, arising from unobservable characteristics affecting both Wt and Hr or from measure- 
ment en'or. Nevertheless, if consumers adjust their behavior to account for factors in future 
periods, the coefficient on log wage lacks economic meaning, no matter what econometric 
methods are applied. That is, if the labor supply decision has any lifecycle elements, static 
regressions confuse shifts of wage profiles with movements along wage profiles and, thus, 
yield parameters that lack economic interpretation. 

4.4.2. Two-stage budgeting specifications 
To estimate a labor supply equation within a two-stage budgeting framework, set 

JgOt = pX l + OYt c, (4.33) 

where Y~t." is the consumption-based income measure defined in (4.20~). (Alternatively, one 
can condition on the full income measure M, defined by (4.20)). In applying these controls, 
one should note that Y,{" (or Mr) is defined by leisure and consumption choices and, thus, is 
endogenous. Appropriate instrumental-variable techniques must, therefore, be applied to 
obtain consistent estimators. The wage elasticity coefficient, c~, can then be interpreted as 

c~ = ce C = uncompensated substitution elasticity given total consumption C (4.34) 

This wage effect determines the impact of wages on hours worked, holding the first-stage 
income allocation constant. Hence, it captures the impact of anticipated wage movements 
through time, but does not capture the impact of shifts of the entire wage profile, as these 
shifts would also impact hours through their effect on the allocation of Yt c. In general, one 
needs a model of yC that includes the impact of all current and future wages to assess tbe 
impact of wage profile shifts. We take up this issue further in the discussion of relevant 
elasticities for policy evaluation in Section 4.5. 

4.4.3. Frisch specifications 
To create a Frisch labor supply function in the Ibrrn of (4.30), suppose the contempora- 
neous utility function for period t takes the form 

U, = G(C,,X,) - ~,(H,) c', (4.35) 
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where G is a monotonical ly increasing function of Ct, cr > 1 is a t ime-invariant parameter  
common across consumers and ge is a function of  consumer  characteristics. We take q t  to 
be e x p ( - X t p *  - vl '~) where v t reflects the contribution of  unmeasured characteristics and 
p is a vector of  preference parameters. 

Assuming an interior optimum, the implied Frisch hours-of-work function takes the 

form of  (4.30) with 

t 0 Qt = Yt + p Xt, (4.36) 

where F, = ce(lnh t - lno-), a = l / ( c r -  t),  p = ap*, and et = av~. Modifying Eq. (4.29) 
by assuming that the b t terms are constant across consumers and time, and substituting 

this into (4.36) yields 

t O Q t  = F o + bt + pX ,  (4.37) 

where b = ceb*, and et now includes sums of forecast error terms. So, the necessary 
controls are the exogenous variables X,  age and an individual effect Fo. Taking first 
differences of  this form of Eq. (4.30) yields 

AlnH t = b + p ~  + e~AlnW, + Ae,. (4.38) 

Given the availabil i ty of instruments for the change in wage, one can fit this equation on 
panel  data to yield an estimate of c~. In these specifications a corresponds to the Frisch 
wage elasticity discussed above, which the literature commonly designates 

c~ = c~ I = intertemporal substitution elasticity. (4.39) 

This elasticity holds marginal utility of wealth constant, and it describes how changes in 
wages induced by movements along an individual ' s  wage profile influence hours of  work. 
Individuals  fully anticipate these wage movements and this is why Fo remains fixed. For  
this reason, they are often referred to as evolutionary wage changes. 14 

If  we wish to measure the impact  of wage variation across consumers, or unanticipated 
shifts of  an individual ' s  wage profile, we must complete the model  and provide an empiri-  
cal specification of  the evolution of  wages and other incomes as well as accounting for the 
impact  of  these shifts on Fo. Hence, we need an empirical  specification for A and, thus, for 
F. This is provided by the l i fecycle specifications that we now consider. 

4.4.4. Lifecycle specifications 
For this empirical  specification, we assume that one can approximate lnA0 by the equation 

lnAo = Doq)i I + ~ yl)jEo{lnWj} + Ooao + ao, (4.40) 
j 0 

~4 Although the particular form for utility, (4.35), conveniently implies a log-linear Frisch labor supply 
equation, it also places strong restrictions on the form of" within period and interlemporal preferences. In this 
specification, labor supply and consumption are explicitly additive in utility both within period and across 
periods. 
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where Do is a vector of  demographic characteristics either observed at 0 or anticipated in 
future periods, and a*o is an error term. This implies a form for Fo: 

F o = Doqo o + ~ .  YojEo{lnWj} + OoAo + a o, (4.41) 
j=0 

where the parameters and error term equal their superscript "*" counterparts multiplied by 
a,  and with the intercept defined to include the term -cdno-. This empirical specification 
imposes strong simplifying restrictions - it assumes that the consumer knows he will work 
~- periods and it incorporates any effect of  interest rates or time preference into the 
intercept and other parameters. 

Relations (4.41) and (4.37) yield a formulation for (4.30) with 

~Qt = Doq% + ~ YojEo{lnWj} q OoAo + bt + X,p, (4.42) 
j -Od~t  

---- al + Tot, where the disturbance in (4.30) is e t = a o + vt -- Tot(lnWt - Eo{lnWt}). 
So, Qt now includes all start-of-life controls used to form h0 and all controls needed for the 
pefiod-t utility function: age, initial wealth and the expected wage profile as of age 0. 
Estimation of this equation yields an estimate of  ai + To~, the wage elasticity of hours 
corresponding to a shift in the period t wage rate, as well as estimates of  the TotS determin- 
ing the impact of  a shift in the entire wage profile. As we argue below, this formulation 
also provides us with precisely the parameters we need for the analysis of  tax reform. 

Implementing (4.42) requires the econometrician to have consistent predictions of tile 
consumer's expected future wages. Assume that the lifetime wage path anticipated in 
period 0 is 

E0{lnW,} = vr~ + vrjt + ~-2 t2 + ut, (4.43) 

where the vr's are deterministic functions of time invariant characteristics of  the consumer 
and ut is an error term assumed to be uncorrelated with all demographic variables in Mo as 
well as with those used to predict wages or wealth (below). 

A researcher also requires a specification for initial wealth since most datasets do not 
include this variable. If  we assume that property income, Yt, follows a path similar to 
wages (with the similar properties for errors and parameters) 

E0{Yt} = ~',, + ~'jt + (2/.2 q- ~t, (4.44) 

then using the fact that Yo --- (Ao/1 + ro)ro, we see that initial wealth can be predicted by 

£~o(1 + ro)/ro. 
Combining these forms for wages and wealth with (4.41), we arrive at an expression lbr 

the individual effect: 

F0 = O0q)0 + vr0Y0 + ~rl ?1 + 7T2~2 + ~0 0 q- /.L, (4.45) 

where 
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, r  

~/~ = J Yoj, fo rk  = 0, 1,2, 0 = Oorol(1 + r o) 
j=0 

and IX is a disturbance depending on the errors a0, u/'s and rlt'S. This equation relates a 
consumer 's  individual effect to the parameters of  his wage and income profile. Relations 
(4.37) and (4.45) yield a formulation for (4.30) with 

~Qt = Doq~o + ~ro'/o + 7rlYt + 'B'2'92 + ~00 + bt + Xtp, (4.46) 

O~= oL I + Tot, 

where the disturbance e~ in (4.30) now incorporates the error component Ix- Hence, in this 
formulation, Do and age remain as controls, but initial wealth and the expected wage 
profile are replaced by the parameters describing wage and property income profiles 
through time. Simultaneous estimation of (4.43), (4.44) and (4.46) yields estimates of  
all parameters needed to compute the response of  hours of  work to both evolutionary and 
parametric wage changes. In this formulation, only wages and property income are endo- 
genous. 

4.4.5. Interpreting cross-sectional specifications in a lifecycle f ramework 
Many labor supply studies attempt to estimate "wage elasticities" using cross-sectional 
variation in wages. As we have seen above, the term wage elasticity is ambiguous - it is 
crucial that the researcher distinguish between evolutionary and parametric wage shifts. 
Since most do not, the reader is left trying to compare elasticity estimates that may not be 
comparable. Add to this the difficulty of identifying any lifecycle effects in a cross- 
sectional setting and, even if there were no data measurement differences, it would not 
be surprising to see many different elasticity estimates. 

Utilizing the above framework, we can evaluate what cross-sectional specifications 
actually allow meaningful lifecycle parameter estimates to be recovered and which speci- 
fic parameters are being estimated given the included control variables. To develop a 
simple expression for (4.46) which can be compared to those of existing cross-sectional 
studies, assume that Doq~o, fro, ~rl, ~r2, and ~'o are linear functions of  the variables 
contained in a vector, K. Then we have 

lnH t --- Kq + bt + X,p + (~I + Y0,)lnWt + e,, (4..47) 

where q is a vector of coefficients. Alternatively, we could assmne that Do contains only an 
intercept and that the coefficients on age and age-squared for the lifetime wage and income 
paths (i.e., ¢ro, ~'l, ~r2, and ~o) are constant across consumers. Then one can write (4.46) as 

lnttt = dl + d4t + dst 2 + (? Yr + Xtp + ((xl + "/0)lnWt + e,, (4.48) 

where 
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d4 = b - ~'1 "Y0 - T2~'1, 

d 5 = --,-B-2,~o_ 00L2~" 

So, there are two equations which one can estimate using instrumental variable techniques 
on cross-sectional data to yield meaningful lifecycle parameter estimates. If  a researcher 
regresses log hours of work on age; all age-invariant characteristics determining lifetime 
wages, preferences, and initial permanent income; and log wage, then the coefficient on 
the current wage rate is c~, the Frisch elasticity. Intuitively, this approach controls for 
differences in the value of Fo across consumers and leaves higher-order age variables as 
instruments to identify wage variation. Hence, only evolutionary wage variation along the 
age-wage path is included. 

If, alternatively, a researcher regresses log hours worked on property income, age, age 
squared, and log wage, the coefficient on wage is the response of labor supply to a 
parametric wage shift - including both the intertemporal substitution effect, c~, and the 
reallocation of wealth across periods captured by a change in F. Intuitively, this approach 
controls for age effects and leaves individual characteristics as instruments for wage. 
Changes in these characteristics capture full profile shifts, rather than movements along 
the age-wage path. The static equations presented in (4.30) fit neither of these patterns, 
however, as they include property income together with personal characteristics rather 
than age and age squared. Hence, as noted above, given the existence of lifecycle effects 
they confuse the effect of movements along the wage profile with shifts in the profile and, 
thus, yield parameters without an economic interpretation. 

4.5. Which elasticities for policy evaluation? 

This section has highlighted four "core" wage elasticities which correspond to four key 
specifications for control variables that can be found in the empirical literature on labor 
supply. Two are within-period elasticities: c~ y relating to the purely static formulation 
(4.31) and a c relating to the two-stage budgeting specification (4.33). Two are lifecycle 
elasticities: c~t the intertemporal elasticity of substitution relating to the Frisch specifica- 
tion (4.38) and measuring responses to evohitionary movements along the lifecycle wage 
profile, and oL l 2r- ~0 relating to the full lifecycle specification (4.42) and measuring 
responses to parametric shifts in the lifecycle profile itself. As most tax and benefit reforms 
are probably best described as once-and-for-all unanticipated shifts in net-of-tax real 
wages today and in the future, the most appropriate elasticity for describing responses 
to this kind of shift is a / + To Here we examine the relations among each of the elasticities 
and consider their relevance for policy evaluation. 

4.5.1. Relationships among the lifecycle elasticities 
The Frisch specification treats the individual marginal-utility-of-wealth as a fixed effect 
and allows the researcher to estimate only the intertemporal substitution elasticity, c~j~ 
Given that appropriate methods are employed to account for the fixed effect (generally first 
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differencing in panel data), the relevant independent variables, apart from the wage, are 
simply within-period characteristics and age. 15 The Frisch elasticity, by ignoring this 
(unexpected) shift in wealth from a once-and-for-all change in real wages, is larger than 
the policy-relevant elasticity c~z + Y0 and overestimates the impact of a reform. 

Direct estimation of the simple parameterization of the full lifecycle model, required to 
recover c~ 1 + Y0, relies on specifications for both within-period utility and the individual 
marginal-utility-of-wealth effect. As a result, controls are needed for all of the following: 
"start of life" characteristics which impact the initial setting of F0, current-period char- 
acteristics which affect the within-period utility function, age, expected wages as of time 0, 
and initial wealth. Expected wages are unobservable and initial wealth is generally not 
included in data sets, so these should be replaced with the parameters governing the time 
path of wages and property income, which must be jointly estimated with the labor supply 
equation. Estimation of this full framework allows computation of both the intertemporal 
substitution elasticity and the elasticity of labor supply in reaction to a full, parametric 
wage profile shift. However, it is also the most demanding in terms of data. 

It is worth noting that the elasticity derived from the static specification, c~ y, can be 
placed in an intertemporal setting but is economically meaningful only under a strong 
assumption of either complete myopia or perfectly constrained capital markets. Otherwise, 
this elasticity confuses movements along wage profiles with shifts of these profiles and, 
thus, yields response parameters which are a mixture of these. Such hybrid estimates lack 
an economic interpretation and are not generally useful in policy evaluation. 

However, we have also described several formulations which appear essentially static, 
but which vary greatly based on included controls. Under simplifying assumptions, formu- 
lation (4.47) allows the researcher to compute the intertemporal substitution elasticity 
using cross-sectional data alone. Age and age-invariant consumer characteristics are the 
required controls. In contrast, formulation (4.48) allows one to estimate the response to a 
parametric wage shift. Required controls here are property income in period t, age, and age 
squared. 

4.5.2. Relationships among within-period and lifecycle elasticities 

In general, a tax policy reform will lead to a change in the optimal level of consumption 
and full income. The within-period elasticity, a c, based on the two-stage budgeting frame- 
work, does not account appropriately for intertemporal adjustments in consumption. So 
how should we interpret elasticity c~ c from the two-stage budgeting formulation? Under 
the strong assumption of either complete myopia or perfectly constrained capital markets, 
this elasticity is identical to c~ v. But in the fifecycle model with capital markets, the precise 
relationship between the policy-relevant elasticity, c~ l + Y0, and C~c is ambiguous. 
However, since C~c is bounded above by the Slutsky compensated elasticity and c~t is 

~5 In the model with uncertainty the fixed effect is replaced by a random walk (see Section 4.3.2), but the first 
difference solution to estimation is retained with appropriate adjustment for the endogeneity of differenced wages. 
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bounded below by the Slutsky elasticity, a c  is no greater than the Frisch elasticity. It may 
well be much smaller and, unlike c% can be negative. 

Indeed, in certain cases, a c precisely reflects the labor supply adjustment induced by the 
shift in wealth, capturing exactly the impact of the parametric shift in the wage profile that 
corresponds to a policy reform involving an unexpected and permanent change in real 
wages. To see this, consider the case where within-period preferences are of Stone-Geary 
form 

U, ---- 01n(yH -- Ht) + (1 - O)ln(C, - Yc) ,  (4.49) 

where 0, y ,  and Y c  are preference parameters. Suppose also that intertemporal prefer-- 
ences are explicitly additive over U,. 16 The labor supply specification from the two-stage 

• budgeting approach has the form 

H, = y ,  - ( O / W , ) { Y  fl  - Yc  + y ,  Wt}  (4.50) 

and the within-period elasticity is 

W OH [ yH 0) 1 (4.51) 
c e c - -  H ' 3 W  r c =  H -  (1 - - . 

To compare this elasticity with al + Y0t, we can compute the following expression for 
A t e :  

A? 1 = A ,  , + Z ( K ( 1  + r)) J ( y H W  i .... YC). (4.52) 
J 

Now consider a permanent change in the wage, W. Assume (i) K(1 + r) = 1 and (ii) future 
real wages remain at this new level. The corresponding elasticity is 

W c?H TH 
-- (1 ...... 0)-- 1, (4.53) 

H 3 W  H 

which, in this case, is identical to the within-period uncompensated elasticity from the 
two-stage budgeting formulation (4.51). In this case, it turns out that the consumption- 
based measure of other income, yC, is constant for a permanent uniform shift in real wages 
and, consequently, a c matches the policy-relevant elasticity. Consumption levels adjust 
but are exactly offset by the change in W~ H~ in the definition of Yt c = Ct - W~Ht. This 
example shows that, in certain cases, the adjustment for the wealth effect needed to 
account for the unexpected and permanent change in future wages arising from a policy 
change is completely captured in the two-stage budgeting formulation. It also highlights 
the degree to which the intertemporal substitution elasticity overestimates the policy 
relevant effect. 

For completeness, consider now the Frisch elasticity ~br this Stone-Geary specification. 
The Frisch labor supply has the form 

~(' See Ashenfeher and Ham (1979) and Borer (1989) ~br further discussion of this specification, 
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H ,  = YH ( O / W t ) A t  j , 

with elasticity given by 

W 3 H I  __ "YH _ 1. 
c r ~ -  H 3 W  A H 

(4.55) 

This intertemporal substitution elasticity must be non-negative since "/it -> Ht and, since 0 
lies between zero and one, this elasticity is larger than c~ c from the two-stage budgeting 
formulation. 

In general, the equivalence between C~c and c~ / + Y0 found in this Stone-Geary example 
without uncertainty does not hold. The Stone-Geary preference specification and explicit 
additivity over time places strong restrictions on preferences. In Appendix A we describe 
the properties of this and other popular preference models for within-period labor supply. 

One general way to exploit the simplicity of the second stage of the two-stage budgeting 
formulation under uncertainty is to use the linkages between within-period and intertem- 
poral preference restrictions. 17 This combines the within period stage, which conditions on 
consumption, with an Euler equation for the marginal utility of wealth under uncertainty. All 
preference parameters needed to describe both stages of the intertemporal allocation model 
under uncertainty are identified by combining the second stage of the two-stage budgeting 
framework with the Euler equation for consumption. Within-period allocations between 
consumption and leisure are completely described by the labor supply equations that condi- 
tion on the consumption-based measure of full income or the marginal rate of substitution 
condition between consumption and hours. The Euler condition on the marginal utility of 
wealth then recovers the remaining parameters describing intertemporal allocations. 

This approach of combining the two-stage budgeting formulation with the Euler equa- 
tion for the marginal utility of consumption has many potential advantages over the Frisch 
and full lifecycle approaches. Frisch labor supply models specify hours of work directly in 
terms of wages and the marginal utility of wealth. The strong restrictions on preferences in 
the standard log linear specification can be seen directly fi'om the implied form of utility in 
(4.35). Utility is explicitly additive over time, goods and leisure. In general, for the Frisch 
labor supply model to be log linear in the wage and log marginal utility, the intertemporal 
utility must be explicitly additive over time, consumption and hours. However, the two- 
stage budgeting approach requires accurate measurement of consumption as well as labor 
supply and real wages. Moreover, there are many potential pitfalls. Additive heterogeneity 

17 Consider writing the period-specific utility function U(C.Lt,X~) in the intertemporal program (4.27) as 
U(C. L t ,X~) -  G(u(C~, L t, X~), X~), where G is some positive monotonic transformation of a quasi-concave, 
differentiable, within-period utility, u. This expression is convenient since the marginal within-period allocation 
conditions (4.4) become G.u,.(C. L .Xt )  = A~ and G.uc(C~, Lt,Xt) >-- )~tWr. The marginal rate of substitution 
uc/uc ~ MRSL(Ct, Lt, Xt) >- Wr does not depend on G. Consequently, within-period allocations place no restric-- 
tions on G and, therefore, provide no information on the identification of G. In contrast, the Euler condition 
(4.28) involves the derivatives of G and u. Given u, the form of G places restrictions on intertemporal 
preferences. 

R. Bhmdell and T. MaCurdy 

(4.54) 
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at the within-period level does not fit easily into a non-linear Euler equation. Similar issues 
arise with measurement error, endogeneity and non-participation. ~s As with static labor 
supply models, simple specifications may be preferred in empirical applications where 
heterogeneity and measurement error are considered to be overriding issues. 

4.5.3. Summary and some qualifications 
This section has demonstrated the importance of understanding which elasticity is being 
recovered in the empirical analysis of labor supply and has shown that this depends 
crucially on the conditioning variables included in estimation. We have identified four 
"core" elasticities that are commonly estimated and which differ substantially in their 
interpretation. For this purpose we have abstracted, in this section, from important issues 
such as non-linear taxation, discreteness in choices and flexibility in the specification of 
preferences, so as to highlight the differences in interpretation of coefficients across 
alternative specifications. We have argued that, in general, a full lifecycle parameteriza 
tion of the model is needed to evaluate policy reforms. However, we have shown how key 
policy-relevant elasticities can be recovered from the analysis of available data sources. 

The analysis presented here and elsewhere in this chapter is conducted in a partial 
equilibrium framework and, therefore, considers only one side of the market. To analyze 
the impact of a policy reform, a general equilibrium analysis will sometimes be required, 
though discussion of this is outside the scope of this chapter. The model specifications 
examined in this section have been stylized and often relate to simple linear formulations, 
which place strong restrictions on preferences. 19 Furthermore, in focusing on one side of 
the market, these specifications may not directly capture short-term constraints on the 
adjustment of labor supply. Nevertheless, they do include error terms to reflect this and 
should be viewed as representing "average" behavior. Ham (1986a,b) provides evidence 
of the importance of short-run constraints. Extreme liquidity constraints may also limit the 
usefulness of the intertemporal model. Finally, it may be that these simple intertemporal 
models are inappropriate for certain types of workers. For example, in a (unionized) 
bargaining model, hours-wages contracts might implicitly allow for smoothing consump- 
tion via clauses that provide for a steady stream of income in exchange for additional effort 
from the workers in good times. See Card (1994) for a critical review of the intertemporal 
labor supply model. In Section 8 we consider many extensions of the basic intertemporal 
model, though we focus only on those extensions that allow for human capital, habits and 
discrete participation choices. 

5. Policy reforms and the natural  experiment approach 

"Natural experiments" have gained considerable popularity recently, and the simplicity of 

~s Section 8 considers the introductkm of participation in this formulation. 
J9 In Appendix A, we summarize the preference restrictions underlying popular parameterizations of labor 

supply. 
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this estimation method will undoubtedly make its popularity enduring among empirical 
economists for some time to come. This method often goes by the name of  the difference- 
in-difference estimator. This section interprets the essence of  this approach, and it relates 
those applications that estimate how tax and welfare policies influence labor supply to the 
empirical models surveyed elsewhere in this chapter. Although the discussion focuses on 
labor supply analyses, the evaluation presented here applies to any implementation of  the 
natural-experiment approach. 

The natural-experiment approach is not new, nor is it a method that is "non-structural". 
The statistical apparatus underlying this approach has been extensively applied in the 
labor-economics literature since the inception of  empirical work in the field. The basic 
idea is to compare (at least) two groups, one of  which experienced a specific policy 
change, and another with similar characteristics whose behavior was unaffected by this 
policy change. The second group is assumed to mimic a control environment in experi- 
mental terminology. Such comparisons provide the foundation for most empirical work in 
labor economics. The problem comes in creating a control environment, which is done 
either by including exogenous variables in an analysis designed to adjust for relevant 
differences among sample observations, or by selecting observations in a manner that 
permits a matched-pair type of analysis. 

Contrary to many researchers' perceptions, the natural experiment approach relies on 
restrictive structural assumptions analogous to those of  most other methods. In fact, this 
approach is entirely equivalent to the fixed-effects model popularized in the 1970s. By 
writing the model in this way, we are able to compare it with the alternative structural 
models outlined in the previous section and to state the conditions under which a structural 
interpretation can be placed on estimates from studies that use this approach. 

5.1. The natural-experiment approach and the difference-in-differences estimator 

Suppose one is interested in estimating the influence of  a policy instrument on an outcome 
for a group, say outcome Yi, measuring hours of work or participation. The group consists 
of  individuals i = 1 ..... N, with these individuals observed over a sample horizon 
t = l ..... T. (Individuals here may refer to data on groups such as the average in a state 
or in a specific demographic category.) Suppose further that the policy instrument changes 
in particular period t for only a segment of  the group. Let ai, be a zero-one indicator that 
equals unity if the policy change was operative for individual i in period t. Members of the 
group who experience the policy change react according to a parameter y. A framework 
for estimating y expressed in terms of  a conventional fixed-effect model takes the form 

Yit = 7~it + ~'li ÷ m t  -t- 8it , (5.1) 

where r/i is a time-invariant effect unique to individual i, mt is a time effect common to all 
individuals in period t, and eit is an individual time-varying error distributed indepen- 
dently across individuals and independently of  all ~i and m,. 

Estimation of  coefficients in "en'or-components" models, of which Eq. (5.1) is a special 
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case, occupies an extensive econometrics literature. Balestra and Nerlove (1966) and 
Nerlove (1971) discuss a variety of estimation procedures under various assumptions 
regarding the distributions of  ~/z and m,. When 9~i and mt are random components,  meaning 
their distributions are independent of  observed fight-hand side variables, then conven- 
tional general ized least squares produces an est imator that is consistent and asymptotically 
efficient, z° When the distributions of  ~/~ and mt depend on right-hand side variables, the 
literature implements a differencing procedure to calculate consistent estimators, where 
the form of  differencing depends on the particular nature of  the simultaneity problems 
induced by ~/~ and mr. Analysts  commonly refer to these as "within" estimators because 
they rely only on variation within groups in calculations. The fixed-effect estimator, which 
treats ~i and mt as parameters,  is a special case of  such an estimator. 

5.1.1.  D i f f e r e n c e - i n - d i f f e r e n c e s  e s t i m a t o r s  

Suppose both ~i and mt are bel ieved to be dependent  on 6i, in some tmknown manner, and 
one wants to compute a consistent estimate of  3' in (5.1). A popular  version of a within 
estimator involves first differencing (5.1) over t ime to obtain 

AtYit = 'yAtri t  4- # t  q- Ate°it, (5.2) 

where AtYit =- y# - Yi(t 1) and tx t =- Arm . The operator A, differences an individual 's  
observation across periods, and ~t is merely defined to be a parameter  representing the 
difference in common time effects. 

Suppose, for simplicity,  that the sample consists of  only two periods: per iod t - 1 which 
is before the implementat ion of  the policy instrument and period t which is after. Let group 
e represent the "exper imentals" ,  the individuals who experienced the change in the policy 
instrument - and let group c denote the "controls"  - the individuals who encountered no 
policy change. Then least squares applied to (5.2) yields the estimators 

? = A,y e - zX,y c, /2 = ZXty c, (5.3) 

where 

A , y  k = y f  - y f  , ,  k = e,  c ,  

EYe/ 
~ _ ,c/< k - -  e ,  c ,  

N~ ' 

where ~ is the average outcome for group k. zj 
The estimator ~ in (5.3) is identical to what is now known in the literature as the 

20 This estimator accounts for the autocorrelation implied by the disturbance rli +mt  + ~it for an individual, 
and for correlation across individuals implied by the disturbances m, 

2~ The notation ~'i ~ k designates that summation is over all individuals included in group k, and Nk is the total 
number of individuals in group k. 



1610 R. Blundell and T. MaCurdy 

difference-in-difference estimator. The fixed-effect and difference-in-difference estimators 
do not merely share the same asymptotic distribution; they are computationally identical. 

The literature considers many generalizations of fixed-effects models, which in turn 
imply generalizations of the natural-experiment approach. A common extension incorpo- 
rates covariates in (5. l) to obtain 

Y# = Y~i, -}- Zit 0 Jr- 7~i ~- m t + eit, (5.4) 

where Zit includes observed exogenous and/or endogenous variables. 22 A further general- 
ization of this model allows for treatment effects to vary randomly across individuals. 
Under the stringent structural assumptions on time effects and composition highlighted 
below, the difference-in-differences estimator can be shown to recover the average treat- 
ment effect for the treated (i.e., the parameter E(y [ 8it = 1)). Unfortunately, this para- 
meter is subject to conventional sample selection biases and in general cannot be used to 
simulate policy responses. 

5.1.2. Structural assumptions maintained by the difference-in-difference estimator 
Applications of the natural experiment approach typically suggest that it is a "non-struc- 
tural" estimation procedure, but its equivalence to error-components models clearly indi- 
cates that all of the restrictions required for consistent estimation of these models must also 
hold for the difference-in-difference estimator to measure a behaviorally meaningful para- 
meter. The literature has never interpreted the fixed-effect model as non-structural. The 
requirement of two sets of structural restrictions are likely to challenge the credibility of 
many natural-experiment applications concerned with estimating behavioral responses in 
labor supply. 

Assumption l° Time effects in (5.1) (or (5.4)) must be common across experimentals 
and controls. 

More flexible specifications of (5.1) include the following: 

Yit = Y~it + 7li + m~:f + met + eit (5.5) 

and 

Yit = ~/6it @ AtTli + nit -[- git. (5.6) 

Many factors can lead to these generalizations, including failure to include relevant time- 
varying variables in Zi~ that differ across expefimentals and controls. Specification (5.5) 
recognizes that experimentals and controls might experience dissimilar trends and/or 
cyclical effects. Such an event is likely, for example, when the demographic composition 
of experimentals and controls differs; empirical analysis usually shows that the trends and 

22 Hausman and Taylor (1981) and Amemiya and MaCurdy (1986), for example, develop asymptotically 
efficient estimators for model (5.4). 
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cycles differ for married and single people, for men and women, and for high- and low- 
skilled workers. Specification (5.6) allows individual effects to influence outcomes differ- 
entially over time. This phenomenon often happens in analyses of  work or wage outcomes 
over the life cycle. An analysis of  the differential time trends, before and after the policy 
intervention, for each group provides useful information in assessing the reliability of this 
assumption. 

Assumption 2. The composition of both experimentals and controls must remain stable 
before and after the policy change. 

The averages in (5.3) presume that the same individuals make up each group in both 
period t and period t - 1. I f  this is not the case, then differencing does not eliminate 
averages of the individual effects ~?i. instead, the terms 

Ate7 e = ~"  -- ~)"' ', A te '  = f ( '  - f ( '  ' , 

with 

X 
f/ / , ,_ i~j 

Nk, ' k j = e , , e ,  I , C / , C ,  i 

contaminate the estimate of  3' given by (5.3). Even when the groups et and e~ 1 consist of 
different individuals, it can still happen that A ~  ~ vanishes asymptotically keeping 
consistent. These circumstances typically involve random selection mechanisms. How- 
ever, selection into groups made up of workers, as is the case in analyses of  labor supply, is 
invariably not random since it depends intricately on the nature of the policy change. For 
example, a tax change can be expected to alter who works and who does not in a systema- 
tic manner. As a consequence, sample selection terms prevent Ate? ~ from vanishing. 
Exactly the same problem arises for a shifting composition of  the control groups ct and 
ct-j ,  which keeps 2xt~? ~ from disappearing. 

5.1.3. Grouping estimators 
Applications occasionally have grouped data available for their analyses, or they may have 
a discrete grouping variable (instrument) Git that allocates individuals into g = 1 ..... J 
groups of  size N~,t in each period t = 1 ..... T. A modest modification of  fixed-effect model 
(5.1) (or (5.4)) provides a framework for estimating relevant coefficients in many of these 
cases. Suppose also that the discrete grouping variable satisfies the assumption 

Yit = "Y 6# + Og + T~i -}- mt + el ,  (5.7) 

where 0g is a time-invariant effect unique to group g and ~qi is now an elror reflecting the 
deviation of  a particular observafion's individual effect around its respective group mean. 
Defining the group averages 
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Z Yit E Sit E ~# 
Y g t -  i~g  ~ g t  iCg _ __ i~g  

Ng ' - - - N x  ' egf Ng ' 

and averaging Eq. (5.7) over groups yields 

~]gt = y6 g~ + Og + m r = ~gl. 

R. Blundell and T. MaCurdy 

(5.8) 

This is just another version of a fixed-effect model, as long as one maintains the structural 
assumptions for the error components 0v m~ and Ogt for grouped data analogous to those 
outlined in Section 5.1.2 for the components ~/i, mr, and e# using individual data. 

Estimation of model (5.8) - or its variant with the grouped covariates 2g~ also included - 
involves no complications beyond those already discussed. 23 Under the structural assump- 
tions presumed for the conventional fixed-effect model, differencing eliminates the source 
of endogeneity for 6g~. The quantity 6gt represents the proportion in group g receiving the 
treatment. The asymptotically efficient estimators developed for model (5.4) apply here as 
well, with instrumental variables now specified for groups. When there are two groups and 
when the grouping instrument coincides exactly with the policy reform dummy variable 
•it, then this estimator is identical to the difference-in-differences estimator. In any parti- 
cular application, the objective is to find a suitable grouping instrument such that the 
resulting grouped error components satisfy the structural conditions of the fixed-effect 
specification. 

5.1.4. Repeated cross-section or panel  data ? 
Since the difference-in-differences estimator and the instrumental variable estimator 
defined by Eq. (5.3) are expressed in terms of sample means, they can be computed equally 
well using either repeated cross-section or panel data. Panel data only become useful when 
the instrumental variable method uses an historic individual variable as an instrument. For 
example, if past employment status or past tax status is the instrument, then this estimator 
would typically not be available using cross-section data. 

In both the panel data and the repeated cross-section case, the structural conditions are 
still needed to pursue the difference-in-difference estimator. Provided there is no systema- 
tic attrition across groups, panel data allow the groups to be determined in a time-invariant 
way and, therefore, the difference-in-difference approach completely eliminates the indi- 
vidual fixed effects ~i. Thus, no restrictions need be placed on the distribution of the 
individual effects. Repeated cross section data, on the other hand, must satisfy the assump- 
tion that the unobservable individual effects are drawn from the same population distribu- 
tion across periods before and after the reform. Otherwise, the difference-in-differences 
estimator and the instrumental-variable estimator suffer fi'om composition bias. Panel data 
applications still require the strong restrictions on the distribution of the individual "tran- 
sitory" time-varying effects and must retain the common-trend assumption. 

23 See also Angrist (1991) and Moftitt (1993). 
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5.2. Does  the di f ference-in-di f ferences es t imator  measure  behavioral  responses? 

Most advocates of the natural-experiment approach would answer this question as NO, 
and they would be right if behavioral responses refers to substitution and income effects 
familiar in labor supply analyses. Indeed, researchers applying a difference-in-difference 
procedure often emphasize that they have no intention of estimating such effects. 

What, then, is the interpretation of 3' in Eq. (5,1) (or Eq. (5.4))? Clearly, under ideal 
circumstances, 3' measures the total response of a policy change, or, more precisely, how a 
shift in a policy regime influences the average outcome for a worker in the experimental 
group. But one can seldom translate this response into interpretable behavioral effects 
because most shifts in policy regimes involve simultaneous changes in marginal wages 
and net income, and rarely are these changes the same for all individuals making up a 
group. 

To illustrate the issues, reconsider the prototype empirical specification given by Eq. 
(4.30), which we repeat here for convenience: 

ln tJ i t  ~- alnWit + ~ Q i t  -t- eit. (5.9) 

Suppose that a policy shift results in changes in lnW and Q equal to 2~rlnW and AIQ, 
respectively. A translation of this model into the simple fixed-effect framework, 

Yit = 3`(~it -~- T~i + m! @ git, 

is possible by specifying 

Yit = lnHi t ,  (5. I Oa) 

y = o~AtlnW # + ~AtQit ,  (5. ~0b) 

r/i + m t  = odnWit + ~Qit, (5.10c) 

8it - e i t  + 6#[ceAtlnWit + [~AtQil - Y]. (5.10d) 

The coefficient y is the average of aAtlnWit + 13AtQil among the experimentals, and the 
error eit includes the difference between c~AtlnWit + ~AtQit and its mean as one of its 
components. This is one interpretation of the heterogeneous treatment-effects model 
discussed in Section 5. l .I .  Formulation (5.9) assumes that only experimentals experience 
the change in policy, with 6it = 1 signaling the periods and individuals affected by the 
change. Specifications (5.9) restrict the permissible variation in W and Q across indivJ 
duals and time; a form of variation satisfying this property occurs when both lnWi~ and Qi, 
can be represented as the sum of an individual and time effect. (Of course, consideration of 
fixed-effect formulation (5.4) permits some relaxation of these variability restrictions.) 
The natural-experiment framework requires ~it to be independent of 6#, meaning neither 
the structural en'or, eit, nor changes in Wand Q provide any information indicating whether 
an individual is in the experimental group or not. 
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In this idealized model, the difference-in-difference estimator for y measures a 
weighted substitution-income effect given by Eq. (5.10b). We know from our discussion 
in Section 4 that the interpretation of this combined effect depends on the other control 
variables included in Q. If one imagines a situation in which Q properly includes a 
measure of static income or within-period expenditure (such as Eqs. (4.3t) or (4.33)), 
then the substitution effect a corresponds to an uncompensated substitution elasticity. If, 
on the other hand, Q incorporates age-invariant characteristics controlling for lifetime 
wages, preferences and initial permanent income (see Section 4.6), then a conforms to 
the intertemporal substitution elasticity. For still another interpretation, if Q now 
includes controls for age, initial wealth and the expected wage profile (such as Eq. 
(4.46)), then a measures the wage elasticity of hours corresponding to a shift in the 
entire wage profile. 

Without, then, carefully specifying the labor-supply model underlying the fixed-effect 
formulation, it is difficult to know exactly what combination of parameters is being 
estimated by the natural-experiment approach. Including variables in Q needed for an 
interpretation of y invariably implies that one must rely on the generalized fixed-effect 
specification given by Eq. (5.4), meaning that covariates Zit must be accounted for when 
calculating the difference-in-difference estimator. In addition to entering specifications 
directly, the presence of Z# typically alters the formulation of AtQ which further compli- 
cates the interpretation of y. 

Another critical qualification revealed by this attempt to interpret the difference-in- 
difference estimator involves the requirement that only the experimental group experi- 
ences the policy change. If controls also undergo a change at the same time, albeit a 
different change, then the appropriate specification for Eq. (5.1) becomes 

Yit '-- TeSit + ]/c( 1 - -  8it) ~ ~i ~- ml + sil,  (5.11) 

where Ye and Yc represent the behavioral response of the experimentals and controls, 
respectively. 

Such a circumstance would arise, for example, in the case of the ! 986 US tax reform. 
A particular change in the tax code may have directly impacted only a segment of 
taxpayers (experimentals), but many changes were made to the tax code simultaneously 
and literally all taxpayers were affected. This would also be the case if there were general 
equilibrium effects of the policy intervention that affected all wages (or prices) in the 
economy. 

With the term yc(1 - 6i~ ) present in Eq. (5.11), the difference-in-difference estimator 3~ 
loses its interpretation as a response to any policy change. Fixed-effect estimation of Eq. 
(5.11) directly can in principle, recover behavioral responses Ye and y~ with interpretations 
analogous to Eq. (5.10), but most formulations imply correlation between 6i~ and s~,, 
rendering least squares inconsistent. Such correlation arises when the size of the policy 
change is systematically different across experimentals and controls, and this occurs 
almost by definition since it is the nature of the policy change that distinguishes experi- 
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mentals and controls. With endogeneity induced by this correlation, instrumental-variable 
procedures must be implemented to estimate (5.11). 

5.3. A review of some empirical applications 

The empirical applications reviewed here all consider the impact of tax reforms on labor 
supply. The usual strategy adopted for estimation in these studies is to include the policy 
dummy with some controls for the wage, other income and demographic variables. As our 
analysis in Section 5.1 has shown, the interpretation of the estimates from these studies 
depends on which control variables were included and whether, for the groups chosen, the 
required assumptions on the unobservable error terms are plausible. 

A difference-in-differences estimator was used by Eissa (1995a) to evaluate the effects 
of the US 1986 Tax Reform Act (TRA) on married women's labor supply. She uses the 
repeated cross sections of the March Current Population Surveys (CPSs) and compares 
data from the 1984-1986 surveys just preceding the reform and the 1990-1992 surveys 
sometime after. Her study compares the behavior of wives married to high-earning 
husbands (those who were at or above the 99th percentile of the CPS income distribution) 
to that of wives of lower earning husbands (between the 75th and 80th percentile of the 
income distribution). The two groups were affected differentially by the 1986 tax reform. 

Estimates are provided for both participation and hours. In particular, a reduced form 
probit equation for participation and an hours equation which included an inverse Mills 
ratio control for selection were estimated. Demographic variables were entered in the 
model and some specifications allowed for interactions of the response coefficient with 
education level. These adjustments were found to significantly reduce the elasticity esti- 
mates. The reported wage elasticities for hours were between 0.6 and 1 while, for partP 
cipation, elasticity estimates were surprisingly smaller - between 0.1 and 0.6. The choice 
of grouping is controversial since it might be thought that, even given the observed 
included controls, husband's income is not exogenous for the change in his spouse's 
labor supply. Moreover, given the increasing dispersion of incomes and wages among 
all groups during that period, the common time effects (common trends) assumption 
among the unobservable components across the two groups may not be satisfied. 

Eissa's approach was also followed in a recent panel data study of the 1987 Danish tax 
reform by Graversen (1996). He considered the participation and hours worked of women, 
split according to marital status. In both cases, for controls he used a group for which 
predicted tax rate changes were small, using pre-reform hours and wages on the post ~ 
reform tax parameters. No exclusion restrictions appear to have been used to identify the 
selection term. For the difference-in-differences estimates with no controls for observable 
individual characteristics, he found perversely signed effects, but including numbers and 
age of children, for example, resulted in small but positive responses. This sensitivity of 
the difference-in-differences parameter estimates to the inclusion of observable time-vary- 
ing characteristics is indicative of the importance of the conditions placed on the distribuo 
tion of unobservables within each group over time. 
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Eissa and Liebman (1995) focused on the effects of TRA and EITC on single women 
with children. Again, they used data from the March CPSs for the US. Their identification 
strategy was to compare the change in labor supply for women with children to the change 
in labor supply for women with no children. They found that the participation of single 
women with children increased by 1.9-2.8 percentage points relative to single women 
with no children (from a base of 73%). Eissa and Lieberman also found a rather more 
surprising result that the EITC expansion in the Tax Reform Act had no perceptible effect 
on the hours of work of single women with children who were already in employment. The 
use of women with no children as a control group is open to criticism on a number of 
grounds. First, the conditions on the time and composition effects among the unobserva- 
bles is unlikely to be satisfied in the repeated cross-sections of the CPS, even given the 
included regressors. Second, women with no children are probably working closer to their 
upper bound, as far as participation is concerned, and would not, therefore, be expected to 
increase participation. This is really a failure of the common trends assumption since such 
women may not, therefore, be able to absorb an upward common trend to labor supply on 
the participation margin. 

Blundell et al. (1998b) consider the use of the sequence of tax reforms in the UK over 
the 1980s and early 1990s to study the hours responses of married women from a long time 
series of repeated cross-sections. A semi-log linear labor supply equation (see Eq. (4.54)) 
was specified with additive controls for other income, children, education and birth cohort. 
In contrast to the other studies discussed in this section, the hours equation included the log 
of the post-tax hourly wage rate and other income as well as a number of demographic 
controls. Other income was defined by the difference between consumption and the 
product of hours worked and the post-tax marginal hourly wage. This definition of 
other income is consistent both with intertemporal two-stage budgeting in the absence 
of liquidity constraints and with the presence of liquidity constraints as described in 
Section 4 above. The estimated labor supply model allowed the demographic variables 
to interact with the log wage and other income variables. 

Two alternative estimators were considered. The first was a difference-in-differences 
estimator that grouped the sample by taxpayers and non-taxpayers. This was argued to be 
invalid because, under very general conditions, the composition of the two groups could be 
expected to change in a non-random way in response to the tax reforms. The second 
approach grouped by education and age cohort. This exploited the systematically changing 
distribution of wages by education and cohort group in the UK described in Section 3.4, 
The idea was that the differential growth in wages across birth cohorts by education group 
reflects changes in the demand for labor, possibly due to skill-biased technical change, and 
could be excluded from the labor supply equation. The log marginal hourly wage, which 
was included directly in the labor supply specification regression, together with the other 
income variable and participation in work, were treated as endogenous. The estimator can, 
thus, be interpreted as a (grouping) instrumental variable estimator in which the changes in 
the demand lbr the different skills of each education and cohort group are assumed to be 
exogenous and validly excluded from labor supply given the inclusion of the wage and 
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income variables. The education and cohort interactions with time, which were the 
excluded instalments, were found to be jointly significant in the wage and other income 
reduced forms. 

The reported uncompensated labor supply elasticities, although small, were all positive 
and highest for women with children of pre-school age. The income elasticities were all 
negative, except for those women with no children, for whom they were essentially zero, 
As a result, the compensated wage effects, which matter for welfare, were all positive and 
the model was found to be consistent with standard theory everywhere in the data. In 
comparison, the estimates that use taxpayer status as a grouping instrument showed a 
significant negative wage elasticity. This negative estimate was argued to reflect the 
systematic change in the composition of the taxpaying group. During the period consid-- 
ered, there were many new entrants into this taxpaying group who had systematically 
lower hours. This non-random change in composition invalidates the second assumption 
of Section 5.1.2 on the composition of groups across time. 

A number of additional experiments were reported that varied the control variables 
and instruments. In one experiment the time effects and the cohort/education effects 
were excluded. Only age and age squared were entered along with the demographic 
variables, the log marginal wage and the other income variable. This makes the speci- 
fication similar to that in traditional cross section studies, such as those reviewed by 
Mroz (1987), except that the data contain a large number of time periods. Both the 
other income and wage elasticities became much larger. The resulting estimators are 
similar to those reported in the Arellano and Meghir (1992) study on the UK where 
education was used as the identifying instrument. As in the Eissa (1995b) study, 
controlling for education in the labor supply equation has the property of reducing 
the wage elasticity. 

Eissa (1996) considers the case of labor supply responses to the sequence of tax 
reforms during the 1980s in the US. As in her previous studies, she uses March CPS 
data but this time over a longer period - 1976 to 1993. Moreover, the grouping was by 
education level. She finds only weak evidence of an increase in male labor supply in 
response to the Tax Reform Act. This poses an interesting issue relating to the larger 
effects on taxable income that have been found in studies that use tax-return data directly 
such as Feldstien (1995). 24 

6. Estimation with non-participation and non-linear budget constraints 

To analyze how tax and welfare policies influence hours of work, there has been a steady 
expansion in the use of sophisticated statistical models characterizing distributions of 
discrete-continuous variables that jointly describe work and program participation. 
Considered at the forefront of research in this area, these models offer a natural mechan- 

24 TIffs could be reconciled if it can be shown that certain groups of individuals respond to tax reforms on other 
margins. 
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ism for capturing the institutional features of  both tax and welfare programs. This section 
describes how to estimate the effect of these programs on labor supply using these 
models. 

These models build on standard approaches for dealing with censored and missing data. 
The basic principles underlying these approaches are well documented in the econometrics 
literature. In what follows, we provide explicit details on applying these methods to 
incorporate fixed costs, missing wages and discrete program participation in models of  
labor supply behavior with taxes and welfare. 

6.1. B a s i c  e c o n o m i c  m o d e l  wi th  taxes  

Consider a model of  static labor supply where individuals determine hours of  work and 
consumption by maximizing a utility function U(C,h) subject to the budget constraint 

C = Wh + Y - r(t) ,  (6.1) 

where C is the consumption, W is the gross wage/h, h is the hours of market work, Y is the 
non-labor income, r is the taxes determined by the function r(.), I is the taxable income 
per year, I = Wh + Y - D, and D is the deductions per year. 

Due to different marginal tax rates in the various income brackets combined with the 
existence of  non-labor income, the budget set is inherently non-linear in most instances. 
The literature applies two approaches for modeling the non-linearities induced by taxes: 
piecewise-linear functions that recount the brackets making up tax schedules; and smooth 
differentiable relations that summarize the tax rates implied by bracketed schedules. This 
section outlines each of these approaches, along with the procedures implemented to 
estimate labor-supply parameters associated with each approach. 

In the absence of  taxes, maximization of  the utility function subject to the budget 
constraint defines the labor supply function 

h = f ( W ,  Y, v), (6.2) 

where v is an error reflecting the contribution of factors relevant to economic agents and 
unobserved by the econometrician. 25 With W and Y reinterpreted as "after-tax" measures, 
the construction of  which is presented below, f continues to describe hours-of-work 
behavior even when complex non-linearities affect budget constraints, as is the case 
with taxes. The objective of most labor-supply analyses is to estimate the parameters of 
the function f. 

6.1.1. S t ruc ture  o f  taxes  

The institutional features of income and program taxes occupy a great deal of  attention in 

25 It is straightforward to replace Eq. (6.2) byflW, KX, v) where X is a vector incorporating measured variables 
affecting agents' choices. We suppress X for notational convenience, f, of course, depends on a parameter vector 
which we "also suppress. 
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H~um 

Fig. 15. Budget constraint with income taxes. 

the labor supply literature. As described in Section 2, the complexit ies  introduced by the 
US and the UK tax system, for example,  contort the budget constraint faced by a typical 
worker. Model ing this constraint is often thought to be essential in labor supply analysis 
for capturing the opportunities available to individuals. For  example,  the overall tax 
schedule in the US consists of  five components:  

~Y, E) = FEDTX + STATX + EITC + SSTAX + WELFARE,  (6.3) 

where ~-(Y,E) is the overall  tax schedule, E is earned income, FEDTX is tile federal income 
tax schedule, STATX is the state income tax schedule, EITC is the earned income tax 
credit schedule, SSTAX is the social security tax schedule, and W E L F A R E  is net transfers 
from public assistance programs. 

Each of these schedules has its own method of  computing " taxable"  income, but all in 
some way base calculations on a distinction between Y and E. We ignore these cons idera  
dons here. Both federal and state income tax schedules compute taxes based on income 
brackets, which induces piecewise linear budget  constraints. The other programs are 
applicable over only part of  the income range which also creates brackets. 

6.1.2. P i e c e w i s e  l inear  cons t ra in t s  

Fig. 15 shows a hypothetical  budget constraint for an individual in the US faced with 
federal income taxes alone, state income taxes alone, or both. 26 In this diagram, h denotes 
hours of work, and "Consumption"  denotes total after-tax income or the consumption of 
market  goods. The segments of  the budget constraint correspond to the different marginat 
tax rates that an individual faces. In particular, he faces a tax rate of ta between Ho hours 
and H1 hours (segment 1) and tax rates of tB and tc, respectively, in the intervals (HI, H2) 
and (//2, H) (segments 2 and 3). Thus, the net wages associated with each segment are: 

2(, Note that h = H0 -- 0 corresponds to 0 h of work. As we move from right to left in these figures, hours of 
work increase. 
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H~ H 2 H1 

Fig. 16. Budget constraint with EITC. 

wl = (l  -- t A ) W  for segment  1, w2 = (1 -- tB )W for  segment  2, and w3 = (1 - t c ) W  for 

segment  3. Vir tual  i ncome  for each segment  (i.e., i n c o m e  associated with a l inear extra- 

polat ion of  the budget  constraint)  is ca lcula ted as: yj = Y -  ~Y,  0); 

Y2 = Yl + (wj - w2)H1; and Y3 = Y3 + (w2 - w3)H~. Changes  in tax brackets  create the 

kink points.  

Fig. 16 shows a budget  constraint  affected only by the E I T C  schedule,  27 and Fig. 17 

shows a budget  constraint  that reflects the effects o f  the social  security tax alone. % As seen 

in Fig. 18, wel fa re  benefi t  programs create a budget  set that resembles  the one for Social  

Security.  Al l  o f  these taxes induce non-convex i t i es  in opportuni ty  sets. 

S u m m i n g  these var ious tax components  creates an overal l  tax-transfer  schedule  with 

two no tewor thy  features. First, the schedule  faced  by a typical  individual  inc ludes  a large 

number  o f  different  rates. Translated into the hours -consumpt ion  space, this impl ies  a 

large number  o f  kink points in the budget  constraint.  Second,  for most  individuals  the tax 

schedule  contains  non-convex  portions,  which  arise fi 'om four  potent ial  sources. The first 

arises f rom a fall  in the EITC tax rate at the break even  point.  In Fig. 16, that point  occurs 

a t / / 2  where  the tax rate falls f rom a posi t ive  value  to zero. The  second source occurs  when 

the social  securi ty tax hits its m a x i m u m  (at H / i n  Fig. 17), where  the corresponding tax rate 

goes  f rom a pos i t ive  value  to zero. A third source is the non-convex i ty  in t roduced by the 

structure of  the standard deduction.  Final ly,  i f  a worke r ' s  f ami ly  part icipates in any 

welfare  program,  then significant non-convex i t i es  arise as benefits  are wi thdrawn when 

earnings increase.  

27 The EITC is a negative income tax scheme which can induce, in the simplest case, two kinks in a person's 
constraint: one where the proportional credit reaches its maximum (Hi in Fig. 1 6), and one at the break even point 
where the credit is fully taxed away (H2 in the figure). The tax rates associated with the first two segments m'e ta, 
which is negative, and tv, which is positive. Thereafter, the EITC imposes no further tax. 

28 The social security tax is a proportional tax on earnings up to a specified earnings level, after which the 
amount of tax paid is the same regardless of earnings. As a result, Fig. 1 7 shows a constraint with a single interior 
kink (given by H~ in the figure) corresponding to the maximum proportionally taxed earnings level. The tax rate 
on the segment leading up to that kink is tA, switching to zero on the second segment. 
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H H2 H~ il 

Fig. 17. Budget constraint with Social Security Tax. 

6.1.3. C o n s t r u c t i n g  a d i f f e ren t iab le  cons t ra in t  

Approximating the tax schedule by a differentiable function leads to a simple approach for 
developing an empirical  model  of  labor supply that recognizes the influence of taxes. A 
convenient approach for constructing this function is to approximate the marginal tax rate 
schedule - a step function - by a differentiable function. This approximation must itself be 
easily integrable to obtain a simple closed form for the tax function. 

An elementary candidate for constructing a differentiable approximation that can be 
made as close as one desires to the piecewise-l inear  tax schedule has been applied in 
MaCurdy et al. (1990). To understand the nature of the approximation,  return to Fig. 15~ 
One can represent the underlying schedule as follows: 

" / ( l (h ) )  = t a from I (Ho)  to l ( I t l )  

= te from I(H1 ) to I(H2) 

.... t c above I(H2), (6.4) 

= 

3 

H2 H 1 

Hours 

Fig. 18. Budget constraint with welfare. 
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where ~-'(l(h)) is the marginal tax rate, l (h)  is taxable income at h hours of  work, and ti is 
the marginal tax rate, i = A , B ,  C.For exposit ional simplicity,  suppose that tA = O. 
Consider the following approximation of this schedule which uses three flat lines at the 
heights ta ( = 0), tB and tc and weight functions parameterized to switch the three lines on 
and off at appropriate points: 

~'([(h))  = IB[OI (I(h))  - (/}2(l(h))] + t c[O2( l (h) )] ,  (6.5) 

where the weight functions are given by (l~i(I(h)) = the cumulative distribution function 
with mean bi and variance o-i 2, i = 1, 2. The middle segment of  the tax schedule has height 
tB and runs from taxable income I(H1) to 1(1t2). To capture this feature, parameterize O1(.) 
and 4)2(-) with means P,t = I ( H j )  and tx 2 = I(H2),  respectively, with both variances set 
small. The first distribution function, O1(.) takes a value close to zero for taxable income 
levels below I(HI) and then switches quickly to take a value of one for higher values. 
Similarly,  02(.) takes a value of  zero until near / ( / /2)  and one thereafter. The difference 
between the two equals zero until I (HO,  one from I (HI)  to I(H2) and zero thereafter. Thus, 
the difference takes a value of  one just  over the range where te is relevant. Notice that we 
can control when that value of  one begins and ends by adjusting the values Ixl and ~2. 
Also, we can control how quickly this branch of  the est imated schedule turns on and off by 
adjusting the variances of the cumulative distribution functions, trading off a more 
gradual, smoother transition against more precision. In general, adjusting the mean and 
variance parameters allows one to fit each segment of  a schedule virtually exactly, switch 
quickly between segments, and still maintain differentiability at the switch points. 

A generalization of  this approximation takes the form 

k 

%'(I(h)) = Z [@i(l(h))  - ( D i + l ( l ( h ) ) ] b i ( l ( h ) ) ,  (6.6) 
i =  I 

where the functions bi(l(h)) are polynomials  in income. With the @i denoting normal 
c.d.f.s, function (6.6) yields closed form solutions when it is either integrated or differ- 
entiated. 29 The resulting approximation can be made to look arbitrarily close to the budget 
constraint drawn in Fig. 15, except that the kink points are rounded. 

6.2. I n s t rumen ta l - var iab l e  es t imat ion  

Conventional non-linear instrumental-variable procedures offer a robust method for esti- 
mating particular forms of the labor-supply function f i n  Eq. (6.2), forms that permit the 
specification of  structural equations that are linear in all sources of disturbances. As 
discussed in Section 4, the development of  such specifications is a substantial challenge 

29 Total taxes are given by: r(1) = .~ ~-~(I)d/. The following relations enable one to calculate an explicit form for 
~-(X): f @dl = 10 + ¢, f I@dl = (1/2)12@ - (1/2)@ + (1/2)1¢, f 12@dl = (1/3)13@ - (2/3)~o + (1/3)I2q~, 

13qktl -- (1/4)14q) - (3/4)0 + (3/4)1@ + (1/4)13 q~. In this expression, @ refers to any @i's, and ¢ designates 
the density function associated with (b. 
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for it proves difficult to discover a preference map that produces additivity in structural 
disturbances - errors reflecting unobserved differences among people (heterogeneity) - 
while at the same time permitting measurement errors in hours and wages to enter linearly. 

6.2.1. A use fu l  c h a r a c t e r i z a t i o n  o f  labor  s u p p l y  w i th  taxes  

The introduction of  a non-linear tax schedule into a model of  labor supply poses few 
analytical difficulties when the schedule generates a strictly convex constraint set with a 
twice-differentiable boundary. Utility maximization in this case implies a simple charac- 
terization of  the hours-of-work choice. 

With ~- denoting the smooth function that approximates the tax schedule, specify the 
marginal wage rate and "virtual" income as 

to = to(h) = (1 - ~J)W, 

y = y ( h )  = Y -t ̀  E - ~c toh = Y + ~ /Wh -- ~ =  C -- wh, (6.7) 

where E ---- W h  is gross earnings, and ~- and ~-/ (the derivative of  the tax function with 
respect to income) are evaluated at income level I = l ( h )  = Y + W h  - D which directly 
depends on the value of h. In Eq. (6.7) we write the marginal wage to = to(h) and virtual 
income y = y ( h )  as functions to emphasize their dependence on hours h. 

Utility maximization implies a solution for hours of work that obeys the implicit 
equation 

h = f ( t o ( h ) ,  y (h) ,  v),  (6.8) 

where we write the marginal wage to -- to(h) and virtual income y - y ( h )  as functions to 
emphasize their dependence on hours. Figs. 15 and 18 illustrate this representation of the 
solution for optimal hours of work. This characterization follows from work on taxes and 
labor supply (e.g., Hall, 1973) that represents a consumer as facing a linear budget 
constraint in the presence of non-linear tax programs. This linear constraint is constructed 
in a way to make it tangent to the actual non-linear opportunity set at the optimal solution 
for hours of  work. The implied slope of  this linearized constraint is to(h) and the corre- 
sponding value of  virtual income is y(h) .  Eq. (6.8) constitutes a structural relationship that 
determines hours of  work. By applying the Implicit Function Theorem to specification 
(6.8), we can solve this implicit equation for h in terms of W, Y, and other variables and 
parameters entering the functions ~- andf.  This operation produces the labor supply fnnc 
tion applicable in the non-linear tax case. 

6.2.2° A s t ruc tu ra l  e q u a t i o n  o f  l abor  supp ly  w i t h  taxes  

Relation (6.8) directly provides the basis for formulating a structural equation that can be 
estimated by standard instrumental-variable procedures. Consider, for example, the semi- 
log specification3°: 

.~0 See Eq. (A.5) in Appendix A. 
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h = f ( w ,  y, v) = t x + Z y + ozlnw + /3y  + v, (6.9) 

where tx, y, or, and /3 are parameters, Z is a vector of observed determinants of labor 
supply (e.g., age, family size, etc.), and v is a structural disturbance capturing unobserved 
factors influencing hours-of-work decisions. The marginal after-tax wage o) enters this 
specification in a natural log, so c~ represents a hybrid of an uncompensated substitution 
effect and elasticity. The coefficient/3 corresponds to an income effect. 

Conventional instrumental-variable procedures offer a robust method lbr estimating the 
coefficients of  the semi-logarithmic specification of  the labor supply function given by Eq. 
(6.9). In the absence of  measurement error, inspection of  Eq. (6.9) reveals that the error 
term enters linearly into the specification. Consequently, variables that are orthogonal to 
the structural disturbance v can serve as instruments for estimating the parameters deter- 
mining substitution and income effects. The implementation of  such procedures imposes 
no parametric restrictions and it allows one to consider a wide variety of exogeneity 
assumptions. 

In many data sets there are serious suspicions that hours of  work and wages are reported 
with error. Suppose h* denotes measured hours of  work and that the function h*(h,e) 
relates h* to actual hours, h, and to an error component, ~. An interesting specification 
for characterizing the form of reporting error is given by the multiplicative structure: 

h* = h*(h, ~) = he ~, with W* = E/h*, (6.10) 

where e is distributed independently of  h and v, and the distribution of the measurement 
en'or component ~ satisfies the moment condition E(e ~) = 1, implying that h* and h have 
the same expected value. Whereas W = E/h defines the true hourly wage rate, W* desig- 
nates the data available on wages. This formulation presumes not only measurement error 
in hours, but also the existence of  reporting error in hourly wage rates due to its construc- 
tion. Assuming accurate observations on E, calculating wages by dividing total labor 
earnings by reported hours induces a reciprocal relation in the measurement error linking 
data on hours and wages. 

Incorporating the multiplicative measurement error model given by Eq. (6.10) into the 
semi-logarithmic specification of labor supply presented in Eq. (6.9) yields the empirical 
relations 

h * = ~ + Z y + c d n c o * + / 3 y + u ,  (6.11) 

where 

ln~* = ln(E/h*) + ln(l -- r~)~ 

/2 = / x  - ao2~/2, (6.12) 

u -- v + a(~" + o'2j2) + (h* - h) = v + cr(e + o~/2) + h(e ..... 1). 

Relation (6.7) continues to define the variable y. This virtual income quantity and the 
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marginal tax rate ~./are not contaminated by measurement error because they are functions 
of Y, E and ~-z which are known without errors. The variable lno)* represents the natural 
logarithm of the after-tax wage rate evaluated at observed hours, which differs from the 
actual marginal wage due to the presence of  reporting error in hours. The disturbance u 
possesses a zero mean since E(e)= -o2J2, E(e ~) = 1, and the error e is distributed 
independently of  all endogenous components determining h, including the heterogeneity 
disturbance v. 

Interpreting relation (6.11) as a structural equation describing labor supply, instrumen- 
tal-variable methods continue to offer a flexible scheme for consistent estimation of 
substitution and income parameters. Due to the heteroscedasticity of  the disturbance u 
in Eq. (6.11), the estimation procedure must compute robust standard errors to produce 
valid test statistics. For consistent estimation of  the parameters of Eq. (6.11), one needs to 
be able to identify a set of  variables X that are orthogonal to the structural disturbance v, 
independent of measurement error e, and are capable of predicting the endogenous vari- 
ables o9" and y. Selecting alternative formulations of X offers the opportunity to entertain a 
variety of  exogeneity assumptions, even with measurement error present, thereby indicat- 
ing the direction of  potential biases in estimated work disincentive effects arising from 
these assumptions. The maximum-likelihood approaches discussed below typically main- 
tain that all sources of income are exogenous determinants of  work hours, including W~ 
and Y (i.e., the gross wage rate, non-taxable non-labor income, and non-labor taxable 
income). Judicious inclusion and exclusion of  these income sources in X provides a 
basis for judging whether endogeneity of wages and/or incomes is a problem. Of course, 
the ability to test these exogeneity assumptions critically relies on there existing a suffi- 
cient number of  elements in X that satisfy exclusion restrictions in Eq. (6.11). 

6.2.3. Lifecycle considerations 
As outlined in Section 4, substituting an alternative measure lbr the variable y in Eq. (6.9) 
creates a labor-supply specification that is consistent with decision-making in a lifecycle 
context, and this specification can in turn be modified to account for the existence of  
income taxes. 31 In a static analysis with taxes, one specifies virtual income as 

y = Q -- o)h, with Q = Y + E - ~-, (6.13) 

where the income components making up the quantity Q represent current income in the 
period. In such an analysis Q = C by assumption. However, in an intertemporal setting it 
need not be the case that y = Y + E - ~--  o)h since one can have C - o)h ¢ Y + E - 
~- - ~oh due to saving or borrowing. As shown in Section 4, in a multiperiod framework, 
with or without an uncertain future, the construction of  the virtual income variable y (or, 
more precisely, the quantity Q) must account for net savings in the period. 

Given the availability of  data for each family'  s total consumption, a formulation for Q 
that obviously accomplishes this task is to set 

31 For details beyond the discussion presented in this subsection, see MaCurdy (1983), 



1626 R. Blundell and T. MaCurdy 

y = Q - wh, with Q = C (6.14) 

as the measure of virtual income. Given this construction for y, and lifetime utility maxi- 
mization with strongly separable preferences over time, the function h = f(~o, yv) char- 
acterizes the optimal lifecycle choice of labor supply in the period under consideration. 

Standard two-stage least squares procedures continue to provide a computationally 
simple method for consistently estimating the parameters of the function f, assuming, of 
course, that the empirical specification o f f  is linear in disturbances-such as specification 
(6.9). One can apply linear or non-linear instrumental-variable procedures to estimate 
coefficients depending on whether the specification of f is linear or non-linear in para- 
meters, with robust standard errors computed when appropriate. 

6.3. Max imum likelihood: convex differential constraints' with ful l  participation 

Maximum-likelihood estimation of labor-supply models with a tax schedule described by 
a twice-differentiable boundary implying a convex budget set poses few difficulties. 
Provided the gross wage variable and the other income variable are assumed free from 
measurement error and independent of unobserved heterogeneity, such an estimation 
approach need not heavily rely on exclusion restrictions to identify parameters. In contrast 
to the case when implementing instrumental-variable procedures, even though marginal 
wages and virtual incomes are endogenous, non-linearities introduced through distribu- 
tional assumptions provide a valuable source of identification. Because exclusion restric- 
tions are often difficult to justify, many researchers turn to maximum likelihood to avoid 
making ad hoc exclusion properties. Of course, the independence assumptions on the 
distribution of unobserved heterogeneity in these maximum likelihood approaches are 
strong and are precisely what is being relaxed in the fixed effects models that underlie 
the difference-in-differences and related approaches outlined in Section 5. 

6.3.1. Specification o f  likelihood functions with multiplicative measurement  error 
Considering maximum-likelihood estimation of the model analyzed in Section 6.2, 
suppose the heterogeneity-error-component v in tile labor-supply function (6.9) and the 
disturbance e in the measurement-error equation (6.10) for hours of work is independent 
of the gross wage and other income and possesses the joint distribution: (u, e) ~ g~., 
where g,~. designates a density function. Using relations (6.9) and (6.10) to perform a 
standard change in variables from the errors v and 6" to the variables h and h* produces the 
likelihood fnnction needed to compute maximum-likelihood estimates. The transforma- 
tion from (v,e) to (h,h*) is monotonic for a wide range of functional forms for f as long as 
the underlying preferences satisfy quasiconcavity and budget sets are convex. 

Without measurement error, the likelihood tunction for hours of work, h, takes the form 

dv 
l = ~£g~(h  - # - Z y  - cdnW cdn(1 - ~-~) - /3y), (6.15) 

where g,, is ttle marginal density for u, and the Jacobian term is 
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dhdV ( (  C~w(1 - T') h \ W 2 O T t ' _  -- 1 + /3 ) ~ - ) ,  (6.16) 

which is requi red  to be non-negat ive .  In Eqs.  (6.15) and (6.16), the der ivat ive  ~-~ is 

eva lua ted  at I = W h  + Y - ~ ( W h  + Y) .  

With  mul t ip l ica t ive  measu remen t  error, the l ike l ihood funct ion  for  observed  hours h* 

becomes  

f ....... ge [maxh{ .... dv  , 
1 = - lnh ,  h - - Z y  - cdmo - / 3 y ) O ( W ) d h d W ,  (6.17) J o  30 ~ g '~( lnh /x 

where  in tegrat ion occurs  over  the hourly wage,  which is unobserved,  using its density 

O(W). 32'33 The  non-nega t iv i ty  o f  the Jacobian te rm clear ly  p laces  restr ict ions on the 

behavioral  parameters  and we  discuss these restr ict ions further be low.  

6.3.2 .  A p o p u l a r  l i n e a r  e m p i r i c a l  s p e c i f i c a t i o n  

One of  the mos t  numerous  c o m m o n l y  appl ied empir ica l  specif icat ion for labor supply 

imp lemen ted  in m a x i m u m  l ike l ihood analyses - part icularly those using the p i ecewise  

l inear approach discussed be low - takes the l inear  form: 

h = f ( o ) , y , v )  = IX + o~o~ + / 3 y  + Z T +  v ~  h + v, (6.18) 

where  the unobse rved  error componen t  v represents  he te rogenei ty  in preferences  with 

v ~ ga,lu;, where  g~ denotes  the margina l  densi ty  of  t,. In conjunc t ion  with  this specifica- 

tion, analyses  also p re sume  measu remen t  error in hours of  work  possess ing  the classical 

32 This likelihood function fundamentally differs from the one proposed in Eq. (D.5) in Appendix D of 
MaCurdy et al. (1990). The particular form of the labor-supply model considered in MaCurdy et al. (1990) is 

(a) h* -- # + Z y  + c~o* + Cly + u 

with h* = he ~. The analog of (6.17) for this linear specification is 

i ........ (b) l = ~( lnh*  lnh, h - I x Z y  o~o - [3y)~p(W)dhdW 
0 o 

with (dv/dh) = 1 + (c~ [~h)W2(O"//Ol). Likelihood function (b) is the valid specification for estimating mode] 
(a), whereas likelihood function (D.5) presented in MaCurdy et al. is not - unbeknownst, unfortunately, to the 
authors of MaCurdy et al. Specification (D.5) of MaCurdy et al. implicitly conditions on the true wage rate W, 
even though earnings, E, rather than W appears in (D.5). W is an unobserved variable in the analysis and~ 
therefore, must be integrated out of (D.5) to obtain a valid formulation. Specifications (b) and (6.17) incorporate 
this integration. MaCurdy recognized this oversight when reconciling some Monte Carlo findings done by 
Lennart Flood during his visit to Stanford in 1996; Lelmart's assistance in revealing this problem is gratefully 
acknowledged. 

33 If Wis not independent of u and e., then (6.17) is replaced by 

fmaxwage fmaxhours dv 
l =  o o dhg~ew(lnh* lnh, h - / x  - Z7 - cfln~o [3y, W)dhdW, 

where g,~w is the joint density of v, e, and W. 
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linear functional form 

h* = h*(h, e) = h + ~, (6.19) 

where ~ ~ g~, with ~ and v independent. The measurement error component ~ represents 
reporting error that contaminates observations on h for individuals who work. 

The derivation of likelihood functions for this case is straightforward given the assump- 
tions about preferences and budget constraints maintained to this point. Assuming no 
measurement error (i.e., h" = h), a change in variables from the heterogeneity error v 
to actual hours h using relation (6.18) yields the likelihood function for h: 

dv 
gh(h) = ~ h  g d h  - Iz~ - Z T  - cr~o - jGy), (6.20) 

where the Jacobian term is 

dv  _ 1 + (or - [ 3 h ) W  2 ~7"1 
dh 8/ (6.21) 

This Jacobian term is restricted to be non-negative over the admissible range. Maximizing 
(6.20) yields maximum-likelihood estimates for the parameters of the labor supply func- 
tion f, which provide the information needed to infer the work disincentive effects of 
taxation. 

If hours are indeed contaminated by additive measurement en-or, then the likelihood 
fnnction for observed hours h* = h + e is given by: 

f 
m a x h o u r s  

g , (h*  - h)g1,(h)dh. (6.22) gh' (h  *) -~ dO 

This expression resembles relation (6.20) except that integration occurs over hours to 
account for the existence of reporting error, and h* replaces actual hours h in the Jacobian 
term in (6.17). 

6.3.3. Impos i t i on  o f  behav iora l  res tr ic t ions  wi th  d i f ferent iable  constraints" 

The implementation of maximum likelihood procedures imposes interesting and important 
restrictions on behavioral parameters in the presence of non-linear budget constraints. 
Consider, for example, likelihood function (6.22). For this specification to be a prop- 
erly-defined likelihood functions, the Jacobian (6.21) must be non-negative. Violation 
of this condition implies that the density function for h is negative, which obviously cannot 
occur. Relation (6.20) indicates that this non-negativity condition translates into the prop- 
erty 

Ow Oy \ Ol ] <- O, (6.23) 

where h ~ (~f') refers to the labor supply function. The left-hand side of this inequality is the 
Slutsky term. This inequality result does not require compensated substitution effects to be 
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positive as quasi-concave preferences mandate, only that these effects cannot become too 
negative. 

Maximum likel ihood procedures yield nonsensical results unless Eq. (6.23) holds. 
Without measurement  error, estimated parameter values cannot imply a violation of Eq. 
(6.23) at any of  the data combinations (h,w(h),y(h)) actually observed in the sample. If  a 
violation occurs, then the evaluation of Eq. (6.22) for the observation associated with this 
combination would result in a non-positive value which causes the overall  log l ikelihood 
function to approach minus infinity-which clearly cannot represent a maximum. With 
measurement error, maximum likel ihood estimation applied to Eq. (6.22) ensures that a 
weighted average of Eq. (6.22) holds, with weighting occurring over all combinations of 
hours, marginal wages, and virtual income lying in the feasible range of  the budget 
constraint of any individual  included in the sample. Since maximum l ikel ihood procedures 
assume the validity of  such restrictions when calculating estimates of  the coefficients of h ~, 
the resulting est imated labor supply function can be expected to exhibit  compensated 
substitution effects that obey inequali ty (6.23) over a very wide range of  hours, wages, 
and incomes. 34 Section 6.4.3 revisits these restrictions, relating them to those invoked in 
cases when maximum likel ihood is used with non-differentiable (piecewise-linear) tax 
functions. 

6.4. Maximum likelihood: convex piecewise-linear constraints' with full  participation 

The majori ty of  empirical  labor-supply studies incorporating taxes treat the tax schedule 
as a series of  brackets implying a piecewise-l inear  budget set. With  such a tax function, 
the familiar change-in-variables techniques implemented in conventional maximum like- 
lihood do not apply due to the non-existence of the Jacobian over measurable segments 
of  the sample space, which occurs since the functional relationships characterizing 
hours-of-work choices are not differentiable. Moreover,  a piecewise- l inear  budget set 
creates endogenous variables (hours and after-tax wages) that are both discrete and 
continuous in character, complicat ing the use of  instrumental-variable procedures, 
which require the inclusion of sample-selection terms in equations to produce distur- 
bances with zero means. 

6.4.1. Characterization of  labor supply with piecewise-linear constraints 
To illustrate the derivation of an est imable labor supply model using the piccewisc-linem 
approach for the model  described in Section 6.1.2., consider the simple case of  a budget set 
with only three segments as presented in Fig. 15. The preceding discussion defines tile 
variables yj, w.i, and Hi appearing in this figure. To locate the kinks and slopes of  the budget 
constraint for an individual,  a researcher must know the individual ' s  level of  non-labor 

34 It is, of course, computationally feasible to use (6.22) in estimation and not require gh to be defined over the 
entire range of its support. Computationally one merely requires gh to be non-negative over a sufficiently large 
region to ensure (6.22) > 0. Of course, not requiring gh ~> 0 over its relevant range produces a nonsensical 
statistical model. 
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income, gross wage rate, hours of  work, and the structure of the tax system. The hours of 
work at which kinks occur are given by Hj = (lj - Y + D) /W,  where Y and D, respec- 
tively, represent taxable non-labor income and deductions, and !i is the maximum taxable 
income for segment j .  The slope of  each segment is given by the marginal wage rate for 
that segment: (0j = W(I - tj), where j denotes the segment, tj signifies the marginal tax 
rate for that segment, and Wis the gross wage rate/h. Finally, the non-labor income at zero 
hours of  work - the intercept of the budget line - is Y l = V + Y - ~ Y  - D), where r(-) is 
the tax function evaluated at the individual ' s  taxable income at zero earnings. Given this 
intercept value, virtual incomes or the intercepts associated with successive budget 
segments are computed by repeated application of  the formula: yj = y  j_ j +  

(~j) - ~ o j ) H j _  L. 

Given a convex budget constraint, an individual ' s  optimization problem amounts to 
maximizing U(C,h) subject to 

C = Y l  i f h  = 0, 

= O) lh  4- yj if  H0 < h ~< HL, 

= ~°2h + Y2 if  Hi < h --< H 2, 

= w3h + y3 i f H z < h - - < / 4 ,  

= ~°3/) + Y3 if  h = / ) ,  (6.24) 

The solution of  this maximization problem decomposes into two steps. First, determine the 
choice of  h conditional on locating on a particular segment or a kilN. This step yields the 
solution 

h = 0 if  h = 0 (lower limit), 

= f(~ol, Y I, 1.)) if  0 < h < H 1 (segment 1), 

= H  1 if h = H l  ( k i n k l ) ,  

f (a '2 ,  Y2, v) if H I < h < H 2 (segment 2), 

--  H 2 if h = / / 2  (kink 2), 

.... f ( ° ) 3 , Y 3 ,  v) if H z < h < I i  (segment 3), 

=/7/  if  h = H (kink 3 --  upper limit). (6.25) 

Second, determine the segment or the kink on which the person locates. The following 
relations characterize this solution: choose 
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i f f (wl ,  Yl, v) --< 0 

if rio < f( to l ,  y~, v) < H 1 

i f  f(~o2, y 2, v) <-- H 1 < f ( w l , y  1, v), 

ifH~ < f(to2,y2, v) < H2 

i ff( to3,y 3, v) --<//2 < f(o)2,Y2, V) 

if H2 < f ( co3, y3, v) < 121 

i ff( to3,y 3, v) >-- D 

0, 

(Segment 1), 

(Kink 1), 

(Segment 2), 

(Kink 2) 

(Segment 3), 

(Kink 3). 
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Combined, these two steps imply the values of h and C that represent the utility-maximiz- 
ing solutions for labor supply and consumption. 

6.4.2. Specification o f  the likelihood function with measurement error: all participants' 
The linear specification of  f given by Eq. (6.18) implies the following stochastic specifica-- 
tion for labor supply: 

ftl + v +  e i f 0  < f/l @ v<--H1 (segment 1), 

H 1 d-8  if  f/2 -1- U < Hi < fll + v (kink 1), 

h* = fl 2 + v 4 s if Hj </~2 + U ~ H 2 (segment 2), 

H 2 + e  if/~3 + v </ i /2  ~/12 nt- V (kink 2), 

/~3 + v + e if H 2 < fl 3 + v -< / )  (segment 3), 

D + e if fz 3 + v -> H (upper limit). (6.27) 

This represents a sophi sticated variant of an econometric model that combines discrete and 
continuous choice elements. 

All studies implementing the piecewise-linear approach assmne the existence of 
measurement error in hours of work. With the linear measurement error model given by 
Eq. (6.19), observed hours h* = h + e. As long as the measurement error component e" is 
continuously distributed, so is h*. In contrast to information on h, knowledge of  h* suffices 
neither to allocate individuals to the correct branches of  the budget constraints nor to 
identify the marginal tax rate faced by individuals, other than at zero hours of work. The 
state of the world an individual occupies can no longer be directly observed, and one 
confronts a discrete data version of an errors-in-var'iables problem. The interpretation of 

(6.26) 
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measurement error maintained in this analysis is that e represents reporting error that 
contaminates the observation on h for persons who work. 35 

The log-likelihood function for this model is given by Xiloggh.(h[), where i indexes 
observations. Defining ~ = Hi_ 1,i - [~2i and Oi = Hj,i - hji, the components gh.(hi*) are 
given by 

gh*(h*) = Z g2[h* -/~j,. v]dv 
j=l v~ 

(segments 1,2, 3), 

2 .i_~ + Z g l [h* -  Hj, v]dv 
j = l  ~] 

(kinks 1,2), 

~ C(3 

+ gl[h* - f i ,  v]dv 
~3 

(upper limit), (6.28) 

where gl( ' , ')  and g2(',') are the bivariate density functions of (e,v) and (e + v,v), respec- 
tively. Maximizing the log-likelihood function produces estimates of the coefficients of  
the labor supply function f. These estimates provide the information used to inter both 
substitution and income responses, which in turn provide the basis for calculating the work 
disincentive effects of income taxation. 

6.4.3. Comparisons of the piecewise-linear approach with other estimation procedures 
The piecewise-linear approach for estimating the work disincentive effects of taxes offers 
both advantages and disadvantages relative to other methods. Concerning the attractive 
features of  this approach, piecewise-linear analyses recognize that institutional features of  
tax systems induce budget sets with linear segments and kinks. This is important if one 
believes that a smooth tax function does not provide a reasonably accurate description of 
the tax schedule. The piecewise-linear approach admits randomness in hours of work 
arising from both measurement error and variation in individual preferences and it expli- 
citly accounts for endogeneity of  the marginal tax rate in estimation, but so do the instru- 
mental-variable and differentiable likelihood methods discussed above. As we will see 
below, the piecewise-linear approach more readily incorporates fixed costs of holding a 
job, regressive features of  the tax code, and multiple program participation than other 
procedures due to the discrete-continuous character of  hours-of-work choices induced in 
these environments. These features of  the piecewise-linear method make it a vital 
approach in empirical analysis of  labor supply. 

35 Note that expected hours of work, in this convex piece-wise linear case, is additive in each hours choice 
weighted by the probability of each segment or kink. Each term in this sum being at most a function of two 
marginal wages and two virtual incomes. Blomquist and Newey (1997) exploit this observation to develop a semi- 
parametric estimator for hours of work with piece-wise linear taxation, imposing the additivity through a series 
estimator. 
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On the other hand, the following shortcomings of the piecewise-linear procedure raise 
serious doubts about the reliability of its estimates of work disincentive effects. First, the 
piecewise-linear methodology assumes that both the econometrician and each individual 
in the sample have perfect knowledge of the entire budget constraint that is relevant for the 
worker in question. Errors are permitted neither in perceptions nor in measuring budget 
constraints. Taken literally, this means that: all income and wage variables used to 
compute each sample member 's  taxes are observed perfectly by the econometrician; 
individuals making labor supply choices know these variables exactly prior to deciding 
on hours of work; each individual and the econometrician know when the taxpayer will 
itemize deductions and the amount of these itemizations; and each taxpayer's understand- 
ing of the tax system is equivalent to that of the econometrician (e.g., the operation of such 
features as earned-income credits). Clearly, given virtual certainty that most of these 
assumptions are violated in empirical analyses of labor supply, the estimates produced 
by methods relying on these assumptions must be interpreted very cautiously. The differ- 
entiable-likelihood methods rely on the same assumptions. The instrumental-variable 
methods do not, so they are likely to be more robust. 

Second, measurement error plays an artificial role in econometric models based on the 
piecewise-linear approach. Its presence is needed to avoid implausible predictions of the 
model. The statistical framework induced by the piecewise-linear approach implies that 
bunching in hours of work should occur at kink points if hours precisely measure h. 
However, for the vast majority of data sources currently used in the literature, only a 
trivial number of individuals, if indeed any at all, report hours of work at interior kink 
points. Unless one presumes that the data on hours do not directly represent h, such 
evidence provides the basis for immediately rejecting the distributional implications of 
the above specifications. Considering, for example, the labor-supply characterization 
proposed in Eq. (6.27), almost any test of the distributional assumptions implied by this 
specification would be readily rejected because observed hours would take the values/4o, 
H1, H2, and H with only a trivial or zero probability. Instead, observed hours essentially 
look as if they are distributed according to a continuous distribution. When a continuously- 
distributed measurement error e is added to the model, observed hours h* are continuously 
distributed. This provides an essential reason for introducing measurement error in the 
data, for without it the piecewise-linear structure provides a framework that is grossly 
inconsistent with the data. Of course, several sound reasons exist for admitting measure-- 
ment error in a labor supply model, including the widespread suspicion that reporting error 
contaminates data on hours of work. However, measurement error in hours of work 
implies measurement error in wages, since they are typically computed as average hourly 
earnings. Current applications of the piecewise-linear analysis mistakenly ignore this by 
assuming perfectly measured budget constraints. 36 The unnatural role played by measure- 
ment error raises questions about the credibility of findings derived from the piecewise- 

36 it is possible to argue that this error does not result in measurement error in file hourly wage, if the 
measurement error is interpreted as an "optimization" error. 
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linear approach. 3v in contrast to the piecewise-linear approach, it is not essential to intro- 
duce measurement error in either the differentiable-likelihood or the instrumental-variable 
approach because hours in the distribution of h are continuous without measurement error. 

Third, existing research implementing the piecewise-linear methodology relies on very 
strong exogeneity assumptions. Other than hours of work, all variables involved in the 
calculation of taxes are presumed to be exogenous determinants of labor supply behavior, 
both from a statistical and fi'om an economic perspective. These variables include gross 
wages, the various components of non-labor income, and deductions. In light of the 
evidence supporting the view that wages and income are endogenous variables in labor 
supply analyses, particularly in the case of wages, 38 suspicions arise regarding the depend- 
ability of estimated substitution and income effects based on procedures that ignore such 
possibilities. Most of the exogeneity assumptions are also maintained in the differentiable- 
likelihood approach, but are easily relaxed when applying instrumental-variable proce- 
dures (given the availability of a sufficient number of other instrumental variables). 

Fourth, some concerns about the reliability of estimates produced by the piecewise- 
linear approach ensue due to the static behavioral framework maintained in the formula- 
tion of empirical relations. Piecewise-linear studies invariably rely on the textbook one- 
period model of labor supply as a description of hours-of-work choices, and impose it to 
estimate parameters. Existing implementations of the differentiable-likelihood approach 
suffer from the same problem. Everyone acknowledges that individuals are not simply 
myopic optimizers; they transfer income across periods to achieve consumption plans that 
are infeasible without savings. A serious question arises concerning the relevance of such 
considerations in estimating substitution and income effects used to predict responses to 
tax policy. 

6.4.4. Imposition of  behavioral restrictions with convex constraints 
The econometric model produced by this piece-wise linear formulation implicitly imposes 
parametric restrictions that constrain the signs of estimated substitution and income 
effects. As developed in MaCurdy et al. (1990), particular inequality restrictions must 
hold in the application of estimation procedures with piecewise-linear budget constraints 
for likelihood functions to be defined (i.e., to ensure that the components of these functions 
are non-negative). More specifically, in applications of such procedures the Slutsky condi- 
tion must be locally satisfied at all interior kink points of budget sets that represent feasible 
options for any individual in the sample such that the compensated substitution effect must 
be positive. For the linear specification of the labor supply function considered in the 
preceding discussion, the specific inequality constraints imposed are 

ot-[~Hji ~ O, Vi,j ,  (6.29) 

where the quantities His represent the hours-of-work values that correspond to interior kink 

37 See Blomquist (1996) for some Monte Carlo comparisons of ML and IV with measurement error. 
:~s See Pencavel (1986) for a summary of this evidence. 
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points j on a sample member i 's budget set. Because many values of Hji exist in most 
analyses of piecewise-linear constraints, fulfillment of relations (6.29) essentially requires 
global satisfaction of the Slutsky condition by the labor supply function. Such a require- 
ment, in essence, globally dictates that the uncompensated substitution effect of a wage 
change on hours of work must be positive for the labor supply specification considered in 
the preceding discussion, and the income effect for hours of work must be negative. The 
imposition of these restrictions, especially for men, is highly suspect given the available 
evidence from other studies. These restrictions carry over to more general labor supply 
functions. 

6.5. Maximum likelihood: accounting for  fixed costs' o f  participation and missing wages 

6.5.1. Fixed costs' 

As mentioned above, some applications of the piecewise-linear approach incorporate fixed 
costs to working - costs such as transportation that must be paid for any amount of work 
but which may vary across individuals. This significantly complicates the analysis because 
the optimized level of work under the budget constraint while working may not represent 
the optimal choice overall; one must explicitly consider the option of not working and thus 
avoiding the fixed costs. For any level of fixed costs, a minimum number of hours worked 
is implied creating an attainable range in the observable hours of work distribution; 
individuals will not work unless the gain is large enough to overcome the fixed costs. 
In essence, these complications arise because the budget constraint is not convex, inva- 
lidating simple maximization procedures. 

If an individual must pay fixed monetary costs, F, to work, then non-labor income, Y, in 
the above budget constraints is replaced by 

Y - F ,  i f h  > 0, 

Y, if h = 0. (6.30) 

F is partially unobservable and, thus, modeled as a stochastic element, varying across 
individuals. Hence, we see that the budget constraint discontinuously jumps down by F 
when the individual chooses to work. 

To solve for the optimum when faced with this budget constraint, two regimes must 
explicitly be considered: working and not working. Estimation proceeds by finding the 
maximum utility under each regime and then comparing these to determine which optioI~ 
is chosen. In either regime, the utility function U(C,h,v) - where we explicitly note the 
unobserved component, u - is maximized subject to Eq. (6.1) modified by Eq. (6.30). 

In the no-work regime, the solution is simple. We know h is 0, so utility is given by 
U(Y - ~r(Y - D), O, p). 

The solution in the work regime closely follows the solution presented in Section 6.Z 
Again utilizing the labor supply function, f(~o,y,~,) yields the solution for h given in Eq  
(6.25), where the virtual income y now subtracts fixed costs F. Itowever, to compute 
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maximum utility in this regime requires associating a utility level with each possible hours 
choice. Utility along any segment, i, is given by the indirect utility function, V(wj,yj, v). At 
kinks, the direct utility function must be used, so the utility at kink j is given by 
U(o)jHj + yj, Hj, v). Hence, utilizing exactly the same solution procedure derived in 
Section 6.3, we can define maximized utility when working, V*: 

--oo f l_<O, 

V(o) l , y l ,  v), 0 < f l  < HI,  

U(ohH1 + Y1,HI,  v), ,t) < H~ <-f~, 

V*(~o,y, v) = V(w2 ,y  2, v), H 1 < f~ < H 2, 

U(o)2H2 + Y2, I42, v), A < H2 <--f2, 

v(~o3, y3, v)~ /42 < ]i~ < H3, 

U(¢-03/] -}- Y3, I~¢, P), J3 ->/4,  (6.31) 

where 

f j  = f(ooi, y j, v) = V,o(o)j, y/, v) (6.32) 
• vy(o,j,yj, v ) '  

with V~ and Vy denoting the partial derviatives of V; relation (6.32) is, of course, Roy's 
identity defining the labor supply function, f, evaluated at wage and income levels o)j and 
yj. The use of - oo for h = 0 simply indicates that h = 0 is not included in this regime and, 
thus, selecting it indicates that the no-work regime is preferred. Given functional forms for 
V and U, finding V* is straightforward. 

Given maximized utility under each regime, the final step in the solution is to compare 
the two regimes. An individual chooses to work at the hours specified by the solution in 
Eq. (6.25) if 

V*(eo, y, v) ~ U(Y  .... ~(Y D), 0, u) (6.33) 

and chooses not to work otherwise. For any level of v, treating Eq. (6.33) as an equality 
implies a critical level of fixed costs, F*(v)  above which the individual will choose not to 
work; F enters this relation through the virtual income variable y. Because desired hours of 
work increase with v, this critical value will generally be increasing in v - greater 
propensity to work implies that higher fixed costs are required to prefer the no-work 
option. If restrictions are placed on the support of F, such as F > F, there will be values 
of v low enough to rule out the work regime, thus implying a hole at the low end of the h 
distribution. 
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6.5.2. Missing wages 
As a final step before deriving the likelihood function, note that in the no-work regime, 
gross wage, W, is not observed and, thus, the budget constraint cannot be derived. Hence, 
W must be endogenized. This can be accomplished by the simple function 

W = W(Z) + T1 (6.34) 

where Z includes all observable variables determining W and ~ is the unobservable 
component. In a richer model, the equation for W could be derived as an equilibrium 
condition. 

To derive the likelihood function, first consider the Likelihood contribution of an indi- 
vidual who does not work. We assume this no-work decision can be observed, so there is 
no measurement en'or. In the no-work case, one of two situations applies: (i) fixed costs are 
sufficiently high with F > F* ~ F*(v, 7) for any given v and 7,  or (ii) if this fixed-cost 
threshold falls below the lowest admissible value for F (i.e., F" ~< F), then desired hours 
are sufficiently low with v < v* ~ v*(,/) for any ~.~9 The probability of  this event is 

l o = f ~ o o f V  f f .  gv~F(v,%F)dFdvd ~, (6.35) 

where gv~e is joint density of (v,*l,F). 
For the work regime, the likelihood contribution looks very much like that derived in 

Eq. (6.28), as we continue to assume the linear hours of work function and the form of 
measurement error assumed there. The only changes are the addition of  terms for 6 and F 
(accounting for the fact that F < F*(v)) and the removal of the term for the lower limit 
which is no longer part of that regime and is now perfectly observable. Using gj and g2 to 
denote the distribution of (e ,v ,~ ,F)  and (e + v,v ,~,F)  yields 

3 V j I ~  .... 2 ~ j ~ , f F "  
1L = ~" ga[h* - ]), v, W - W(Z), F]dFdv + ~ gl [h* - Hi, v, W 

.i=l b o /~l  ~J o 

o¢~ f ,F*  F 

- W(Z), F]dFdv + [ | gl [h*-- L¢, v, W - W(Z), FldFdv,  (6.36) 
2 f~ J O  

where 

pj solves the equationf(mi, yj, vj) = H i t, 

~/ solves tile equationf(o~j, Yi, ~ )  = Hi" (6,37) 

All variables are defined as in Section 6.4. Define P~ := i if the individual works and 0 
otherwise. Then the likelihood function for an individual is given by 

.~9 The critical value v* solves relation (6.33) treated as an equality with virtual income y evaluated at kL 
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1 = (ll)t'L(lo) I Pe. (6.38) 

Estimation proceeds by maximizing the sum of log likelihoods across individuals, as 
always. 

This is quite complex in this case, requiring knowledge of  both the direct utility U and 
the indirect utility V, and also requiring comparisons across regimes for all individuals and 
all parameter values. 

6.6. Wel fare  part ic ipat ion and non-convex  budget  constraints  

A common source of non-linearity in budget constraints involves participation in welfare 
programs. To illustrate this situation, consider the simplest case in which the only taxes 
faced by an individual result from benefit reduction on a single welfare program. Fig. 18 
presents this scenario. As discussed in Section 2 of  this survey, individuals face very high 
effective tax rates when they initially work due to large reductions in their benefits 
occurring when earnings increase. Once benefits reach 0, the tax rate drops to a lower 
level, creating a non-convex kink in the budget constraint. This non-convexity invalidates 
the simple procedures of Section 6.4 implemented to divide sample spaces into locations 
on budget sets. 

6.6.1. S imples t  wel fare  case with no s t igma 
In this simple case, an individual maximizes U(C,h ,v)  subject to the budget constraint 

C = Wh + Y + B(l (h)) ,  (6.39) 

where benefits are given by the simplest benefit schedule: 

B(I(h))  = { G - bWh,  if G - bWh > O, 
otherwise. (6.40) 

G gives the guarantee amount which is reduced at the benefit reduction rate b as the 
earnings, Wh, increase. This implies a kink point at H~ = G / b W  where benefits reach 0 
and, thus, the marginal wage rises to W. So, the individual faces two segments: segment 1 
has h < H1 with net wage w I = (1 - b ) W  and virtual income yj = Y + G; and segment 2 
has h > HI with net wage ~o z = W and virtual income Y2 = y .40 

Because the budget constraint is non-convex, the solution cannot be characterized 
simply by finding a tangency with the budget constraint as it was in Section 6.3. Multiple 
tangencies are possible and these must be directly compared to determine the optimum. 
Hence, the regime shift approach of  Section 6.5 is needed. 

Consider first the regime in which positive benefits are received; that is, h < H1. 
Maximization, given the effective wage and income, on this linear segment follows the 

4o Wc continue to use N to denote unearned non-taxable income for ease of notation, in addition, we ignore any 
upper bound on hours worked for simplicity. 
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method of Section 6.3. We can characterize the optimal choice according to the function 
ffoo>ybv). Denote the value of v which impliesf(~ol ,y  1, v) = 0 as v0. Then the optimal 
hours choice along that segment is given by 

h = f ( 6 o l , Y l ,  u), p > v 0, h = 0, v --< ~0. (6.41) 

The optimized value on this segment (including the zero work option), accounting for 
the fact that h > H l is not allowed, is given by 

V(wl, Yl, v), 0 <.f) --< Hi 
V~(Ool,Yl, v) = U(yl,0,  v), f j  <- 0 (6.42) 

--oo, fl  > H1. 

where Eq. (6.32) defines fl. 
Next, consider the regime without benefits, that is with h --> H l . Again the optimal 

choice, given the wage and income, on this segment is given by the labor supply fnnction 
f (wz ,y2 ,y  ). The optimized value, accounting for the fact that h < H~ is not admissible, is 
given by 41 

~ V(o)2,Y2, v), f2 -> HI,  

V2*(%,y2, u) = I. - c o  f2 < Hi. (6.43) 

Hence, the individual selects regime 1, with welfare receipt, if V; > V~*, and regime 2 
otherwise. Since work propensity increases with v, this can be characterized by a cutoff 
value, v*, defined by 

V;:(%, Yl, v*) = Vff(~o2, Y2, P*)' (6.44) 

For values of u above v*, regime 2 is chosen; and for values below v*, regime 1 is realize& 
We can define three sets, g20, g21, and g22,, such that for v C ~20 the individual chooses 

not to work, for v E g21 the individual locates on segment 1 with positive hours of work, 
and for v ~ g22 the individual locates on segment 2. We must consider two cases to define 
these sets exactly. First, suppose u* > v0. Then we have 

s'~0 = { . I  J,-< v0}, 

~2 = {P[ P >  P*}. (6 .45)  

Alternatively, if v* _< u0, then the switch to regime 2 occurs before positive horns a~c 
worked in regime 1, that is 

41 ][H the following formulation, we implicitly assume that tile event j~ ~- H occurs with ze*o probability 
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~1 ~ ,  

~ = {vl  v > v*}. (6.46) 

Hence, for certain individuals and parameter values, no value of v exists such that they 
will locate on segment 1 with positive hours of  work. 

To characterize the likelihood function we again need a functional form for the gross 
wage of  the form W = W(Z)  + ~7. We ignore measurement error here for simplicity, and 
because there is no problem with individuals failing to locate at the kink in this non- 
convex case. Define PB = 1 if the individual receives benefits, and PE = 1 if the indivi- 
dual works, both 0 otherwise. The likelihood function is given as follows, incorporating 
gn~(Tl,v) and the general inverse function v = u(h): 

Ov 
PB = 1, PE = 1, Ill = o ~ g , n ( u ( h ) , W -  W ( Z ) ) I ( v ~  ~21), 

PB = 0, PE = 1, 
c~b, 

Iol = ~h g~v(u(h ), W - W ( Z ) ) I ( v  ~ ~Q2), 

P~ = 1, Pe  = O, ljo = ~ g,,n(u, ~)dud,/, (6.47) 

where I(.) represents an indicator function equal to 1 if the condition in the parentheses is 
true. Because the value of v implied by the hours choice may be inconsistent with the 
value implied by the regime choice, it is possible to have "holes" in the hours distribution 
around the kink point. For example, an individual on segment 1 must have u -< u*. If  his 
hours choice is too close to the kink, this may imply a value of ~ > v* and thus an 
observation with zero likelihood. 

The overall likelihood function is given by 

1 = (111)(PB)(l'F)(101)(t P,~)(P,~)(/10)(I"~)(J PE). (6.48) 

Estimation proceeds by maximizing this sum of the log likelihoods across individuals. 

6.6.2. Welfare st igma 
The above analysis assumes that all individuals eligible for welfare are on welfare. Indi- 
viduals working less than h0 but failing to receive welfare are operating below the implied 
budget constraint, a possibility not permitted in the analysis. Yet, many individuals are in 
exactly this situation. This is generally explained by assuming the existence of  some utility 
loss or stigma associated with welfare. 

To capture welfare stigma the utility function is modified to take the form 

U = U(C, h, p) -- P ~ ,  (6.49) 
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where ~ is the level of  welfare stigma which is greater than 0 and varies across indivi- 
duals. 42 With this modification we again consider the welfare and non-welfare regimes. 
Since the welfare stigma term does not affect the marginal decisions, given that the 
individual is on welfare, the discussion of hours of work presented above for regime 1 
is still valid. The optimal utility is now given by 

{ VI(wl,Yl, v) - ~, 
V"(o) l ,y l ,  u) = U ( Y l , 0 ,  v ) - -  ~, 

--cK) 

0 < ] ]  -<H~, 

,fi -< 0, 
fl  >HL. 

(6.50) 

The analysis for regime 2 is altered in this case, because an individual can be observed 
on welfare for any value of h - that is, given welfare stigma, it is possible to observe an 
individnal with h < HI, but PB ~ 0. So regime 2 is now defined solely by P~ = 0. Optimal 
hours of  work, given wa and Y2, are given byf(w2,y2,v). Defining the value of  v for which 
f(~o2, Y2, v) = 0 as v +, hours of work under this regime are now given by 

h = f(o)2,  Y2, v), p > u + , 

h = 0, v ~< t / .  (6.51) 

Optimized utility is now 

. ~V(o)2,Y2,  V), f2~>O 
V2~(°)2, Y2, v) = (6.52) 

[. U(y 2, O, v), f2 <~ O. 

Choice of regime still proceeds by comparing VI": and V2*, as done in Eq. (6.44). For any 
v in the sets g20 or g2t defined by Eq. (6.45) or (6.46), there is now some critical level of 
~* ~ ~*(v), which depends on v, such that regime 2 is chosen when ~ > ~*; regime 1 is 
chosen otherwise. 

Given this characterization, we can derive the likelihood function for each combination 
of Pu and PL, using the joint densities g ,4 , ( v ,~ ,~ l )  and g ~ ( u ,  ~/): 

3v  ~( '  
P~ = 1, PE = 1, 111 = ~ o g"en(P(h) '~ 'W - W(z ) ) l ( v  C $21)d ~, 

P~ == O, PE -- 1, loL --= &g~,~(v(h) ,  ~, W -  W(z) ) l (v  ~ $l j )  

+ -  ~, W ..... W(z ) ) l (v  ~ g2i)d~, 
Oh 

42 This additive fol-m is used for simplicity. More general forms can be used, but change none of the substantive 
points presented here. 
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P~ = 0, PE = 0, l°° = -co - ~  g~¢n(u, ~, ~/)d~dud~. (6.53) 

Estimation proceeds as in the non-stigma case by selecting the appropriate likelihood 
branch ]'or each individual and then maximizing the sum of the log likelihoods. 

As with the fixed cost case, the likelihood function is complex even in this extremely 
simplified welfare case. For each possible set of parameter values, the maximum must be 
computed for each regime and then compared to compute ~*. Adding the tax codes, with 
their implied kinks, increases computational complexity. As a result, the literature has 
adopted a simplifying methodology which we present in Section 6.8. 

6.6.3. Mul t ip le  p ro g ra m part ic ipat ion 
in principle, the extension to the case of  multiple program participation is straightforward. 
For simplicity, we consider a case in which the individual can choose between participat- 
ing in no welfare programs, participating in welfare program 1, participating only in 
program 2, or participating in both welfare programs 1 and 2. We extend the utility 
function as follows: 

U --= U(c ,h ,  v) -- P j ~ -  P2X (6.54) 

where PI = 1 if the individual participates in program 1, and P2 -- 1 if the individual 
participates in program 2. 43 Benefits from program 1, Bf l (h ) ) ,  are given: 

G i - bj Wh, if G i - bj Wh > O, 
B i ( l (h ) )~ -  Oi otherwise. (6.55) 

Benefits from both together are given as 

G I + G  2 - b  IWk  - - b 2 W h = : G  ..... bWh,  i f G  b W h > O ,  
B l ( l (h))  + B2(l(h))  = 0 otherwise. 

(6.56) 

where G - GI + G~ and b -- b 1 + b 2. In general, the benefit functions ior programs / and 
2 will have different breakeven points, implying the values of  hours defining kinks (H1 in 
Fig. 18) will not be the same. 

This formulation expands the model considered in Section 6.4.3. To adapt this earlier 
model, one must designate three distinct regimes in place of regime 1 specified above: 
regime la  indicating an individual participates only in program 1, regime lb signifying 
this person collects benefits only from welfare program 2, and regime lc designating 

4.~ Tlle use of two additive errors is a s implifying assumption which ensures that the st igma from both programs 

is higher than s t igma from program 1 alone. 
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participation in both programs. Optimal hours and utility for participation in a regime are 
given by (6.41), (6.42), (6.50), (6.51), and (6.52), with net wages and virtual income in 
these formulations specified as % = W(1 - bj) and 3~i = Y + Gi, withj = la, lb, or lc. In 
particular, relations analogous to (6.41) and (6.42) define the labor supply and utility 
functions for each of the new regimes for the "on-welfare" segments associated with 
relevant combination of welfare programs. Relations (6.51) and (6.52) still define the labor 
supply and utility functions for the non-welfare regime. The set of relations define thresh- 
olds for u demarcating the regions of unobserved tastes determining when a person works 
(v0 in (6.41) and v + in (6.51)). Maximization again requh'es selection of a regime. Rela- 
tions analogous to (6.50) and (6.52) characterize utilities corresponding to the various 
regimes. Conditional on values v, these relations in turn imply thresholds for the stigma 
errors ~, X, and ~ + X that determine individuals' welfare participation. The likelihood 
function for this model takes a form similar to Eq. (6.53), with more branches appearing in 
the function reflecting the additional regimes analyzed in this formulation. 

Again, note the complexity of these, extremely simplified welfare cases, even these 
involve significantly financial burden. For each possible set of parameter values, one must 
compute the maximum for each regime, account for the benefit structure, and then 
compare these to compute the error ranges for the likelihood function. When the individual 
is unemployed, one must perform these calculations for all possible wage values and all 
values of v consistent with the no-work decision. Adding the tax code, with its implied 
kinks, increases computational difficulties. Introducing additional sources of unobserved 
heterogeneity enlarges the number of dimensions over which one must calculate integrals, 
requiring sophisticated numerical procedures and considerable computer resources. As a 
result, the literature has adopted simplifying methodologies, a topic to which we now turn. 

6. 7. An approach j+igr computational simplification and discrete hours choices 

To make estimation problems manageable, a popular method is to presume that consumers 
face only a limited set of hours choices. For example, a worker may choose only full-time 
work, part-time work, or no work, with each of these options implying a prescribed 
number of hours. Formally, this is done by assuming that unobservable tastes components~ 
~,, possess a discrete distribution, usually characterized as a multinomial distribution 
conditional on covariates. Combined with a 0/1 welfare decision, this finite set of hours 
choices yields a relatively small set of discrete states, say S states, over which the utility 
function must be maximized. 

Given a specific form for the preference function, utility can be readily evaluated at each 
of the hours choices and the maximum can be determined. Given an assumed joint 
distribution for unobservable tastes components, v, for the error component determining 
wages, ~/, and for welfare stigma, ~, one can compute a probability that a family selects 
alternative ' J" .  This in turn defines a sample log likelihood of the form 
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S 

1 = ~ .  djlnP(j IX,  0) ,  (6.57) 
j--I 

where dj is an indicator for whether individual i chooses alternative j, X is a vector of  
observable characteristics, and P(j [ X, O) is the probability of  choosing alternative j with 
O the set of unknown parameters. Such formulations are substantially less complicated 
than the specifications considered above because one avoids the intricate process of  
calculating thresholds and dealing with combined continuous-discrete endogenous vari- 
ables; only discrete choices are allowed for here. 

This formulation requires each individual to be placed into a limited set of  preassigned 
work states, even though observed hours worked take many more values, making hours 
look as if they were continuously distributed. To overcome this issue, analyses applying 
this approach necessarily introduce measurement error in hours of work to admit hours to 
deviate from the discrete values assumed for the choice set. Hence, conditional on v, each 
alternative "j" contributes some positive probability P(j [ X, O, v) which now depends on 
the value of the unobservable measurement error variables. 

We illustrate this approach by considering the linear measurement error model given by 
Eq. (6.19) where the reporting error c -- g~., with ~ and v independent. Further, as typi- 
cally assumed, we specify that hours are not subject to measurement error in no-work 
states. The likelihood function for hours now takes the form 

1 = djlnP(j IX,  O) d)n(g~.(h - hj)P(j [ X, O)) , (6.58) 
\i~So UEs~ 

where Pe denotes a 0/1 variable with 1 indicating that the individual works, So designates 
the set of  all states associated with the individual not working, the set $1 includes all states 
in which the individual works, and hj denotes the admissible values of true hours. Earnings 
depend on the values of hi and wages, in Eq. (6.58), observed hours are continuously 
distributed among workers. 

6.8. Survey of  empirical findings Jbr non-linear budget constraints models 

Having developed a theoretical framework for analyzing the effects of taxes on labor 
supply, we proceed in this section to briefly survey the body of empirical literature that 
seeks to estimate labor supply elasticities in the presence of welfare and taxes. The 
selection of studies considered here illustrate the empirical methodologies developed in 
the preceding subsections. 44 The survey begins with the empirical work involving maxi- 

44 See also Burtless trod Hausman (1978), Heckman (1979c), Hausman (1980, 1985a,b), Cogan (1981), Naka- 
mura and Nakamura (1981), Ashenfelter (1983), Moffitt (1983, 1986, 1992a,b), Fraker et al. (1985), Robins 
(1985), Blundell et al. (1986, 1988), Blau and Robins (1988), Fraker and Moffitt (1988), Zabalza (1988), Kell and 
Wright (1989), Moffitt and Wolfe (1992), Ribar (1992), B ingley et al. (1995), Btomquist (1996) and Bingtey and 
Walker (1997). 
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mum likelihood estimation with convex budget sets. This case, which we discussed in 
Sections 6.3 and 6.4, has received the most attention in the received empirical literature. 
We then consider papers that report at least one model estimated by instrumental variables 
or involving non-convex budget sets, the cases we considered in Sections 6.2 and 6.5. The 
survey concludes with an application of the multiple welfare program participation model 
which we presented in Section 6.6. In what follows we restrict our attention to post-1980 
analyses of the United States and Western Europe. Tables 1 and 2 summarize the result~ 
for men and women, respectively. 

6.8.1. Maximum likelihood estimation with convex budget sets" 
Blomquist (1983) estimates labor supply functions for prime-age Swedish males, using a 
piecewise-linear analysis with a convex budget set to account for the highly progressive 
Swedish income tax. His approach follows closely that of Hausman (1981). The 1973 
cross section of 688 males, aged 25-55, used in his study is derived from a survey 
conducted by the Swedish institute for Social Research. Estimation is based on the fol low 
ing linear model: 

h[ = o~wi + ,Syi + 3"Z + el, (6.59) 

where c~,/3, and y are preference parameters, hi* is hours worked in 1973, Zis a vector ol ~ 
individual characteristics, ~oi is the net wage rate on the ith extended budget segment, y~ is 
the virtual income for this segment, and ei is a disturbance. Non-labor income is defined as 
the spouse's after-tax income plus the family's capital income after tax and family allow 
ances, where after-tax capital income is computed as it would have been if the person had 
worked no hours. 

Blomquist assumes that c~ and 3, are constant across individuals, whereas each person' s 
/3 is assumed to be a draw from f(/3), the normal density function with upper truncation at 
zero. Since the individual /3i are not identified, Blomquist estimates Ix~ and ~ ,  tile 
parameters off ,  in addition to ce and 3'. Estimation by maximum likelihood yields an 
income elasticity of -0.03, a compensated wage elasticity of 0.11, and an uncompensated 
wage elasticity of 0.08. The author also reports results from estimation with the restriction 

2 ere = 0 imposed. Although the resulting estimates are similar to those of the uncon 
strained model, a likelihood ratio test rejects the restriction at conventional levels. 

MaCurdy et al. (1990) analyze the labor supply of prime-age married males using the 
1975 cross-section from the Michigan Panel Study of Income Dynamics (PSID). They 
show that maximum likelihood estimation of a consumer-choice problem with non-linear 
budget sets implicitly relies on the satisfaction of inequality constraints that translate into 
behaviorally meaningful restrictions. These constraints arise from the requirement to 
create a well-defined statistical model, and not as a consequence of economic theory 
(see Section 6.4.4). The authors then present empirical results suggesting that these impli~ 
cit constraints play a major role in explai~fing the disparate results found in the literature on 
men's labor supply. The empirical work is based both on the piece-wise linear approach 
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and the differentiable constraint case, and the authors only consider convexified budget 
sets. 

MaCurdy, Green, and Paarsch consider three specifications of the labor supply function, 
along with both an additive and a multiplicative structure for the measurement error term. 
The first is a linear labor supply function with substitution and income effects constant 
across individuals. The second assumes the substitution coefficient to vary across indivi- 
duals, and the third allows the income effects to vary. The third approach is also taken by 
Hausman (1981) and Blomquist (1983). In the piece-wise linear equations, the authors use 
only the additive structure for measurement error rather than the multiplicative, since the 
latter implies the unattractive feature that earnings are observed without error. The 
evidence from all models suggests a strong influence of the implicit inequality restrictions 
invoked by the maximum likelihood procedure. This offers an explanation for the diver- 
gent results of previous research relying on various empirical methodologies. 

Arrufat and Zabalza (1986) use British cross-sectional data on married women from the 
1974 General Household Survey to estimate a model of female labor supply that reflects 
the joint decision on labor force participation and hours, the non-linear budget constraint 
created by income taxation, the effect of heterogeneous preferences, and the existence of 
optimization erl'ors. These optimization errors cause agents' actual position on the budget 
constraint to differ from their preferred position. The structural model is based on the 
following CES family utility index defined over net family income, x, and wife's leisure, l: 

u = [x p + a l  -p] (i/p) (6.60) 

with error structure 

a = exp[/3Z - ~, x/ l  = (x/1)*exp(e),  (6.61) 

where (x/l)* is the utility-maximizing income-leisure ratio, Z is a vector of personal 
characteristics, /3 is a vector of parameters, and (~,e) is distributed bivariate normal 
(0,0,o-~,~r~,0). The budget constraint looks like Fig. 15 in (x,/) space. The maximum 
likelihood estimator yields an estimated elasticity of substitution of 1.21. The elasticities 
with respect to own wages, husband's wages, and unearned family income are 2.03, 

- 1.27, and -0.20. This own wage elasticity of approximately two is larger than those 
estimated in previous studies using British data. 

Blundell et al. (1988) estimate a generalized version of the Stone-Geary labor supply 
model using a sample of almost 1400 married women from the British Family Expenditure 
Survey for 1980. A truncated likelihood approach was used that considered hours of work 
conditional on participation. The preference specification was chosen according to stan- 
dard likelihood diagnostics. 45 Although uncompensated wage elasticities were small, the 
compensated elasticities were found to be quite large and positive across a wide range of 
demographic groups. This model was then used to simulate a number of reforms to the 
British tax system in Blundell et al. (1988). 

45 See Blundell and Meghir (1986). 
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Friedberg (1995) analyzes data from the United States March Current Population 
Survey. She uses a convex budget set with a piece-wise linear constraint for studying 
progressive taxes and the social security earnings test, and assumes a linear functional 
form for the labor supply equation. The Heckman sample selection technique is used to 
predict non-participant wages in the labor supply equation. Maximum likelihood estimates 
of the model yield a compensated wage elasticity of 1.12, an uncompensated wage elas- 
ticity of 0.36, and an income elasticity of -0.76. 

Van Soest et al. (1990) analyze a cross-section of Dutch households from a 1985 labor 
mobility survey by the Organization of Strategic Labor Market Research. They consider a 
piece-wise linear framework with a convex budget set and normally distributed random 
preferences and optimization errors. As a second specification, they estimate a simple 
reduced form model of the demand side of the labor market, in which employers offer 
wage-hours packages and individuals choose among a limited number of these offers. The 
authors impose the distributional assumptions stated following Eq. (6.61), and estimate the 
models using maximum likelihood. In their second specification, the error term p is 
replaced by a job offer mechanism, which treats the number of hours worked as a discrete 
rather than a continuous random variable. Their results imply wage-rate elasticities of 0.65 
and 0.79 for women and 0.12 and 0.10 for men. These and the estimated income elasti- 
cities are in harmony with previous work using Dutch data. 

6.8.2. Non-convex budget sets: maximum likelihood and instrumental variable estimation 
Hausman (1981) estimates the effect of taxation and transfers on the labor supply of a 
subsample of prime-age husbands, wives, and female family heads who have children 
under the age of eighteen from the 1975 PSID, treating the husband as the primary earner 
and the wife as the secondary earner. For husbands and wives he considers two cases: the 
non-convex piece-wise linear case representing a tax and transfer schedule based on actual 
law, and a convexified tax schedule where the effects of FICA, the earned income credit, 
and the standard deduction are approximated by a consistently progressive convex budget 
set. For female household heads he considers only the non-convex case because of the 
large initial non-convexity introduced by AFDC. 

Hausman assumes a linear functional form for the labor supply equation, Although the 
wage coefficient in the hours equation is assumed to be constant across individuals, the 
coefficient of virtual income is assumed to vary. Blomquist (1983) also uses this approach, 
as discussed at the beginning of this survey. Hausman assumes that the coefficient of 
virtual income is the mean of the truncated normal distribution. Since it is assmned that 
this coefficient is non-positive, the relevant part of the distribution is to the left of zero 
Hausman considers the possibility of selection bias, since market wages are unobserved 
for non-workers, but finds that it is not a problem in his sample. Estimation is by maximum 
likelihood. 

For husbands, he finds that the uncompensated wage coefficient is essentially zero 
which accords with previous empirical findings. However, his finding of a significant 
income effect is at odds with prior work. Since the wage and income variables from the 
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convex and non-convex budget sets are similar, Hausman concludes that for estimation 
purposes it is probably reasonable to smooth the non-convexities created by the earned 
income credit, social security taxes, and the standard deduction. For wives, he finds 
substantial uncompensated wage and income elasticities. In addition to the convex and 
non-convex cases, a specification that explicitly accounts for the fixed costs of working is 
included for wives. The resulting wage elasticities are midway between those of husbands 
and those of wives. 

Triest (1990) considers the sensitivity of Hausman's results to changes in the model 
specification. To this end, he estimates several variants of Hausman's model using a 1983 
subsample of the PSID. Both the labor supply equation and the measurement error equa- 
tion are linear, with the distributional assumptions stated following Eq. (6.61). A speci- 
fication representing preference heterogeneity as a random income coefficient, rather than 
an additive disturbance, is also estimated following Hausman. Triest considers maximum 
likelihood estimation under the assumptions of preference heterogeneity only, measure- 
ment error only, and both heterogeneity and measurement error, in addition to instrumen- 
tal variables estimation assuming only heterogeneity. In the heterogeneity-only model for 
women, GMM was used to estimate an IV version of the Tobit model. Triest follows 
Hausman by treating the convex hull of the budget set as the effective budget set in 
estimation. 

The results, which are consistent across model specifications, suggest that the labor 
supply of prime-aged married men is relatively invariant to the net wage and virtual 
income. The finding of no virtual income effect, however, starkly contrasts with Haus- 
man's result. Furthermore, the estimated net wage elasticities are positive and of larger 
magnitude than the one reported by Hausman. The results for women are more sensitive to 
the specification of the labor supply function. Net wage elasticities resulting from a 
censored estimator are similar to those of Hausman. But when a truncated estimator is 
used (conditioning on positive hours), estimated wage elasticities are much smaller. The 
same is also true (in absolute value) of the virtual income elasticities. 

Blomquist and Hansson-Brusewitz (1990) estimate a potpourri of labor supply func- 
tions for married men and women in Sweden. They consider both linear and quadratic 
supply functions, with and without random preferences. For males, the linear fixed-prefer- 
ence specification is estimated first with the non-convex budget set and then using the 
convex hull as an approximation. The random-preference linear specification also uses this 
convex approximation. The fixed-preference model is a special case of the random-prefer- 
ence model when the constraint ~ = 0 is imposed. A likelihood-ratio test rejects this 
constraint at the 1% significance level. The fourth model for males includes a quadratic 
term in wages. A likelihood-ratio test of the null that this coefficient is zero is rejected at 
the 1% significance level. All estimation results for males imply a substantial compensated 
wage rate elasticity and a smaller income elasticity. 

For females, the authors correct for sample selection bias using Heckman's two-stage 
technique. They offer four specifications for female labor supply: (i) linear supply func- 
tion, fixed preferences, Heckman method; (ii) quadratic supply function, fixed preferences, 
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Heckman method; (iii) linear supply function, random preferences, Heckman method; (iv) 
linear supply function, fixed preferences, full-information maximum likelihood. As was 
the case for men, an asymptotic likelihood-ratio test rejects the null hypothesis of fixed- 
preferences. The wide differences in compensated wage elasticities between women and 
men, which are reported in Tables 1 and 2, are somewhat misleading since the wage rate 
elasticities for both groups are evaluated at different points on the labor supply functions. 
Using a quadratic supply function and evaluating the female wage rate elasticity at the 
mean male sample values yields an estimate of 0.10, comparable to the 0.12 estimate ~br 
males. 

Bourgiugnon and Magnac (1990) estimate labor supply functions separately for a 
sample of French married men and women, using a piece-wise linear constraint and a 
convexified budget set. They assume that family labor-supply decisions are sequential, 
with the men first choosing their labor supply under the assumption of no other labor 
income in the family. Then the other family members choose their own labor supply, 
taking the household head's labor supply as given. Under the assumption that (e,~) is 
distributed bivariate normal (0,0, 2 2 o-~,o~,0), where e represents preference heterogeneity 
and ~ is a measurement error term, the authors estimate the model using maximum like- 
lihood. The authors also consider the joint labor supply model, assuming that the original 
kinked budget constraint is approximated by some differentiable function as in Section 
6.1.3. They use an instrumental variables estimator to estimate this model. 

Flood and MaCurdy (1992) apply the full spectrum of methods for convex budget sets to 
a 1983 cross section of prime-age, married, Swedish men from the Swedish Household 
Market and Non-market Activities Survey (HUS), in hopes to reconcile the discrepant 
results of previous work on the disincentive effects of Swedish income taxes. They 
consider the piece-wise linear and differentiable constraint approaches, estimation using 
both instrumental variables and maximum likelihood, various functional forms for both 
labor supply and the structure of measurement error in hours worked, and extensions to 
incorporate family labor supply and lifecycle considerations. The authors also explore the 
viability of the standard exogeneity assumptions that underlie the maximum likelihood 
estimation approach. 

Flood and MaCurdy report maximum likelihood results for the tollowing specifications: 
piecewise-linear and the differentiable method with additive errors, linear labor-supply 
with and without multiplicative error, and logarithmic labor supply with and without 
multiplicative error. 46 These specifications yield uncompensated and compensated wage 
elasticities of around 0.15 and 0.20, slightly higher than those reported by Blomquist 
(1983). 47 The authors note the minor consequences both of accounting for measurement 
error and of using the piece-wise lineal" as opposed to the differentiable approach. This is 

46 See Section 6.2.2 ~br a discussion of the multiplicative measurement error structure and the logarittmfic labor 
supply function. Also, recall from Section 6.4.3 that specifications relying on differentiable budget constraints 
need not assume any measurement error to render the empirical model data-consistent. 

47 Blomquist and Newey (1997) find slightly lower wage elasticities and slightly higher income elasticities 
using their non-parametric formulation of the piece-wise linear labor supply model. 
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consistent with the findings of Hausman (1981). The instrumental variable estimation 
results are summarized in Table 2. The key insight from these results is that the data 
reject the exogeneity assumptions maintained by the maximum-likelihood procedures. 
These assumptions dramatically influence the estimates of the substitution and income 
effects; conventional endogeneity tests reject the exogeneity of gross wages and all 
components of non-labor income. Finally, the results of Flood and MaCurdy suggest 
that altering the form of the structural labor-supply function produces only small changes, 
and neither lifecycle adjustments in the computation of virtual income nor attempts to 
explore the interaction of husband's and wife's labor choices substantively change the 
results. 

Blundell et al. (1998a) present instrumental variable estimates of a labor supply model 
for the hours of work of married women in the UK that accounts for the endogeneity of 
gross wages and other income as well as accounting for selection and non-linear taxation. 
This model and its results are fully documented in our discussion of difference-in-differ- 
ences specifications in Section 5. 

6.8.3. Multiple welfare program participation 
We close this section with a look at the labor supply effects of multiple welfare programs, 
as addressed in the working paper by Keane and Moffitt (1995). 48 They use a single-actor 
labor supply model to consider the joint decision of whether to work, whether to partici- 
pate in AFDC, and whether to participate in the Food Stamps program. This necessitates 
estimation of the labor supply equation jointly with two welfare participation equations to 
account for the correlation between unobservables. The authors limit agents to full-time, 
part-time, and no work. Together with the 0/1 decision for two welfare programs, this 
implies twelve alteruatives over which the utility function must be maximized. 

Keane and Moffitt estimate the model using a sample from the 1984 SIPP of 968 female 
heads of households with children. Explanatory variables used include education, age, 
number of children, region, SMSA, and state characteristics. Using their estimates, they 
compute the uncompensated wage elasticity, at variable means, as 1.94. This is at the high 
end of prior estimates, which seems reasonable since this is a study of female-heads rather 
than married women. They estimate an income elasticity of - 0.21, a small (in absolute 
value) estimate which they attribute to measurement en'or in unearned income. The 
estimate of •, the parameter indicating lhe extent to which welfare stigma is additive, 
is 0,05. 

In addition, the authors simulate policy changes in the AFDC and Food Stamp 
programs. First, they consider the impact on predicted choices of reducing the AFDC 
benefit reduction rate from 100% to 50%. This has limited effect on labor supply but 
increases both AFDC and Food Stamp participation. Second, they find that a reduction of 
both AFDC and Food Stamp benefit reduction rates to 10% would increase average labor 
supply by two hours, but would also increase AFDC participation by one third and Food 

4u See also the discussion of family labor supply and program participation models in Section 7. 
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Stamp participation by one fourth. This would lead to an 80% increase in net costs even 
accounting for the increase in tax revenue. Third, they find that increasing gross wages by 
one dollar would increase average labor supply by about 3.5 h and reduce AFDC and Food 
Stamp participation, but that a government financed minimum wage of five dollars could 
accomplish the same changes at lower cost. Finally, they simulate the impact of the 1981 
increase in the AFDC tax rate from 67% to 100%, by comparing predictions for the 1984 
sample using both the 1980 and the 1984 welfare rules. They find decreased AFDC 
participation, with many AFDC recipients working part-time in 1980 either leaving 
AFDC to work full-time or quitting their jobs. As a result, they find an increase of 
14.6% in the percentage of AFDC recipients who do not work. All of these results closely 
match those that were actually observed. 

7. Family labor supply 

This section considers two important developments to the family labor supply model. The 
first concerns the extension to cover non-participation and non-convex budget constraints. 
The second refers to the development of a collective framework for tile study of family 
labor supply. Both are likely to be critical to our understanding of the impact of tax and 
welfare reforms discussed in Section 2 and our interpretation of the changing patterns of 
female and male labor supply documented in Section 3, 

We develop the analysis of non-participation and non-convex budget constraints in a 
family labor supply context in two steps. The first simply accounts for non-participation 
via a corner solution in the labor supply of one of the individuals. The second incorporates 
a more general specification for welfare programs and fixed costs. 

The discussion of the collective labor supply model that follows draws heavily from tile 
recent literature on the specification and identification of these models. We also consider 
the robustness to alternative model specifications and to the introduction of home produc-~ 
tion. We round up this section with a review of the results from recent empirical applica- 
tions of the family labor supply model. 

7.1. The basic economic model of)Camily labor supply 

The standard approach to family labor supply modeling, discussed in Section 4.1,2 
extends the consumption-leisure choice problem to include two leisure decisions. As 
will be clear from our discussion of collective family labor supply models in Section 
7.2, this simple extension of the standard model is controversial. However, it is attractive 
because it extends naturally to cover multiperiod labor supply decisions 49 and, perhaps 
more interestingly, it can be used to place the discussion of non-linear budget constraints, 
fixed costs and participation problems introduced in Section 6 in a family labor supply 
setting. 

49 In Section 8, we consider in detail the issues that arise in a muiitperiod labor supply model with parficipatkm 
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7.1.1. Fami ly  labor supply wi th  part ic ipat ion 

The standard family labor supply model concerns the labor supply behavior of a household 
comprised of  two working-age individuals. Children and other dependants are included in 
the vector of  observable household characteristics, X. We assume that families maximize 
joint utility over consumption, C, and the leisure time of both workers U(C,LI,L2,X) where 
Lj and L2 are the hours of leisure for two family members. For expositional reasons, we 
also consider non-participation for the second individual. The first-order conditions for 
this problem (see Eqs. (4.15) and (4.16)) can be written 

UL, ---- AW~ and UL2 >- AW2, (7. t) 

where strict equality holds in the latter marginal condition when individual 2 works. 
Substituting out for the marginal utility of consumption (2,.. = A results in 

UL, - U(,W1 = 0 and U~ - U~.V¢2 --> 0, (7.2) 

in which each marginal utility is a function of  LI and L 2 since from the budget constraint 
we can write consumption as C = Y + W I ( T  -- L~) + W2(T - L2). 

The optimal labor supply choices in this framework satisfy the standard consumer 
demand restrictions of  symmetry, negative semidefiniteness of the Slutsky substitution 
matrix, and homogeneity of degree zero in wages, prices and full income. Homogeneity is 
satisfied by specifying the labor supply model in terms of  real wages and real incomes. 
Symmetry requires equality between the Slutsky cross-substitution terms 

c)Li + Li c)L i OLj + Li c)Lj 
-- for i ¢- j. (7.3) 

c) Wj 334 c) Wi OM 

The negativity restriction generalizes the Slutsky condition on the sign of  compensated 
labor supply by requiring the matrix of the own- and cross-Slutsky substitution terms to be 
negative semidefinite. To complete the specification, we may add taste heterogeneity 
terms to the marginal utility conditions to produce 

UL, - UcWt el = 0 (7.4) 

and 

Uc2 - U,,W~ - e2 >- O, (7.5) 

with joint density g(el,e2). These terms are introduced directly into marginal utility rather 
than into the labor supply equations themselves (in contrast to Section 6) to preserve the 
taste heterogeneity interpretation of  the error terms in a model with multiple labor supply 
decisions. 

These first order conditions describe two regimes of  behavior: 

(i) both spouses participate: H I --= T -- L 1 > 0 , H  2 ~ T-L 2 > O, 
(ii) individual 2 does not participate: H1 --= T - Li > 0,H2 ~ T-L2 = 0, 
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where H1 and/42 are the hours of work choices of each of the two adults in the family. 
The sample likelihood for this model has two contributions and is similar to the sample 

likelihood for the single worker comer solution model described in Section 6. Ignoring 
taxation and measurement error, and additionally assuming wages are known and exogen- 
ous, the likelihood contribution for families observed in the first regime where both 
spouses work is given by 

/H~>0J42>0 = ]J]g(ULj - U c W j ,  UI~2 - UcW2) ,  (7.6) 

where the term ]J] is the Jacobian term that corresponds to Eq. (6.15) in the single worker 
case. This term is the determinant of the own and cross derivative matrix of el and c2 in 
terms of hours of work. It recognizes that e i and e2 are non-linear functions of HI and H2. 

For the non-participation regime we note that e2 > Ule - UcW2 defines a reservation 
wage condition, so that the choice of L~ involves solving the marginal conditions with 
L2 = T which we write asflL~ - (]cW1 - el = 0. Consequently, the likelihood contribu- 
tion for observations on families in the regime where the second worker does not parti- 
cipate is given by 

IH,>0,H2=0 = Igl g(fJLl -- UcW1,  e2)dea, (7.7) 
u~ 2 Uc w2 

where again the term [K] is the corresponding Jacobian term. It is interesting to note that 
the Slutsky symmetry and negativity conditions are sufficient to guarantee that both of the 
matrices J and K in the Jacobian terms are positive definite. 5° 

Missing wages, and also the endogeneity of gross wages, is best addressed by rewriting 
the marginal conditions (7.4) and (7.5) so that they are log linear in wages, i.e. 

in( ULI "~ -- lnW1 - ~1 = 0 ( ' ] . 8 )  
\ U c ]  

and 

ln( ~ -~  ) -  l n W a -  ~2-->0, ('].9) 

in which case wage equations of the form lnWj = Z/iy/+ ~i can be easily incolporated. 
Education variables, typically excluded from preferences but included in the Z variables in 
each wage equation, can then be used to identify the model - under the strong assumption 
that education is uncorrelated with unobserved heterogeneity in labor supply. 

Finally, in order to estimate the wage equation on the sample of observed wages fo~ 
which H2 > 0, one needs to account for the selection bias induced by correlation in the 
unobservables and ~ 2- The parameters of the wage equation are identified through the 
exclusion of the exogenous income variable Y which does enter the determination of 
participation. 

50 See Ransom (1987) and Van Soest et al. (1990). 
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7.1.2. Family labor supply with taxes and program participation 
The extension of these models to allow for convex piecewise linear budget constraints is 

a straightforward adaptation of the discussion presented in Section 6. Non-convexities in 
the budget constraint and welfare program participation pose further difficulties because 
direct comparisons of utilities are required as documented in Section 6. 

Consider the problem of jointly modeling the work and welfare participation decisions 
of a two-worker family. Suppose we assume that families maximize a standard utility 
function of the form 

U = U(L1,L2,  C, e ) -  ~'IPB, (7.10) 

where, in keeping with the notation in Section 6.6.3, PB is a 0-1 program participation 
indicator. Unobservable preference heterogeneity is entered directly in utility through the 
vector e which correspond to the el and e~ terms in Eqs. (7.4) and (7.5). As in Eq. (6.49) 
the ~TPB term is included so as to capture the costs of being on welfare, including "welfare 
stigma". The budget constraint that determines consumption is given by 

C =  W1H1 + W2H2 + Y - T(Y, WjHI,W2H2) + BPB, (7.11) 

where Y is unearned income, T(.) is a tax function, and B is program benefits. 
Due to the computational difficulties encountered when considering the hours and 

participation of two persons with non-linear budget constraints, the approach outlined 
in Section 6.7 offers a tractable method for estimating the family labor supply model. 
In particular, given an assumed joint distribution for unobservable tastes components, 
errors determining wages, and welfare stigma, one can compute a probability that each 
family member selects among alternative employment and program participation states. 
This in turn defines a sample log likelihood of the form Eq. (6.57). As described in Section 
6.7, this formulation requires that each individual be placed into a limited set of preas- 
signed work states, even though observed hours worked take many more values. To 
overcome this issue, analyses applying this approach invariably introduce measurement 
error in hours of work to admit hours to deviate from the discrete values assumed for the 
choice set, as described in likelihood (6.58). 

7.1.3. Drawbacks of the standard family labor supply 
The "unitary" model described in Section 7.t implies three broad groups of testable 
restrictions. The first set of restrictions covers the standard consumer demand restrictions 
of symmetry, negative semidefiniteness of the Slutsky substitution matrix, and homoge- 
neity of degree zero in wages, prices and full income, see Eq. (7.3) and the related 
discussion above. The second set of restrictions refer to income pooling. This is the 
condition which implies that, as far as the household' s utility-maximizing choice of family 
labor supplies are concerned, one can combine all sources of non-labor income into a 
single unearned income measure, K If, for example, each of the two individuals has 
private unearned income I71 or Y2 respectively, then pooling implies 
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L/Y' = Ly 2 for i =  1 and 2, where L/~' = 3Li ' OY1 (7.12) 

This is a controversial assumption in the welfare reform debate since it implies that the 
source of non-labor income is irrelevant in within-family labor supply decisions. 

Finally, there are the non-participation or "comer solution" conditions which state that 
if one individual is at a corner solution, it is the reservation wage of that individual rather 
than the market wage that affects the labor supply decision of the partner. As in the case of 
the income pooling assumption, this is far from innocuous, implying as it does that the 
"outside option" value of paid work for a non-participant does not influence the allocation 
of consumption and leisure within the household. 

7.2. The collective model of family labor supply 

Recent research has focused on relaxing the assumptions of symmetry and income pool- 
ing, seeking instead solutions from efficient bargaining theory. The advantages of the 
unitary model of family labor supply are well known. As we have seen they allow the 
direct utilization of consumer theory, recovering preferences from observed behavior in an 
unambiguous way and providing a framework for interpretation of empirical results. One 
can then use standard welfare economics to evaluate tax and welfare reform. An argument 
often raised by critics of the standard model is that it treats all individuals in the family as a 
single decision making unit rather than as if they were a collection of individuals. More- 
over, researchers often conclude that allocations within the family derived from the 
unitary model cannot be recovered in a meaningful way. This conclusion is too strong. 
The standard decentralization theorems from consumer theory 51 apply equally well to 
individual members' utilities in a "unitary" household. 

Suppose there are no public goods and that individual utilities are weakly separable over 
their private consumption and leisure. Let C~, C2, Li, and L2 refer to the private consump- 
tion and leisure choices of individuals land 2. Defining the private consumption of the 
second individual in the same way, we may write the within-period family utility as 

F(U~ (Cj, Lj, X), U2(C 2, L 2, X)), (7.13) 

where UI(CI,LIJq) is the sub-utility for the husband and U2(C2,L2,X) is the sub-utility for 
the wife. Where family utility has this weakly separable form, decentralization follows 
two-stage budgeting: total household (full) income is allocated among all household 
members, and then individuals act as if they are making their labor supply and consump 
tion decisions conditional on this initial stage outlay. 

Even if consumption goods are privately consumed, they are typically only measured at 
the household level - so that the individual consumptions are unobserved or "latent" to tile 
economist. However, a single observed (privately-consumed) good labor supply in this 
case - per sub-utility is often sufficient to identify decentralized preferences. This condi 

51 See Gorman (1958), for example. 
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tion on a single exclusive good per sub-utility corresponds to the identification condition in 
generalizations of weak separability that allow overlapping goods across groups. 

So what advantages does the collective approach offer? It effectively relaxes the income 
allocation rule among individuals so that this allocation may depend on relative wages and 
other variables in a way that reflects the bargaining position of individuals within the 
family, rather than reflecting the marginal conditions underlying the joint optimizing 
framework of the txaditional unitary approach. Even when individuals within the family 
are altruistic and allocations are Pareto Efficient, the allocation rule can deviate from the 
optimal rule in the traditional model. 

7.2.1. A summary of the collective labor supply model model 
In this work, 52 each family member either maximizes an "egoistic" utility, Uj (C,L1,X), or 
a "caring" utility function, E/(UI(CbL1,X), U2(C2,L2,X)), f o r j -  1 and 2. Notice that this 
rein'ors the separability assumption in Eq. (7.13). That is, the only way L2 enters the (sub-) 
utility of individual 1 is through the (sub-)utility of individual 2; there is no direct impact 
on the utility of the partner. 

Applications of this model assume that the decision process generates Pareto-efficient 
outcomes, all goods are privately consumed and there is no household production. The 
implications of relaxing these latter two assumptions are important and we consider them 
below. 

The collective framework states the family labor supply problem as follows: 

max[0U 1 + (1 - 0)Ua], s.t. C1 + C2 + WILl + WzL2 = M, (7.14) 

where 0 is the utility weight for person 1, given by some non-negative function 
0 = f ( W  l, W2,M). This is equivalent to a sharing rule, or decentralized solution, in 
which individual 1 gets income M -  p(W1, W2,X, M) and then allocates according to 
the rule 

maxUl, s.t. Cl + W1LI = M - ~(W1, W2,X,M), (7.15) 

where q~(W~, W2, X, M) is defined as the sharing rule. 
Given Pareto efficiency and the standard neoclassical assumptions on individual utili- 

ties, the conditions identifying preferences and the sharing rule (up to a linear translation) 
simply require one observable and assignable private good - here assumed to be the 
individual's leisure. The intuition behind identification is simple: under the exclusive 
good assumption, the spouse's wage can only have an effect through the sharing rule. 
Variation of income and the wage then permit consistent estimation of the marginal rate of 
substitution in the sharing rule. A researcher can do this for both spouses and, since the 
sharing rule must sum to one, recover the partial derivatives of the sharing rnle. 

Although the standard symmetry, income pooling, and participation conditions are not 
implications of this model, one can derive alternative testable restrictions. If separate 

52 The most lucid statement of this argument occurs in the papers on household labor supply by Chiappori 
(1988, 1992). 
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income sources are unobservable to the econometrician and both individuals work in the 
labor market (i.e., there are no comer solutions for leisure), the only restrictions implied are 
those corresponding to the Slutsky conditions. These are expressed in terms of the deriva- 
tives of the labor supply equations with respect to the wage and income variables. Assuming 
the income derivatives are non-zero the collective model implies the differential equations: 

L W2 ~ L W2 LW21 0 g wl 
C~m g ~  + a ~  L~ aw2 = 0, /3M L'~- /3 0M L~- - /~['Vl ~ O, (7.16) 

in which cg is given by 

_ Lf ] cf  ow, k cf  

/3 = 1 - c~ and where superscripts denote partial derivatives. The terms c~M,/3M, c~:i,/3 w are 
the corresponding income and wage derivatives. Eqs. (7.16) are analogous to the Slutsky 
symmetry conditions, while the Slutsky inequalities are matched by 

L ~  + T - L 1  - L~ <-0, LM ~ LM <~ 0. (7.17) 

These restrictions are sufficient for recovering preferences and the sharing rule (up to an 
additive constant). Indeed, the derivatives of the sharing rule, ¢p(Wl, W2,X,M), have the form 

aqo _ Oqo _ OLWl 2 O~ c)L~V' (o~ - 1). (7.18) 
OM e~, c~W2 3L~ ol, OW~ -- L f  

Consequently, having estimated unrestricted family labor supply functions in terms of 
wages for each individual and full income, the researcher can recover individual preferences 
and the sharing rule. 

"7.2.2. Household production 
The introduction of household production is problematic for estimation of the collective 
model since, as we have seen, this model exploits the exclusion restriction on the other 
individual's wage to identify the sharing rule under egoistic or caring preferences. Unless 
we assume that the household production good is marketable, identification up to an 
additive constant is lost. 

It is reasonable to assume that for many families, non-market time is spent in the active 
production of home produced goods. 53 These may include activities for which a perfect 
substitute is directly available in the market, housework or home decoration for example; 

53 See also Apps and Rees (1997, 1998). 
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but they may also include activities for which a perfect substitute is not readily available, 
childcare, for example. What is of particular interest is when there is no direct substitute 
available and both spouses non-market time enter the production of the home produced 
good. For the standard non-separable (unitary) model of household labor supply, this has 
little direct impact on the labor supply function - it simply acts as if it were leisure time. 
However, that is not the case in the separable model. 

Suppose there is a home-produced good, G, that requires inputs of time by both house- 
hold members. Denoting these time inputs by tl and t2, one can write the production 
technology as 

G = g(t~, t2), (7.19) 

where we assume that g is a concave function. Time not spent in the labor market can be 
used for two purposes, pure leisure or home production. If tl and t2 are recorded by 
individuals in a time-use diary survey, 54 then the characteristics of g(tl, t2) can be recov- 
ered. However, since leisure enters household utility in a general way in the family utility 
function, and since g(h,  t2) is concave, family utility remains a concave function of non- 
market time and consumption. Consequently, the labor supply equations describing hours 
of work and labor market participation are observationally equivalent to those for the 
model without household production. 

An interesting special case occurs when family utility is separable in the non-market 
time of each individual. In this case, family utility with household production can be 
written 

F ( U  1 (C, L 1 , GI,  X),  U2(C , L2, G2, X)),  (7.20) 

where GI and G 2 a r e  the private consumptions of the home-produced good so that 
G1 + G2 = G. (Alternatively, if the home-produced good is a public good such as child- 
care, then G itself enters each sub-utility.) 

if  the consumption of household production is not observed then the presence of G in 
each sub-utility does upset the separability assumption. To see this, suppose household 
production technology exhibits constant returns to scale. Then the implicit price, or unit 
cost, of household production is simply a function of the two wage rates: 

P* = r (Wl ,  W2). (7.21) 

In the model without G, the weak separability condition is sufficient for each labor supply 
to be written in terms of the own wage and the allocation of full income. Introducing G 
implies that P*, and therefore WI and W2, enter each labor supply. Consequently, the 
household production function is sufficient to break the separability condition and there- 
fore the exclusion restriction on the other household member 's  wage in the labor supply 
equation. In this case, individual utilities are not recoverable. The only case in which this 
does not occur is when the household production good, G, is marketable and when the 

5,/See Kapteyn and Kooreman (1993), for example. 
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solution is interior rather than at a corner. In this case, one sets P* equal to the observable 
market price for the home produced good which will not depend on individual wages. This 
issue becomes more problematic for the collective model described below in which the 
exclusion restriction on the other individual's wage is required for identification. Of 
course, if the household production technology exhibits constant returns then P~' in 
(7.21) depends only on the two wages and the income terms in the sharing rule provide 
testable restrictions. 55 

7.3. Some empirical findings for the family labor supply model 

7.3.1. The unitary model 
Recent studies build on the original work of Ashenfelter and Heckman (1974), Rosen 
(1978), Wales and Woodland (1976) and Smith (1977). These include Attanasio and 
MaCurdy (1997), Blundell and Walker (1982, 1986), Browning et al. (1985), Hausman 
and Ruud (1986), Hoynes(1996), Kooreman and Kapteyn ( 1986), Ransom (1987) and Van 
Soest (1995). Perhaps the most important issues raised in these studies are those concern- 
ing the degree of substitution between the labor supplied by different family members and 
the mixture of continuous hours and discrete participation choices. 

Researchers have taken two modeling approaches. The first is to work with tile bivariate 
censored model and allow continuous choices over hours of work. Ransom (1987), for 
example, takes this approach. The second approach is to simplify the hours choices to a set 
of discrete alternatives but to allow for fixed costs and program participation. Hoynes 
(1996) is an example of this. In addition to accounting for the discrete or censored nature 
of the data in a bivariate framework, researchers who have implemented empirical models 
of family labor supply have also been concerned with choosing the appropriate condition- 
ing variables. Attanasio and MaCurdy (1997), for example, adopt a marginal rate of 
substitution framework for theh" analysis while Blundell and Walker (1986) use a 
consumption-based measure of non-labor income in a Marshallian model of family 
labor supply. Browning et al. (1985) work with a Frisch representation of family labor 
supplies and commodity demands (see Section 4 for a detailed discussion of these alter- 
native choices of conditioning variables and the interpretation of the resulting elasticities). 
Rather than covering all studies in this discussion we have decided to single out a small 
number of studies that provide a useful guide to empirical models in the literature. 

Z3.2. Continuous hours models with censoring 
Ransom (1987) provides an analysis of family hours-of-work decisions using a sample of 
1210 intact families drawn from the 1976 PSID. He restricts the sample to families with no 
self-employed members and in which the husband is worldng. Consequently, the only 
censoring occurs for female hours of work. This study makes a particularly convenienl 
starting point for describing structural estimation in family labor supply models. However, 

55 Chiappori (1997) shows identification of the sharing rule up to some function of W~ and W: in this case= 
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although Ransom accounts for censoring he does not account for the endogeneity of hourly 
wages or virtual income. Attanasio and MaCurdy (1997) relax these exogeneity restric- 
tions and we discuss their study further below. 

To interpret Ransom's results, consider the marginal utility conditions (7.4) and (7.5) 
for quadratic utility: 

--ULI + WjUc -- al + a3Wl - [311H1 -- [333WI(W~H~ + W2H2 + Y) -/312H2 

+ [313(2W1H1 + W2Ha + Y) + [323W1H2 (7.22) 

and 

- U L  2 + W I U  C = oL 2 -1- o{3W 2 - ] 3 2 2 0  2 - [333W2(W1H 1 4- W2H 2 + Y) - ~ 1 2 0 2  

+/3~3(2W2H2 + WIHi + Y) + ~3W2HI. (7.23) 

Ransom then allows c~ and c~2 to each be a linear function of observable characteristics 
and unobservable mean zero normal random variates el and e2. 

In contrast, Hausman and Ruud (1986) work directly with quadratic labor supply curves 
in their estimation of family labor supply for a sample of 1991 families in the 1976 PSID 
based on a similar selection to that of Ransom. This eliminates the need for j acobian terms 
but makes the introduction of random preference errors more difficult. The Hausman and 
Ruud indirect utility has the form 

V(Wt, W2, Y) = exp([31W1 + t~2 W2)Y*, (7.24) 

where I/* is given by the quadratic 

Y* = Y +  0 +  6 1 W  1 -Jr- 6 2 W  2 -{- 0 . 5 ( ' ) / I W I  2 Jr- T2W22 + ceWIW 2. ( 7 . 2 5 )  

From Roy's identity, hours of work are given by 

O/ 
H~ = 31 +/31Y* + YIW1 + ~W2, (7.26) 

OL 
H2 := 6a + ~2Y*+ y2W2 + ~ WI, (7.27) 

where Y* is defined in Eq. (7.25). Hausman and Ruud append additive normal errors to 
Eqs. (7.26) and (7.27) and estimation follows from the maximizing of a bivariate censored 
likelihood whose contributions are of the form (7.6) and (7.7). They take careful account 
of the non-linear surface of the budget constraint induced by the piecewise linear nature of 
the tax system. However, as was noted above, one cannot easily interpret this additive 
error structure as random preference variation. 

The estimates Ransom presents are plausible. He finds a small compensated elasticity of 
0.04 for men, and a larger one of 0.73 for women. He also finds smaller income elasticities 
lbr men, -0 .03 versus -0.21 for women. (The uncompensated wage elasticity for men is 
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slightly negative.) These average elasticity estimates are close to those reported in Haus- 
man and Ruud. However, the Ransom model does not perform particularly well in repli- 
cating the within-sample distribution of female hours of work. While actual mean hours of 
work for women are 1376 per year, the model predicts only 634. Moreover, although fewer 
than 50% of women in the sample are recorded as working, the model predicts that the 
majority of women work. Although there are many ways in which the model might be 
misspecified, the most likely culprits are the "Tobit" assumption on participation that 
rules out fixed costs of work (see Cogan, 1980, 1981) and the use of predicted wages 
(although corrected for selectivity) in a non-linear labor supply model. Interestingly, the 
Hausman and Ruud specification allows for a fixed cost parameter for female labor supply 
which is found to be significant. 

Attanasio and MaCurdy (1997) address endogeneity issues and generalize the form of 
censoring in their study of families in the repeated cross-sections of the US Consumers 
Expenditure Survey (CEX). They choose log-linear forms for the marginal rate of substi- 
tution functions Eqs. (7.8) and (7.9). The authors selected a sample of 20,297 households 
from the CEX for the period 1981-1992. This CEX dataset has the dual advantages of 
providing consumption data directly and allowing variation over time. Attanasio and 
MaCurdy adopt a semi-parametric approach to correct for non-participation, and this 
relaxes the normality and Tobit assumptions. Their results imply a slightly negative 
male hours elasticity, whereas for women the corresponding elasticity is much lager in 
absolute value and implies a strongly upward sloping labor supply curve. 

Kooreman and Kapteyn (1986) follow a similar approach but do not fully allow for 
random preference variation, in their study of the joint labor supply decisions of 315 
households from the 1982 CBS survey for the Netherlands. As in Blundell and Walker 
(1986) they work directly with a Marshallian demand system and specify a second-order 
flexible form, derived from an Almost Ideal indirect utility function. In contrast, the 
Blundell and Walker study uses a Gorman polar form which retains the linearity in full 
income. This linearity obviates the need to specify a value for total available hours 7'. 
Kooreman and Kapteyn perform estimation using a censored likelihood in which they 
predict wages from a selectivity-adjusted log wage equation. They use education-level 
dummies as excluded instruments. Although Kooreman and Kapteyn do not provide 
elasticity estimates, they do report small and negative own wage responses for men and 
larger and positive own wage responses for women. Cross elasticities show a strong 
response of female hours to male wages. These results closely match those of Blundell 
and Walker who used a truncated likelihood estimator on a similar sample of 1378 British 
families from the 1980 Family Expenditure Survey, in which both husbands and wives 
worked. Blundell and Walker report a full set of elasticities by demographic type, and find 
small, positive labor supply elasticities for males and larger, positive ones for females 
They also report small but significant positive cross elasticities. 

7.3.3. Discrete hours choices and program participation 
Van Soest (1995) introduces discrete hours choices in a stady of the labo~ supply arid 
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participation decisions of a sample of 2859 falmlies from the 1987 Social Economic Panel 
for the Netherlands. He models a non-convex budget constraint for each family to expli- 
citly account for the Dutch tax and benefit system. Six fixed hours intervals are defined, for 
husbands and for wives, resulting in a total of thirty-six possible discrete states. 5~ A 
translog direct utility function for leisure hours and full income determines the utilities 
associated with each choice. Marginal utilities are, therefore, linear in log leisure hours 
and full income and are rendered stochastic by a choice-specific extreme-value distributed 
error term. Consequently choices follow a multinomial logit rule. Van Soest further 
extends this by introducing a jointly normal random parameter variation. He completes 
the specification by adding choice-specific constants and estimates using a simulated 
maximum likelihood estimator. 

The estimation results reveal an important role for the random preference terms and the 
choice specific constants. Moreover, the reported elasticities are quite sensitive to changes 
in their specification. The most general specification suggests a small positive hours of 
work elasticity of around 0.1 for men and a larger elasticity of around 0.5 for females, with 
small, negative cross elasticities. These are reasonably consistent with the results in the 
Blundell and Walker study for the UK. However, Van Soest does report smaller income 
elasticities which often have signs at odds with theory. This may be attributable to his 
unearned income measure which, unlike that used in the Blundell and Walker study, is not 
consumption based. 

Hoynes (1996) addresses the problem of jointly modeling the discrete work and welfare 
participation decisions of a two-worker family, in the context of the unitary labor supply 
model for a sample of 1010 observations on two-parent families from the1984 Survey of 
Income and Program Participation (SIPP). She considers the labor supply impacts of the 
AFDC-UP (Aid for Families with Dependent Children - Unemployed Parent) program in 
the US in 1988. This program was available in 26 states in 1988 and provided AFDC 
benefits to two-parent families with children if the "principal earner" in the family worked 
less than one hundred hours/month. Hoynes models families as maximizing a standard 
Stone-Geary utility function (see Eq. (4.59)) of the form 

U =/311og(yl - Hi) + /321og(y 2 - /42)  + /3clog(C - 7c) - *]P~, (7.28) 

where the notation is as in Eq. (7.10) and PB is a 0-1 program participation indicator. 
Program benefits B in (7.11) are determined by 

B - -  G - N - tA (W~ HI + W2H2) ,  if B > O and Hi, < 100, (7.29) 

with B = 0 if the conditions are not met, where G is a government minimum guarantee, tA 

is a government set benefit-reduction rate on earned income, and Ht, is hours worked by the 
principal earner, either the husband or the wife. 57 Hoynes assumes that families who 

5(, See also lllnakunnas and Pudney (1990), Dickens and Lundberg (1993) and Aaberge et al. (1995) for 
important variations on this type of model that allows finite discrete choice sets. 

57 The principal earner is determined by program guidelines. 
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choose to receive AFDC-UP (PB = l) also receive food stamps. To avoid the issue of 
multiple program choices, (see the discussion of the Keane and Moffitt study in Section 6) 
and to make the problem manageable, she also assumes that only three work decisions are 
possible for each spouse: full-time work (40 h per week), part-time work (20 h per week), 
or no work. Combined with a 0/1 welfare decision, this yields 18 states over which the 
utility function must be maximized. 

Hoynes introduces unobserved heterogeneity into the problem via the 13 and ~ para- 
meters. She models the /3 ' s  as 

/~i = exp(X/°q + 61)l£[exp(X~c~i + Sg)], 

where % = e,. ------ 0. 5~ 8 is given by 

~ ? = Z / %  + I x + e ,  

i = l, 2, c, (7.30) 

(7.31) 

where e - N(0, Ors2). To further ease the estimation problem she assumes that e, and pc 
have a discrete support over M points (where M = 6 in the analysis) such that 

Pr(tl = 611~, 62 = ~'2k, PC = / ~ k )  = 7rk" (7.32) 

TO understand the computational issues involved, consider the implications of this setup 
when e = 0 for all families. Then, for each of  the M points of support, the values of ~ and 
pc can be plugged directly into the utility function and the optimal choice over the 18 
alternatives computed. Summing across the M states using the probability, Irk, of  each 
yields the probability of each work/welfare alternative for each family. Replacing a non- 
zero e term complicates this only slightly - e behaves like the continuous error in a 
standard discrete choice model. For high enough e in each state a non-welfare option 
will be chosen, whereas a low e implies choice of a welfare option. Thus, within each state 
(a, pc pair), two possibilities exist, with their probabilities determined by the level of  ~, 
required to make "welfare stigma" too high for welfare participation. Hoynes uses 
predicted wages from separate wage regression for all observations. Hence, the variables 
she uses to predict wages are included in the variables X, Z. 

Hoynes assumes a measurement error term for each spouse, ~,~ and ~a, such that actual 
hours worked, hi and h2, relate to predicted hours worked,/41 and H2, according to the 
functions: 

hi = exp(ul)Hi and h2 = exp0'2)H2, (7.33) 

where N<4/2,4) 
Given the parameter estimates from this estimation procedure, Hoynes carries out 

several interesting simulations. First, she considers the impact of increasing the AFDC- 
UP guarantee amount, G, by 20%. This leads to an 18% increase in predicted participation 
in the program. In the population as a whole it leads to a slight reduction in employment, as 

5s This form satisfies the standard Stone-Geary restrictions that/3/>- 0 and ~ / 3 ,  :-: 1. 
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should be expected since this is a pure income effect. However, among welfare recipients 
it leads to an increase in average hours worked, a composition effect caused by the addition 
of many working families whose incomes qualify for the program only after the policy 
shift. If  unaccounted for, such a composition effect could lead researchers to reach incor- 
rect conclusions concerning the impact of guarantees on labor supply. Second, Hoynes 
considers the impact of lowering the benefit reduction rate, t+ by 20%. This leads to a 6% 
increase in participation and virtually no change in employment, as a tax rate change has 
both income and substitution effects. Third, she considers the impact of eliminating the 
hp < 100 rule for eligibility. While this greatly increases eligibility, from 10.9% to 15% of 
the sample, it has almost no effect on program participation, since those who become 
eligible are already working and, thus, would receive small benefits which may be over- 
whelmed by other welfare costs 03). Finally, she finds that eliminating the program 
altogether would increase average hours worked of current recipients by 33 h for 
women and 46 h for men. However, this would not compensate for the loss of welfare 
income, as average family income for this group would still fall by approximately $83/ 
month.  

7.3.4. Bargaining and collective models 
There are relatively few empirical studies of family labor supply outside the unitary model. 
The original motivation for these developments came from the original studies by McE1- 
roy (1981) and Manser and Brown (1980). A number of more recent studies have used 
micro data to evaluate the pooling hypothesis or to recover collective preferences using 
exclusive goods, but these studies typically look at private consumption rather than labor 
supply. For example, Browning et al. (1996) use Canadian household expenditure data to 
examine the pooling hypothesis and to recover the derivatives of the sharing rule. Clothing 
in this analysis is the exclusive good providing identification. 

Recent empirical studies concerning family labor supply include Lundberg (1988), 
Apps and Rees (1997), Kapteyn and Kooreman (1990) and Fortin and Lacroix (1997). 
Each of these aims to "test" the unitary model and to recover some parameters of collec- 
tive preferences. Lundberg attempts to see which types of households, distinguished by 
demographic composition, come close to satisfying the hypotheses implied by the unitary 
model. The other three studies take this a step further by directly specifying and estimating 
labor supply equations from a collective specification. Apps and Rees (1996) specify a 
model to account for household production. Kooreman and Kapteyn (1990) use data on 
preferred hours of work to separately identify individual from collective preferences and, 
consequently, to identify the utility weight. Fortin and Lacroix (1997) follow closely the 
Chiappori framework and allow the utility weight to be a function of individual wages and 
unearned incomes. We briefly consider the results from each of these studies. 

Kooreman and Kapteyn (1990) specify a Stone-Geary model of individual private 
utilities and they estimate the utility weight, which they assume to be independent of 
wages and income, as a constant parameter. Using data from the same 1982 Dutch survey 
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exploited in their 1986 study described above, they find an estimated utility weight within 
the unit interval, but rather imprecisely determined. 59 

The focus of the Apps and Rees study is on household production and they analyze a 
sample of 1384 families from the Australian Bureau of Statistics 1985/86 Income Distri- 
bution Survey Sample file. All families are selected so that the male works and there is at 
least one child aged under 15 years. They specify a constant returns technology for house- 
hold production so that the unit cost function has the form (7.21). This is then parameter- 
ized as a unit Translog function. Individual sub-utilities are given an Almost Ideal form. 
Since the sample does not contain information on individual consumptions of home 
produced or market goods, they identify the model by setting the individual income shares 
to the individual full incomes Wit + Mi.  This would appear to be a rather restrictive 
assumption. Finally, only interior solutions are considered. They find an important role 
for exchange within the family with the female specializing in home production activity. 

Fortin and Lacroix (1997) consider a sample of 4496 couples drawn from the 1986 
Canadian Census. They follow the Chiappori framework closely and allow the utility 
weight to be a function of individual wages and unearned incomes. They specify the 
resulting sharing rule as a linear function of wages and individual unearned incomes, 
while they allow indirect utilities to be quadratic in own wages and individual unearned 
income allocations. For comparison, they specify a unitary model with a quadratic indirect 
utility in the two wages and total unearned income. Both specifications result in non-linear 
labor supply equations. For estimation, they use the sample of two working couples with 
instrumental variable procedures applied for the wage and income variables. Instruments 
were age and education polynomials, immigration dummies and regional dummies. 

Fortin and Lacroix provide results for two age subgroups. For the majority of groups 
they reject the pooling hypothesis. The collective model restrictions are only rejected for 
the case in which preschool children are present, while symmetry is rejected across all 
groups. These results are interesting and, if confirmed across specifications accounting for 
endogenous participation in work and unobserved heterogeneity, they would challenge the 
standard family labor supply model. The results also suggest extensions to the collective 
model for families with young children where "home production" and public goods are 
likely to be of central importance. 

One potentially important drawback of these models is their inability to allow for both 
preference heterogeneity and non-participation. This is common in modern specifications 
of the unitary family labor supply model as we have seen in the earlier discussion of this 
section. To properly assess the collective framework as an alternative empirical model, 
these developments are essential. This is the motivation for the Blundell et al. (1998a) 
study which considers the full non-parametric identification of the collective model with 
participation and hours choices. A general identification result is presented which is then 
extended to cover the introduction of unobserved heterogeneity. For the heterogeneous 

59 It should be noted that the estimated parameters and their identification rest heavily on their interpretation of 
data from the preferred hours question in the Dutch survey. 
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case a parametric form for preferences and the sharing rule is assumed. This result allows 
the empirical implementation of the collective model of family labor supply to be placed 
on an equal footing with the traditional model. 

8. Structural dynamic models 

This section explores extensions of the standard multiperiod model, introduced in Section 
4, to allow for important dynamic features of labor supply behavior. The first considers the 
problem of participation, which plays a fundamental role in understanding all aspects of 
lifecycle behavior. Empirical models incorporating participation are obviously important 
for the analysis of female labor supply and retirement decisions. However, even in the 
simple case of continuous hours decisions examined in Section 4, we could not specify 
relations useful for policy simulations without assuming when a person works during the 
lifetime, for specifications depend on past, current, and future wages. If a person plans not 
to work in a period, then the wage for that period does not enter as a determinant of hours- 
of-work choices in other periods. To characterize the factors governing when individuals 
work significantly complicates empirical multiperiod models of labor supply, and the use 
of these models in simulations of policy scenarios. However, development of these more- 
elaborate models is essential to learn what is needed to account for many policy features. 
Given the scarcity of research on this topic, intertemporal models with non-participation or 
corners and saving offers many research opportunities. 

The second extension considers two lifecycle models in which individuals can affect 
their wage growth through current investment activities: learning-by-doing models in 
which current work experience enters directly into the determination of future wages, 
and conventional human capital models in which workers endogenously choose schooling 
and training separately from work experience to enhance their future wages. Both of these 
developments imply that future events enter the optimal decision rule for hours of work 
and participation decisions in a more complex way. 

Finally, the third extension relaxes the intertemporal separability assumption on prefer- 
ences underlying the standard labor supply framework, implying that past levels of hours 
and consumption directly impact the marginal utility of work. Non-separabilities occur 
through primarily two routes: a habit persistence model, or a dynamic extension of the 
home production model in which inputs of time are used to produce future consumption. 

8.1. The standard intertemporal labor supply model with participation 

This section begins with an overview of an intertemporal labor supply model with parti- 
cipation which will serve as a framework for discussing the additional dynamic refine- 
ments in later subsections. Although decisions over continuous hours choices and 
consumption retain the simple marginal rate of substitution and Euler condition formula- 
tion described in Section 4, the participation no longer fits this simple framework. To 
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highlight the complexities introduced by participation, in this basic multiperiod model we 
presume that individuals can only choose between working and not working in a period. 

8.1.1. Economic formulation 
The optimization problem for participation with borrowing and saving is the solution to 

max Vt(Pt,At, Wt, Zt), (8.1) 
Pt 

where Pt is a zero-one dummy variable equaling unity if the individual participates in 
period t, V, is the period-t value function, At represents beginning-period assets, Wt denotes 
period-t earnings from participation, and Zt designates all non-wage variables relevant for 
lifecycle decision making that are not controlled by the decision maker. The elements of  Z, 
may be stochastic, with some uncertain in the future to the consumer. Decisions over time 
are linked through the asset accumulation constraint 

At+ 1 = (1 + rt)(A t - Ct + WtPt + it), (8.2) 

where rt is the return on assets, and 1~ is a component of  Z, representing income not 
attributable to earning or returns on assets. Eq. (8.2) assumes perfect capital markets. 

The formulation for the value function follows from first principles in dynamic econom- 
ics. Let U(P, Ct,Zt) be the utility function for period t, which need not depend on all or any 
elements of  Zt; we include Z~ as an argument, rather than some subset of this vector, to save 
notation. We can write the value function as 

V,(Pt,a ,, Wt, Zt) ------ Vr P = PtV, 1 + (1 - Pt)V ° ~- Vf(At, Wt,Z,), (8.3) 

where 

V~ =rwax[U(1 ,Ct ,  Z t )+  t<Et(maxVF+x((lkp,+, -t-r)(A, --Ct-+- W, + Yt),Wl+|,Zt+l))],  

(8.4) 

V~)~mc~X[U(O'Cl~Zt)~ KEt(lnaxV~+l((l~Pt+ 1 ~F r)(JI - Ct ~- Yt) 'WI+l~f+l)ll~ 

with the operators E~ designating the consumer 's  expectation about the variables W,T ~ and 
Z~-~l conditional on information L at time t, which includes W~ and Z~. The term K is a 
discount rate. The first-order condition of (8.4) with respect to Cz yields the Euler condition 
(4.28), which continues to relate the marginal utilities of consumption in adjacent periods 
even in this model with participation. 

Alternative useful expressions for V] and ~ are 

= = I,)V;, ~)1, (8.5) Vt 1 m~x [U(1, Ct, ZI) + KEt(Prob(Pt+ 1 1 [ lt)Vrl+l + Prob(Pl.  L = 0 ] 0 

V~ = m[ax[U(O, Ct, Zt) -I KEt(Prob(Pr+ l --- 1 [ I,)V~I+I + Prob(P,~ ~ -  O II,)VI'~ ,)], 



1674 R. Blundell and Z MaCurdy 

where, for instance, Prob(Pt+j = 1 [ L) designates the consumer 's  probability of making 
the decision Pt+l = 1 conditional on information I,. The value function in the last period, 
'/', is 

Vy = P~V~ + (1 - POV ° = V f ( A .  W . Z . ) ,  (8.6) 

where 

V~ =maxU(1,  C~,Z~) s.t. C~=A~+ Y~, (8.7) 
C~ 

V ° = maxU(O,C~,Z 0 s.t. C , = A ,  + Y~, 
C~ 

Solving recursively using backward induction yields formulations for each period's  value 
functions and optimal choices. 

8.1.2. Empirical fbrmulation 
An empirical model characterizes how the values of  P I , P 2  . . . . .  P~ vary across a population, 
relating these participation decisions to economic factors relevant in the past, now, or in 
the future. Creating the likelihood function for the Pt 's  requires specifying the densities 
describing the joint distributions of  the Wt's and Zt' s, and identifying the partitions of  W[s 
and Zt's associated with making particular decisions. 

Consider, first, decisions in the final period. Define the sets: 

O~-j = { ( w . z O  " v 1 > ~ } ,  

o7o = {(w~,z~.) • v~ -< v°} .  (8.8) 

For combinations of  W~. and Z~ falling in the set O ~ ,  the individual chooses P~ = 1 ; and 
when (Wr, Zr) C 0 ~  this person does not work in period T. The sets O ~  and O~0 are 
functions of  all decisions and variables observed in previous periods. 

Now considering period ¢ -  1, define the sets: 

01. u = {(w~- , , z .  ~): v~ 1 > v ~ } ,  

O~-1)  .... {(W~- 1,Z,r 1) : V1 1 ~ V°- I} ,  (8.9) 

The individual works when (W~_ 1, Z~-I)  C O(~_1) 1, and does not work otherwise. Once 
again, the sets O(~ I)J and O(~ U0 depend on decisions and variables observed in periods 
¢ - 2,~- - 3 ..... 1. 

Letting g(.) denote the joint density function of the Wt's and Zt's, the probability of  the 
event (PbP2 ..... P~) is 
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The density function g(.) can readily be made conditional on those observed Zt that are 
exogenous or fixed and known. The joint density g(.) need not be the distribution that 
individuals use to account for the uncertainty they perceive about the future; g(.) describes 
the stochastic properties of the variables unobserved by the econometrician. 

The sets O jp are usually quite complicated to calculate. A popular simplifying assump- 
tion is to presume that individuals cannot save. In this case, At = 0 and Ct = Wt + Y~ in 
Eqs. (8.5) and (8.7). With these assumptions we see that 

V~ = U(P~,PtWt + K,,Zt) + KE~[maxV/+l], (8.11) 

where the second term on the right-hand side of this expression does not depend at all on 
Pt. This formulation greatly simplifies computation of both the value functions and the sets 
Ojp. To simplify computation further, researchers also often assume that the variables W: 
and Zt are serially (and sometimes contemporaneously) independent. 

8.1.3. Multiple values of hours 
We can extend the above model beyond the simple decision to participate by admitting a 
limited set of hours choices. The approach shares many of the attributes of the computa 
tional-simplification procedure described in Section 6.7, with the complication that we 
must infer the value function appropriate for evaluating options. To illustrate this approach 
in a lifecycle context, suppose a worker may choose among full-time work, part-time 
work, and no work in each period, with each option implying a prescribed number of 
hours. This finite set of hours choices yields a relatively small set of discrete states, say J 
states in each period, over which the lifetime utility function must be maximized. Let Pj, 
designate a zero-one dummy variable equaling unity if an individual selects option j hours 
in period t, and let W/t denote the earnings received from this option. 

The value function now becomes 

J ./ 

V, ~ E PitV{ ~ E PjtV/(At, Wj, Zt), (8.12) 
j = [  j = l  

where 

[ V: = max U(P/,, Ct, Zt). 
Ct 

+ tcEt kl%~ ,~ max ~Pj~t+l>V/+r((l + r)(a, - Ct + Wit + K,), Wj(t+l>,Z,+f) 
j=l 

One can express V{ in a way similar to Eq. (8.5) which assists in computing value functions; 
in many instances. The value function in the last period, ~-, is 

V~=maxU(P/~,C~,Z~) s . t .  C , - - A ~ +  Wj~+ Y~. (8.131 
C~ 



1676 R. Blundell and T. MaCurdy 

A backward recursive solution once again permits computation of each period's value 
functions and optimal choices. 

Developing the likelihood function for the Pj,' s requires partitioning the sample space of 
W/t's and Zt's corresponding to the particular decisions. Within period t, the decisions Pjt 
are mutually-exclusive and exhaustive. For notational convenience, suppose Wt now 
denotes a vector including all of the Wjt's as elements. Define the sets 

O~j = {(W~,Zx)" V[ > V, k fork = 1 ..... J ,k  C j } .  (8.1.4) 

When (Wt, Zt) ~ Otj, the individual chooses Pjt = 1. The set Otj are functions of all 
decisions and variables observed in periods t - 1, t - 2 ..... 1. 

The likelihood function for this more general case is given by Eq. (8.10), with the sets 
O~i now replacing the setsOtp. With this modification, lp,p2...prepresents the probability 
of observing the event (Pj1,Pj2 ..... Pj.~). 

Allowing for continuous choices in a lifecycle model involves insurmountable compu- 
tational burden when participation is an issue, unless one relies on very strong behavioral 
and stochastic assumptions. In effect, this amounts to expanding the set J to a large number 
of values. Even in the simple case considering only participation, the above discussion 
shows that the entire lifecycle problem must be solved to characterize decisions in any 
period. The two-stage budgeting and Euler-condition approaches utilized in Section 4 are 
of little use in simplifying the estimation problem. Other behavioral features of lifecycle 
models diminish the usefulness of these approaches as well by invalidating the separability 
properties needed by them, even when participation is not a source of violation. 

8.2. Learning by doing and human capital 

Saving and the accumulation of assets is just one way that past labor supply choices can 
affect today's decisions. In learning-by-doing models, past work experience has a direct 
effect on the determination of market wages. A similar mechanism operates in human 
capital models. Past labor market decisions have an impact not just through the level of 
accumulated assets but also through the wage. These considerations significantly change 
the nature of the optimal labor supply decisions. For example, learning by doing intro- 
duces a trade-off between the increase in utility that can be achieved by reducing current 
work effort and the increase in future productivity that can be achieved from learning on 
the job. This implies that the cm'rent wage is no longer the appropriate measure of the 
return to working. An additional "dynamic rent" term must be included to account for 
increased future wages resulting from the accumulation of experience capital while work- 
ing. Hence, the methods of Section 6, which are designed to deal with non-linearities in 
current wages arising from tax and transfer policies, are not directly useful here. 

These dynamic generalizations of the standard model also imply that individuals who 
would have otherwise chosen to leave work may now choose to stay in employment. This 
property is also exhibited in search models that allow state dependence through asymme- 
try in layoff and job arrival rates. In this situation individuals may choose to remain in 
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employment so as to enhance the probability of being in employment when future returns 
to employment are high. For example, mothers of young children may choose to stay in 
employment simply to exploit the higher probability of subsequently being in work when 
children reach school age. 

In the following we separate our discussion of these models into models with participa- 
tion and those with continuous hours choices. 

8.2.1. Learning by doing 

8.2.1.1. Learning by doing with participation The learning-by-doing model posits that 
wages grow with experience. Individuals in these models do not decide whether or not to 
engage in human capital investment, the simple state of being in employment generates 
returns in its own right. The wage, W,, is now determined as a function of experience 
capital, K~. Experience capital in turn depends positively on past participation through a 
dynamic equation of the form 

Kt+ 1 = G(K~, Pt). (8.15) 

Wages depend positively on K, according to the function 

W, = Wt(Kt, ~'lt), (8.16) 

where ~/t represents the unobservable component of wages as in Eq. (6.34). This implies 
that work not only brings immediate returns, but also increases future wages by adding to 
experience. For simplicity, we assume that the only uncertainty in the model enters 
through the wage error ~Tt. 

The value functions in the period-t participation decision, corresponding to Eq. (8.4) 
have the form V ~  j (At+ I, Wt+ 1, K[+ 1, r/t+ l, Xr+ ~), where Xt represents the elements of Z t ~ j 
that remain after removing the K~+l and ~/,+~ variables; now X~ incolporates all non-wage 
variables relevant for lifecycle decision making that are not controlled by the decision 
maker. This is done to explicitly acknowledge the dependence of/(l+1 on Pr, and also to 
separate out the source of uncertainty ~t+~. 

The solution to the individual's participation problem follows closely that outlined in 
Section 8.1. In period t, individuals choose participation to maximize utility as described 
by Eq. (8.4) but acknowledging the impact of Pt on Kt+l in V[~-~. Since the only uncertainty 
enters through ~/, the participation decision defines a "reservation value" for the wage 
error r/i, which in turn defines the sets (8.8). This reservation value depends on the value 
of K~ and thus, to solve the problem a solution must be found for each of the z possible 
values of accumulated work experience. The definition of ~q] for all periods and all 
possible value of Kt captures all of the economics of the problem. In each period, the 
individual realizes a wage shock and makes a work decision to maximize utility given 
accumulated experience. Accumulated experience impacts the decision both by increasing 
wages and by impacting the disutility of work. The impact of current work decisions on 
future utility is accounted for by the EV,+t terms - working today changes the value of 
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tomorrow and, thus, impacts the probability of future work and expected future utility. 
Given the value of ~* ~br all periods and all possible values of Kt, estimation is straight- 
forward. 

Following Eq. (8.12) this model can be extended to allow for additional discrete states, 
for example, part-time and full-time participation. Particular functional forms for G(.) may 
be also chosen to allow for interactions between K, participation and hours of work. We 
return to a discussion of specific parameterizations in the review of empirical studies in 
Section 8.4. 

8.2.1.2. Learning by doing with continuous hours" choices Often in a learning-by-doing 
model, the level of hours of work, rather than participation alone, determines wage growth. 
To introduce learning by doing in a model with continuous hours choices, we abstract from 
the participation decision and replace Eq. (8.15) with 

Kt+ 1 -- G(Ht, K,), (8.17) 

where H, is hours of work in period t, and G is an increasing function of H,. Choices over 
hours and consumption are made by maximizing equation 

V(A~,W,,Kt,~t,X~) = max[U(Ct, Lt,Xt) + KEt(V(At~ 1, W~+l,Kt ~ i,*/,+lX~+l)]. (8.18) 
c, ,L, 

Notice that the value function in period t is made a function of the beginning of period t 
experience capital Kt as well as the financial capital Ar and the maximization takes place 
subject to the accumulation equations for experience capital and asset capital. The Euler 
equation for consumption continues to hold. However, the first order conditions for the 
allocation of time generalize to account for the role of experience capital. Assuming an 
interior solution for this continuous hours problem we have 

UL(Ct, Lt,Xt) = AtW, + KEx{F,+j(c~G/c~H,)}, (8.19) 

F~ = At(OW/aKt)H t + KEt{F~+~(OG/OKt)}, (8.20) 

where At - OVt/c~At = OUt~OCt and Fr = 3VJOKt. 
The basic change from the standard hours of work model discussed in Section 4, is that 

the value of work is no longer simply the wage, but now includes the return to experience. 
This return depends on all future work decisions through the term F,+ ~ which measures the 
return to human capital. As such, standard hours of work equations of the sort we have 
been considering are inappropriate, in that they relate work to current wage which is no 
longer relevant on its own. All future wages and implied work decisions must also be 
included in determining the value of work. 

8.2.2. Ituman capital 

8.2.2.1. Human capital models with participation Consider an individual who, in each 
period, can now choose between participation in work, Pt, and participation in human 
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capital investment, P~. The wage, W~, is determined as a function of human capital, K,, 
according to the function, W, = Wt(Kt, ~lt) where Kt depends on past investment decisions. 
Suppose human capital accumulates according to the dynamic equation: 

K,+ ~ = G(K,, El*). (8.21) 

The problem is, in principle, more complicated now because the individual must choose 
among three activities. However, this problem can be solved applying the multiple values 
of hours formulation outlined in Section 8.1.3. This is done simply by reinterpreting the 
discrete hours choices as options over the four states characterized by the four possible 
values combinations of Pt and Pt*. There is the added complication that the wage is state 
dependent, but this is readily handled within Eqs. (8.12) and (8.13) given the definitions of 
the value functions Vj. Typically, the applications make the additional assumption of no 
savings to take attain computational simplifications. We discuss particular specifications 
in our review of the empirical applications at the end of this section. 

8.2.2.2. Human capital models with continuous hours choices In the continuous hours- 
of-work problem individuals choose how lnuch time in each period to spend in three 
activities: leisure L, hours of work Ht, and human capital investment S,. Their choice 
problem is to choose Lt and Ct, 

V(A~, W,,Kt, ~lt, Xt) = max [U(Ct, Lt,Xt) + KJ:StV(At+l, Wr+l,K~+j, ~7~, l,X~+l)] (8.22) 
Ct ,Lt 

subject to the human capital equations Kt+l -- G(K~, S~), the asset accumulation conditions 
and Lt + tit + St = T. This results in two additional conditions: 

UL(Ct, Lt, Xt) = KEt {['t~ i(OG/OSt)}, (8.23) 

F, = a,~,(  ow,/ oKt) + ~E, { Ft+ I ( OG/ OK,) }. (8.24) 

Given these expressions, tile marginal utility of leisure still equals A times the wage rate, 
the marginal rate of substitution between consumption and leisure still equals W, and the 
Euler equation for consumption continues to hold. 

Since time must be allocated among 3 activities, this problem becomes more cornpli 
cated. Eq. (8.23) indicates that the return to training must also equal the return to leisure 
which equals the return to work. The return to schooling depends on the marginal value of 
a unit of human capital, F, and Eq. (8.24) gives a Euler equation for its time path. So, 
levels of both leisure and training must be selected to equate their marginal values with ,~ 
times the wage - these two choices together imply the number of hours worked. However, 
if hours of work can be measured separately from hours of training then the labor supply 
equation can be estimated directly since the standard marginal conditions for the choice of 
working hours remain valid. 
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8.3. Habit persistence 

R. Blundell and T. MaCurdy 

Habit persistence nullifies the intertemporal separability property for preferences through 
the dependence of current utility on past labor supply and consumption choices. In the 
framework introduced in Section 8.1, we can think of these past choices entering Zt. For 
example, period-t utility may be written as Ut(Pt, Ct, Pt- 1, Ct i, X~). In this formulation we 
have divided Zt into one set of elements controlled by the individual' s previous behavior, 
namely Pt-L and Ct 1, and a second set designated as Xt. that are not influenced by the 
decision maker. Typically this is set up as a household production model in which past 
non-market (leisure) time and past consumption influence today's utility. Consequently, 
one may wish to add further lags of participation and consumption. Our review of empiri- 
cal applications considers such specifications. 

The problem for the consumer is analogous to that described in Eq. (8.4), but now 
recognizing that Zt+l is a function of current consumption and current participation. The 
backward recursion follows the same form as Eqs. (8.6) and (8.7). With the wage innova- 
tion ~t being the only source of uncertainty, the estimation is the same as in the learning- 
by-doing model. 

This analogy with the learning-by-doing model also holds in the continuous hours 
choice framework without participation. In this case Ut(Ct,Lt) is replaced by 
Ut(Ct, Lt, Ca- 1, Lr 1, Xt). Further lags may be included without changing the basic intuition 
underlying this model. The optimization problem in that case becomes 

V(At, Ct l ,L t - l ,Xt )=max[U(Ct ,Lt ,  Ct 1,Lt j ,Xt)+ ~cEtV(A~+j,Ct, Lt, Xt+I)]. (8.25) 
C~,L t 

The tirst-order conditions tot an interior solution for leisure becomes 

UL(Ct, Lt, Ct t,L~ i,Xt) + KEt{ UI.(C~ i,Lt+l, Ct,Lt,Xt+l)} 

=-- tcEt{U,:(C,+j,Lt+I, C,  LL,Xt+I)(1 + r)Wt}. (8.26) 

A similar relation exists for consumption. As in the learning-by-doing model the value of 
work is no longer simply the wage. Now it includes the dynamic rent in terms of the impact 
on future marginal utility. 

8.4. Review of empirical results' 

8.4.1. The basic intertemporal labor supply model 
There are many applications of the basic intertemporal labor supply model. These are 
generally extensions of the Heckman and MaCurdy (1980) and MaCurdy (1981) studies,6° 
For example, Browning et al. (1985) work directly with Frisch labor supply equations (see 
Section 4.4.3) and use a Psuedo cohort approach on the time series of repeated cross 
sections on consumption and family labor supply available in the British Family Expen- 

60 See also Altonji (1982, 1986). 
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diture Survey. They do not allow for non-participation. Blundell et al. (1993) incorporate 
comer solutions in their study of intertemporal hours of  work decisions among married 
women in the UK. They work directly with the marginal conditions (4.6) and (4.20). The 
within-period consumption-leisure choices are modeled using an Almost Ideal form for 
preferences. The Euler equation is then used to identify a Box-Cox monotonic transforma- 
tion of  within-period utilities (as also adopted in MaCurdy (1983)). Their results point to 
intertemporal (Frisch) labor supply elasticities for married women in the 0.5-1 range 
depending on demographic characteristics - women with younger children having the 
bigger elasticities. As expected, estimated Marshallian elasticities are quite a bit smaller, 
in the 0.2-0.5 range. The intertemporal elasticity of substitution for consumption is 
approximately 0.6 which suggests a moderate degree of risk aversion. 

8.4.2. Learning-by-doing models 
Shaw (1989) estimates a learning-by-doing model in her study of the continuous hours 
choices of  a similar sample of  men from the PSID. She selects 526 men in the 18-64 year 
age range during the period 1967-1980. As in the Hotz et al. (1988) study, a Translog 
direct utility is chosen but this is specified in terms of  current non-market time and 
consumption. There are no habit terms. However, in contrast to that earlier study, the 
stock of  experience enters the wage equation. A quadratic specification is used for the 
capital accumulation function (8.17) to reflect the possibly concave nature of  the lifecycle 
earnings profile. This is then used to define an estimable dynamic wage equation by 
assuming Wt = ptKt where Pt is the rental rate of experience capital. This rental rate is 
assumed constant across individuals in any particular year. Shaw again finds strong 
evidence of non-separability - this time entering through the wage experience relationship 
rather than through the utility function. She finds a large positive effect which implies that 
a temporary 25% increase in hours of work increases wages by 12.8% starting from the 
initial mean values. The Shaw study is restricted to men and does not consider the problem 
of non-participation. 

This is tackled in the Eckstein and Wolpin (1989) study which estimates a discrete 
model using a sample of 318 women from the NLS of  mature women survey. They specify 
within-period utility to have the form (8.27). To simplify the problem, they assume that 
there is no saving or borl'owing, so the within-period budget constraint reduces to 

C = w,P, + Y,. (8.28~ 

Wages are assumed to be log lineal in schooling, experience capital and the unobservable 
~, with ~7~ ~ iidN(0, o2v). Under these assumptions, the sample likelihood is given by c'1 

6~ Obviously, the reservation wage cannot be bigger than the smallest wage observed for each individual of a 
particular type in the sample. Eckstein and Wolpin (1989) allow for measurement error in wages to avoid this. 
restriction. 
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i~ I r, %_ )]~_e,[ l )]P, 1--I [@(7; -~(~,/o-~ , 
i=1 t=l  O'h 

(8.29) 

where 7" is derived from the structural utility maximization framework outlined in 
previous sections. Hence, the within-period problem is a standard Tobit formulation. 
Because the errors are serially uncorrelated, these within-period Tobit likelihood functions 
are simply multiplied together to yield the overall likelihood function. 

The sample of women used in the Eckstein and Wolpin (1989) study were aged between 
39 and 44 in 1967 and have at least four consecutive years of data on labor force participa- 
tion beginning in 1966. The basic findings of the model are best summarized by the 
simulations the authors conduct, manipulating the value of each variable in the model 
and observing predicted work effort. First, they find that at any age, the probability of work 
increases with experience. Hence the positive impact of experience on wages overcomes 
the fact that the disutility of work increases with experience. Second, for any experience 
level, work effort decreases with age - as age advances there are less future gains available 
from increasing experience and, thus, the value of work declines. This explanation for 
declining work with age is missed by any static model. Third, work effort decreases with 
husband's earnings and increases with schooling. Finally, increasing the slope of the wage/ 
experience profile substantially increases work effort over the lifetime. Again, this effect 
would be missed by any static labor supply model. 

At this point, it is important to reiterate the extreme simplifying assumptions that have 
been made to make the problem manageable. First, a 0/l work decision has been assumed. 
Second, individuals cannot save or borrow. These two assumptions together reduce the 
choice problem to a simple work, no-work decision, and limit the dynamic elements of the 
problem to the accumulation of human capital. Third, no unobserved heterogeneity is 
admitted in the utility function. The only error term in the model is the wage error, 7, 
which is assumed serially uncorrelated and normally distributed. As we have seen, this 
reduces the dynamic problem to a series of standard Tobit problems and eliminates any 
concerns about initial conditions. 

Altug and Miller (1990) combine certain aspects of both of these approaches in their 
study of labor supply and consumption. They use the Euler equation for consumption and 
the continuous hours information to recover some of the preference parameters. Utility is 
assumed explicitly additive in consumption and leisure but current-period utility is 
allowed to depend on past labor supply choices. Wages also have a multiplicative form 
in aggregate shocks, individual heterogeneity and a term capturing the effect of past labor 
supply choices. A log-differenced wage equation can, therefore, be estimated across 
individuals without adjustments for selection. To identify their model they are obliged 
to make certain additional assumptions on unobserved heterogeneity. First, they assume 
that, conditional on participation, there is no unobserved heterogeneity in hours of work. 
Second, they assume Pareto efficient allocations across all individuals in the economy. 
This latter assumption implies that the marginal utility of consumption is simply the 
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product of an individual and a time effect. A fixed cost of work parameter is introduced 
and recovered directly from the value function comparison. The forward looking terms in 
this comparison are simplified using the idea of Hotz and Miller (1993) which assumes 
sufficient stationarity to replace future value comparisons with current observed transition 
rates. 

Estimation takes place using a sample of 2169 women from the PS1D for 1973-1985. 
Consumption is restricted to food consumption. They find an important effect of past labor 
supply on wages. They also report important non-separabilities over time in utility. 
Current and past labor supplies are found to be substitutes. 

8.4.3. Some extensions 

This dynamic model has been extended in a number of papers to include endogenous 
fertility and marital decisions. For example, drawing on the earlier work o1" Heckman and 
Willis (1975) and Moffitt (1983), Hotz et al. (1988) develop a semi-reduced form repre 
sentation of fertility and labor supply decision rules. Francesconni (1995) places this 
model in the Eckstein and Wolpin framework which is extended to allow endogenous 
fertility. Van Der Klaauw (1996) also presents an extension of this framework to allow for 
endogenous marital decisions, although he maintains the exogeneity of fertility. 

Separability in the decision rule can also be relaxed through the introduction of 
asymmetric job layoff and arrival rates. This is the model presented in Blundell et al. 
(1997, 1998c) who developed earlier work on discouraged workers by Blundell et a l  
(1987) to allow for active search, layoffs and saving in a model of labor market 
transitions. Estimation is shown to be possible without recourse to the full dynamic 
programming solution using the information in the consumption Euler equation~ labor 
market transition rates and the consumption policy function. However, strong restric 
tions are placed on the distribution of unobservable preference heterogeneity and on the 
distribution of wages. 

8.4.4. Habi t  pers is tence  models  

The habit persistence model as discussed in Section 8.3 was investigated extensively ic 
Hotz et al. (1988) although, as in the Shaw study, they do not consider non-participation. 
Their study further assumes that within-period utility over Ct and K~ in Eq. (8.26) i~ 
described by a Translog direct utility and they do not allow for learning by doing. Habit~' 
enter utility in the form 

K t = L t A- o~apt, (8.3()) 

where ~F~ is the habit stock of leisure 

a p , = ( 1 - 0 ) a p ,  i +L~_l. (8.3~) 

The parameter tx represents the substitution between current "leisure" and past leisure 
capital in the production of K,. Notice that when the depreciation parameter, 0, in the 
definition of apt is unity then it is only last period's leisure (or labor supply) that matters fo~ 
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today's marginal utility of income.62 Allowing 0 to be less than unity generalizes the first- 
order conditions slightly since now all future utilities depend on Lr through the stock term 

a/t t . 
This specification results in two stochastic dynamic estimating equations which are 

estimated by generalized method of moments. Their application is to the hours and 
consumption choices of working men from the PSID panel for the period 1967-1978 
(specifically 482 white household heads aged between 23 and 52). These two groups 
are subsequently split into a younger and older group. Although there is some evidence 
of misspecification in the consumption Euler equation, there is reasonably strong evidence 
of non-separable preferences and the parameters c~ and 1-0 turn out to be precisely 
estimated at around 0.6 and 0.65, respectively, for the group of younger males who 
were aged 23-36 in 1967. For the sample of older men the a parameter is somewhat 
higher and the I - 0 parameter slightly lower. 

9. Closing comments 

The aim of this chapter has been to critically review existing approaches to modeling labor 
supply and to identify important gaps in the literature that could be addressed in future 
research. We began with a look at the kind of policy reform proposals that labor supply 
models are now required to address and the set of labor market facts that labor supply 
models are designed to interpret. In the sections that followed, we developed a unifying 
framework and provided a brief assessment of each modeling approach, reviewing rele- 
vant empirical studies at the end of each section. In this concluding section, we ask: Have 
the recent advances in labor supply research, reviewed in this chapter, placed us in a better 
position to answer the policy reform questions raised in Section 2 and enabled us to 
provide a more reliable interpretation of the trends in participation and hours described 
in Section 3? 

it is certainly true that this chapter has documented some significant advances in labor 
supply research since the original Handbook chapters on labor supply were written in the 
first half of the 1980s. Even relative to the important appraisal of the area by Heckman 
(1993), the marked changes in tax and welfare policies highlighted in Section 2 have 
forced labor supply research to increasingly acknowledge the importance of the extensive 
margin and discreteness in observed behavior. Likewise, the renewed focus on human 
capital in the policy debate has created the need for new generalizations in intertemporal 
models. We have also noted the innovations in our understanding of interactions between 
individuals within households concerning their labor supply decisions, brought about by 
the collective approach to family labor supply. 

However, we have also identified some significant gaps in our knowledge which make it 
difficult to assert confidently that we are in a position to examine reliably many of the 

6~ See, for example, tile Johnson and Pencavel (1984) specification. 
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important current policy reform proposals or to assess accurately the main determinants of 
participation and hours-of-work changes. This, in turn, explains why labor supply remains 
an active and productive area for research. What are these gaps in our current knowledge? 
Perhaps the overriding difficulty remains with modeling participation. This is key in any 
analysis of welfare reform. Even in the simplest dynamic model without fixed costs, we 
have seen that the reservation wage depends on the whole future of wages and other 
unobservables. Estimation of behavioral parameters and simulation of policy reforms is, 
therefore, considerably complicated. 

Some studies have attempted to restrict the margins for intertemporal decisions so as to 
focus on the discrete participation decision. Although these studies have provided impor- 
tant insights into modeling techniques and enhanced our understanding of behavior, it is 
difficult to believe that they provide sufficiently good approximations to actual behavior to 
give robust policy guidance. For example, we have argued that saving decisions should be 
modeled alongside labor supply decisions. Studies that model saving and labor supply 
allowing for discrete behavior are few and far between and no robust view of how these 
interactions work is currently available. 

Some analysts have been content to measure the overall impact of past policy reforms 
on either participation or hours of work using a difference-in-differences or natural experi- 
ment approach. However, even where the stringent assumptions required for consistent 
estimation of interpretable parameters are satisfied, the estimated parameters do not 
provide sufficient information for extrapolation or simulation. We have argued that simu- 
lation of tax and welfare proposals cannot be completed without a structural model. Here a 
gap in the literature is revealed. Structural models allowing for discrete choices over labor- 
force and welfare participation that acknowledge dynamic decisionmaking are still not 
available in the empirical literature. A central part of this survey has been to assemble the 
building blocks necessary for such an analysis. 

In a similar spirit, developments of the family labor supply model that allow fo~ 
collective behavior must also be placed in an intertemporat context. Much evidence 
suggests that the strong pooling assumptions underlying the traditional family labor 
supply model are untenable, which is worrying for any analysis of the impact of 
welfare reform on family labor supply. However, only very recently have the simplest 
collective labor supply models been extended to allow for discrete choice and unob- 
served heterogeneity, both necessary ingredients of any empirical study. Moreover, 
allowing for the possibility of household production in these models requires more 
detailed data on time use. 

Structural models that allow for the interactions between family members and the non~ 
convexities in the incentive structure facing individual workers typically place strong 
requirements on the individual's and the economist's knowledge of budget constraints 
and the distribution of unobservables. We have seen that it is often the desire for flexibility 
along these dimensions that motivates empirical studies that adopt the difference-in-differ- 
ences approach. Even simple structural models often do not account for correlation 
between unobservable individual effects in labor supply and the wage and income var i  
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ables. Additionally, they do not allow for mismeasurement of the budget constraint or the 
wage and income variable themselves. Since structural models are required for many 
purposes for which labor supply analysis is undertaken, precisely how much these 
measurement issues matter for different datasets and different modeling approaches should 
remain an active area for research. 

We have devoted much attention to the specification of labor supply models that 
account for non-convexities in the budget constraint, induced by high welfare with- 
drawal rates and fixed costs of work. This is no coincidence; the evaluation of the labor 
supply responses to welfare policy reforms remains the most significant recent contri- 
bution of standard labor supply models. We have ah'eady pointed out the need for 
further research that places this analysis in a dynamic setting. We have also noted the 
importance of research designed to assess the robustness of alternative approximations 
to the shape of the budget constraint and the packaging of hours choices into discrete 
bundles. 

There remain a number of big issues that we have not touched on in this chapter but that 
are important for labor supply analysis. Many of these issues are discussed elsewhere in 
this Handbook. Among the most important is the modeling of the retirement decision. In a 
general sense, this is implicitly covered in our discussion of participation, but to properly 
understand the retirement decision requires careful treatment of the specific institutional 
structure of retirement programs and the way in which they interact with disability 
schemes and rules for earning after retirement (see the forthcoming volume by Gruber 
and Wise (1998) for a useful selection of country specific studies of the retirement beha- 
vior and the structure of social security systems). Another issue relates to the process of 
job search and job matching. 

We should also acknowledge the potential importance of general equilibrium effects 
from tax and transfer programs. These make it even more difficult to think of groups of 
individuals wholly unaffected by reforms, as is required in the difference-in-differences 
approach, and imply different welfare calculations from those from models that assume 
gross wages and prices are unafl'ected by transfer and tax reforms. 

Finally, we reiterate the main theme of our review: to formalize the assumptions that are 
required for interpretation of elasticities recovered from alternative modeling approaches 
and data sources. We hope that this has satisfied the twin goals of making clear precisely 
what is being estimated in any specific study and making it possible to compare estimates 
across studies. 

Appendix A. Specifications of within-period preferences 

This appendix briefly reviews some popular within-period (or contemporaneous or static) 
labor supply specifications. 63 Specification (4.30), used to illustrate our discussion in 
Section 4, corresponds to a within-period labor supply model of the form 64 
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lnH = cdnW + OY + p. (A.1) 

Here we suppress the t subscript and allow the single quantity, p, to represent observed and 
unobserved heterogeneity. Specification (A. 1) is one of a number of popular alternative 
three-parameter specifications that allow a single parameter for each of the wage, income 
effects and heterogeneity terms. Such models place strong restrictions on preferences and 
modern research on consumer behavior strives to relax these restrictions using more 
flexible representations. 

One important restriction on preferences in within-period labor supply models is on the 
sign of the wage response. In theory there is no requirement for the wage response to be the 
same sign over all hours choices and, although it is required to be positive at the pas'ticipa ~ 
tion margin where the income effect is zero, it can become negative as hours increase. The 
precise shape of the hours - wage relationship is also likely to vary with income and 
demographic composition. A second restriction is on the income response, which dete'~ 
mines the extent to which leisure is a normal good and whether it is a luxury or necessity 
Most evidence from consumer behavior suggests that this varies widely across different 
goods and different types of consumers. Models that are linear in income (quasi-homo- 
thetic preferences) as in (4.30~), or that imply constant elasticities as in Eq. (4.30) arc 
typically rejected. ~ 

Restrictions on within-period preferences are usefully summarized by the specificatkm 
of the indirect or direct utility function. The additivity between wage and income, implicil 
in (A. 1), and the constancy of the wage elasticity for all hours choices, are reflected in the 
following additive exponential form of the indirect utility function: 

WO~+ l e-OY 
v ( W ,  Y)  - -  - -  . (A.2) 

e~ + 1 Oe-P 

Many alternative three-pm'ameter specifications of this kind are popular i~ empirica 
applications. The relationship among these specifications and the preference restrictions 
they imply are helpful in comparing studies. Here we list a number of them and provide a 
brief commentary. 

L i n e a r  l abor  supply:  

H = ozW + OY + p (A.3) 

ol o~ p )  
v (W,Y)=exp(0W) Y +  ~ W -  ~-  + ~ . (A.4~ 

63 See Stern (1986) for a comprehensive review of these and more non-lineal parametric static [abo~ suppl) 
specifications and their implied indirect and direct utility functions. 

04 To provide a within-period interpretation of these preferences in a two-stage budgeting context, we would 
replace Y by the consumption-based measure, yc. 

c,5 The assumption of quasi~homothetic preferences provides a very poor approximation in empirical work oJ~ 
consumer behavior. More data-coherent specifications require terms not only in M~ but also in M~ln(M~) and evm~ 
higfier-order interactions. 
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Although popular, the linear model imposes the same sign on the wage response through- 
out and implies quasi-homothetic preferences. 

Semi-log labor supply: 

H = c~ lnW + OY + p (A.5) 

u(W, Y; X) _ ~exp(0W) (OY + p + cdogW) - OC~ I0w exp(0W)0~ d(0W). (A.6) 

The semi-log model allows some non-linear curvature in wage effects so that the wage 
elasticity declines with hours but its sign is positive throughout and it is still linear in 
income. This formulation is attractive where non-participation is an issue and where there 
may be measurement error or endogeneity in wages and income. The log lineafity in wage 
allows proportional taxes to enter linearly and is also a popular specification for reduced 
forms for gross hourly wages. 

Semi-log labor supply (generalization 1): 

H = o~lnW + OY* + p (A.7) 

with Y* = WH + Y - aW(1 - exp(-H/a)).There is no easy form for the indirect utility 
with this generalization of the semi-log model but it is interesting for a number of reasons. 
First, it can be rewritten as a specification for the log marginal rate of substitution function 
which is linear in H and Y*. Therefore, it produces a particularly simple form for the 
reservation wage. Second, it permits negative wage responses as hours increase. As H 
tends to zero, it approaches the standard semi-log model (A.6). 

Semi-log labor supply (generalization 2): 

H = a lnW + OY/W + p (A.8) 

W ~ + l ( y  c ~ ) .  (A.9) 
~ i W (l + O)2 + a lnW + p ( 1 T 0 )  /2(W~ Y) - -  

This generalization has the attraction of allowing a change in sign for the wage elasticity as 
Y is reduced, which would typically correspond to an increase in labor supply. It also 
facilitates the introduction of higher-order telanS in lnW. However, this specification 
retains the assumption of linearity in Y and introduces an awkward non-linearity in W. 

Stone-Geary (LES) labor supply: 
The direct utility is probably the most familial" characterization: 

u(H, C) = [01n(yH - H) + (1 - 0)ln(C - Yc)] (A.10) 

with labor supply 

WH = (1 - O)THW -- OY + Oyc. (A.11) 

The Stone-Geary specification, although popular in early work on household behavior, 
has been used less frequently in recent years. It can allow negative wage responses but it 
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corresponds to a direct  util i ty that is expl ic i t ly  addit ive in hours and consumption.  That  is, 

the log  marg ina l  rate o f  substi tut ion is addi t ive  in consumpt ion  and hours.  It is also quasi-  

homothet ic .  Not ice ,  however ,  that it is equ iva len t  to the second genera l iza t ion of  the 

semi log  mode l  (A.8) wi th  l n W  replaced  by 1/W. 

C E S  labor  supply :  

This  is a useful  genera l iza t ion  of  the LES  labor  supply and corresponds  to choosing a 

direct  uti l i ty o f  the fo rm 

u(H,  C) = [O('yH -- H )  - ~  + (1 - O)(C - Yc )  ~1 1/~ (A.12) 

It also impl ies  an addi t ive log  margina l  rate o f  substi tution funct ion  and, therefore,  expl ic i t  

addi t ivi ty  b e t w e e n  consumpt ion  and labor supply.  However ,  it genera l izes  the substitution 

patterns be tween  consumpt ion  and hours, and al lows nega t ive  w a g e  responses.  
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Abstract 

The study of labor flows across labor markets is a central ingredient in any discussion of labor market 
equilibrium. These labor flows help markets reach a more efficient allocation of resources. This 
paper surveys the economic analysis of immigration. It investigates the determinants of the immi- 
gration decision by workers in source countries and the impact of that decision on the host country's 
labor market. The survey stresses the ideas and models that economists use to analyze immigration, 
and delineates the implications of these models for empirical research and for our understanding of 
the labor market effects of immigration. © 1999 Elsevier Science B.V. All rights reserved. 

JEL codes: Jl; J3; J6 

1. Introduct ion  

Why do some people move? And what happens when they do? The study of labor flows 
across labor markets - whether within or across countries - is a central ingredient in any 
discussion of  labor market equilibrium. These labor flows help markets reach a more 
efficient allocation of resources. As a result, the questions posed above have been at the 
core of  labor economics research for many decades. 

At  the end of  the 20th century, about 140 mill ion persons - or roughly 2% of the world '  s 
population - reside in a country where they were not born. ~ Nearly 6% of  the population in 
Austria, 17% in Canada, 11% in France, 17% in Switzerland, and 9% in the United States 
is foreign-born. 2 These sizable labor flows have altered economic opportunities for native 
workers in the host countries, and they have generated a great deal of  debate over the 
economic impact  of immigrat ion and over the types of  immigrat ion policies that host 
countries should pursue. 

This chapter surveys the economic analysis of  immigration. 3 In particular, the study 
investigates the determinants of  the immigrat ion decision by workers in source countries 
and the impact  of that decision on the labor market  in the host country. There already exist 
a number of  surveys that stress the implications of  the empirical findings in the immigra-  
tion literature, particularly in the US context (Borjas, 1994; Friedberg and Hunt, 1995; 
LaLonde and Topel, 1996). This survey also reviews the empirical  evidence, but it differs 
by stressing the ideas and models that economists use to analyze immigration,  and by 
delineating the implications of  these models  for empirical  research and for our under- 
standing of  the labor market effects of  immigration. A key lesson of  economic theory is 
that the labor market  impact of  immigrat ion hinges crucially on how the skills of  immi-  

J Martin (1998). 
2 United Nations (1989, p. 61). 

Although the discussion focuses on tile economic analysis of international migration, many of the models and 
concepts can also be used to analyze migration behavior within a country. Greenwood (1975) surveys the 
extensive literature on internal migration decisions. 
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grants compare to those of natives in the host country. And, in fact, much of the research 
effort in the immigration literature has been devoted to: (a) understanding the factors that 
determine the relative skills of the immigrant flow; (b) measuring the relative skills of 
immigrants in the host country; and (c) evaluating how relative skill differentials affect 
economic outcomes. 

Because the survey focuses on the impact of immigration on the host country's labor 
market, the analysis ignores a number of important and equally interesting issues - both in 
terms of their theoretical implications and of their empirical significance. Immigration, 
after all, affects economic opportunities not only in the host country, but in the source 
country as well. Few studies, however, investigate what happens to economic opportu- 
nities in a source country when a selected subsample of its population moves elsewhere. 
Immigration also has economic effects on the host country that extend far beyond the labor 
market. An important part of the modern debate over immigration policy, for instance, 
concerns the impact of i~mrfigrants on expenditures in the programs that make up the 
welfare state. Finally, the survey focuses on the economic impact of immigrants, and 
ignores the long-run impact of the children and grandchildren of immigrants on the 
host country. 4 

The survey is structured as follows. Section 2 examines how immigration affects labor 
market opportunities in the host country. Economic theory implies that immigrants will 
generally increase the national income that accrues to the native population in the host 
country, and that these gains are larger the greater the differences in productive endow- 
ments between immigrants and natives. Section 3 analyzes the factors that determine the 
skills of immigrants. The discussion summarizes the implications of the income-maximi- 
zation hypothesis for the skill composition of the self-selected immigrant flow. Section 4 
discusses the identification problems encountered by studies that attempt to estimate how 
the skills of immigrants compare to those of natives both at the time of entry and over 
time as immigrants adapt to the host country's labor market. The discussion also examines 
the concept of economic assimilation and investigates the nature of the correlation 
between an immigrant's "pre-existing" skills and the skills that the immigrant acquires 
in the host country. Section 5 surveys the vast literature that attempts to measure the 
impact of immigration on the wage structure in the host country. For the most part this 
literature estimates "spatial correlations" - correlations between economic outcomes in 
an area (such as a metropolitan area or a state in the United States) and the immigrant 
supply shock in that area. The section presents a simple economic model to illustrate that 
these spatial correlations typically do not estimate any parameter of interest, and suggests 
how these spatial correlations can be adjusted to estimate the "true" wage effects of 
immigration as long as estimates of native responses to immigration are available. Finally, 

4 There is increasing interest in analyzing how the skill composition of the immigrant flow affects the skill 
distribution of the children and grandchildren of irmnigrants. Borjas (1992) finds that skill differentials across the 
national origin groups in the immigrant generation tend to persist into the second and third generations, and 
attributes part of this persistence to "ethnic externalities." 
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Section 6 offers some concluding remarks and discusses some research areas that require 
further exploration. 

2. Immigration and the host country's economy 

This section uses a simple economic framework to describe how immigrat ion affects the 
labor market  in the host country, and to calculate the gains and losses that accrue to 
different groups in the population. 5 The analysis shows that natives in the host country 
benefit from immigration as long as immigrants and natives differ in their productive 
endowments;  that the benefits are larger the greater the differences in endowments; and 
that the benefits are not evenly distributed over the native population - natives who have 
productive endowments that complement  those of  immigrants gain, while natives who 
have endowments that compete with those of immigrants lose. 

2.1. A model with homogeneous labor 

Suppose the production technology in the host country can be summarized by a twice- 
differentiable and continuous linear homogeneous aggregate production function with two 
inputs, capital (K) and labor (L), so that output Q = f(K, L). The work force contains N 
native and M immigrant  workers, and all workers are perfect substitutes in production 
(L = N + M). Natives own the entire capital stock in the host country and, initially, the 
supply of  capital  is perfectly inelastic. Finally, the supplies of  both natives and immigrants 
are also perfectly inelastic. 6 

In a competi t ive equilibrium, each factor price equals the respective value of  marginal 
product. Let the price of the output be the numeraire. The rental rate of  capital in the pre- 
immigrat ion equilibrium is ro = fK(K, N) and the price of  labor is Wo ---- fL(K, N). Because 
the aggregate production function exhibits constant returns, the entire output is distributed 
to the owners of  capital and to workers. In the pre-immigrat ion regime, the national 
income accruing to natives, QN, is given by 

QN = roK + Wo L. (1) 

Fig. 1 illustrates this initial equilibrium. Because the supply of capital is fixed, the area 
under the marginal product of labor curve (fL) gives the economy's  total output. The 
national income accruing to natives QN is given by the trapezoid ABN0. 

The entry of  M immigrants shifts the supply curve and lowers the market wage to wl. 

5 Boljas (1995b) and Johnson (1997) present more extensive discussions of this framework. Benhabib (1996) 
gives a political economy extension that examines how natives form voting coalitions to maximize the gains from 
immigration. 

6 The calculation of the gains from immigration would be more cmnbersome if native labor supply was not 
inelastic because the analysis would have to value the change in utility experienced by native workers as they 
move between the market and non-market sectors. 
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Fig. I. The immigration surplus in a model with homogeneous labor and fixed capital. 

The area in the trapezoid ACL0 now gives national income. Part of the increase in national 
income is distributed directly to immigrants (who get wrM in labor earnings). The area in 
the triangle BCD gives the increase in national income that accrues to natives, or the 
"immigration surplus." 

The area of BCD is given by (1/2) × (w 0 - wt) x M. The immigration surplus, as a 
fraction of national income, equals 7 

A Q N  l 
- -  OLL eLL m 2  , (2) 

Q 2 

where aL is labor's share of national income (O~L-- wL/Q); eLL is the elasticity of factor 
price for labor (eLL = dlogw/dlogL, holding marginal cost constant); and m is the fraction 
of the work force that is foreign born (m = M/L). 

Eq. (2) can be used to make "back-of-the-envelope" calculations of how much a host 
country gains from immigration. In the United States, the share of labor income is about 
70%, and the fraction of immigrants in the work force is slightly less than 10%. Hamer- 
mesh's (1993, pp. 26-29) survey of the empirical evidence on labor demand suggests that 
the elasticity of factor price for labor may be around -0 .3 .  The US immigration surplus, 
therefore, is on the order of 0.1% of GDP. 

Eq. (2) shows that the immigration surplus is proportional to eLL. The net gains from 
immigration to the host country, therefore, are intimately linked to the adverse impact that 

7 The derivation in (2) uses the approximation that (w o - w 1 ) ~ (Ow/c?L) X M.  
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immigrat ion has on the wage of  competing native workers. If  the increase in labor supply 
greatly reduces the wage, natives as a whole gain substantially from immigration. If  the 
native wage does not respond to the admission of immigrants,  the immigrat ion surplus is 
zero. s 

Immigrat ion redistributes income from labor to capital. In terms of Fig. 1, native work- 
ers lose the area in the rectangle w0BDwb and this quantity plus the immigrat ion surplus 
accrues to capitalists. Expressed as fractions of  GDP, the net changes in the incomes of  
native workers and capitalists are approximately given by 9 

Change in native labor earnings dK=0 ~ -  C~LeLl'm(1 -- m), (3) 
Q 

Change in income of capitalists --OLLgLLm( l -  2 ) "  (4) 
dK=0 

Consider  again the calculation for the United States. If  the elasticity of  factor price is - 0 . 3 ,  
native-born workers lose about 1.9% of GDP, while native-owned capital gains about 
2.0% of  GDP. The small immigrat ion surplus can disguise a sizable income redistribution 
from workers to the users of immigrant  labor. 

The derivation of the immigrat ion surplus in Eq. (2) assumed that the host country ' s  
capital stock is fixed. However,  immigrants may themselves add to the capital stock of the 
host country, and the rise in the return to capital will encourage capital  flows into the 
country until the rental rate is again equalized across markets. ~0 

As an alternative polar assumption, suppose that the supply of capital is perfectly elastic 
at the world price (dr = 0). Differentiating the marginal  productivity condition r = 
fK(K, L) implies that the immigrat ion-induced change in the capital stock is 

d KK _~ _ .fKL > 0. (5) 
d M  J')K dr=0 

The derivative in (5) is posit ive becausey';:L > 0 when the production function is l inear 
homogeneous.  For  convenience, assume that the additional capital stock defined by (5) 
either originates abroad and is owned by foreigners, or is owned by the immigrants  

themselves. 
The elasticity of complementari ty for any input pair i and j is cii =j)jf/f.~j.11 The 

The gains from immigration and the adverse impact on the native wage are directly limked unless all 
immigrants have skills that complement those of native workers. 

') Eq. (3) uses the approximation that (w 0 - wl )N = - (c)w/dL) x M x N. The gains accruing to capitalists are 
calculated by adding the absolute value of this expression to the ilmnigration surplus. 

J0 However, Feldstein and Horioka (1980) find evidence that capital is somewhat immobile across countries. 
11 The elasticity of complementarity is the dual of the elasticity of substitution. Hamermesh (1993, Chapter 2) 

presents a detailed discussion of the properties of the elasticity of complementarity. 
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elasticity of factor price is proportional to the elasticity of complementarity, or ~ij= eejcii, 
where c~j gives the share of income accruing toj. The immigration-induced wage change is 
given by 

dlogw = (  dlogK ) % .  
dlogM dr=0 °°LK dlogM dr=0 + eLLm = CXX (C~:xCcL C~K)m. (6) 

2 The linear homogeneity of the production function implies that cKI~CcL -- elf; = 0, so that 
the host country's wage is independent of immigration. Hence the immigration surplus 
when the supply curve of capital is perfectly elastic is 

AQN dr=0 = 0. (7) Q 

The immigration-induced capital flow reestablishes the pre-inmligration capital/labor ratio 
in the host country. Immigration does not alter the price of labor or the returns to capital~ 
and natives neither gain nor lose from immigration. 

2.2. Heterogeneous labor and perfectly elastic capitol 

Suppose there are two types of workers in the host country's labor market, skilled (Ls) and 
unskilled (Lu). The linear homogeneous aggregate production function is given by 

Q -- f (K,  Ls, Lu) =f[K,  bN + [3M, (1 - b)N + (1 - /3)M],  (8) 

where b and /3 denote the fraction of skilled workers among natives and immigrants, 
respectively./z The production function is continuous and twice differentiable, with .~ > 
0 and f /  < 0 (i = K, Ls, Lu). The price of each factor of production, r for capital and wi 
(i = S, U) for labor, is determined by the respective marginal productivity condition. As 
we saw earlier, the economic impact of immigration depends crucially on what happens to 
the capital stock when immigrants enter the country. Let's initially consider the case where 
the supply of capital is perfectly elastic, so that dr = 0. Let Ps and Pu be the shares of the 
work force that are skilled and unskilled, respectively. The condition that r -  
f,e(K, Ls, Lu) is constant implies that file immigration-induced adjustment in the capital 
stock equals 

dK] . . . .  ~}~s/3 +.t)~u(1 - /3)]  (9) 
d m  ]dr=0 --  f x x  

We can determine the impact of immigration on the wages of skilled and unskilled work 
ers by differentiating the respective marginal productivity conditions, and by imposing the 
restriction in Eq. (9). The wage effects of immigration are: 13 

~2 A more general model would allow the host country to produce and consume more than one output. This 

generalization introduces additional sources of potential complementarity between immigrants and natives. The 
model, however, is much more complex. Trefler (1997) presents a discussion of these types of models in an open 

economy framework. 
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dlogws d,=0 -- (es [CssC~cx -- c2K] (/3 -- b) (1 - m)m, 
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(10) 

dlogwtl  dr=O -- - -au [cUUc~K -- c2K] (fi -- b)-(1 -- m)m, (11) 
d logM cxx PsPv 

where c~i is the share of national income accruing to factor i. 
One can always write a linear homogeneous production function with inputs (XI,X2,X3) 

as Q = X3g(XllX3,XffX3). Suppose that the function g is strictly concave, so that the 
isoquants between any pair of inputs have the conventional convex shape. This assumption 
implies that cxlc22 - c~2 > 0. Eqs. (10) and (11) then indicate that the impact of  immi-  
gration on the wage structure depends entirely on how the skill distribution of immigrants 
compares to that of  natives. If  the two skill distributions are equal (/3 = b), immigrat ion 
has no impact on the wage structure of  the host country. If immigrants are relatively 
unskilled (/3 < b), the unskilled wage declines and the skilled wage rises. If immigrants 
are relat ively skilled (/3 > b), the skilled wage declines and the unskil led wage rises. In 
short, the impact  of immigrat ion on the wage structure depends on the relative skills of 
immigrants,  not on their absolute skills. 

The immigrat ion surplus in this model  is defined by 

AQNdr~O= ( bN3ws3M + ( 1 -  b ) N ~ ) M .  (12) 

It is well  known that when the derivatives in (12) are evaluated at the initial equilibrium, 
where L s = bN and Lu = (1 - b)N, the infinitesimal increase in national income accruing 
to natives is zero./4 To calculate finite changes, evaluate the immigrat ion surplus using an 
"average"  rate for OWs/OM and Owu/OM, where the averages are defined by 

0w s 0w s 

and by 

~v U 
OM Lt/=(1 b)N+(I-[3)M]' 

respectively.  15 By using Eqs. (1 O) and (11), it can be shown that the immigration surplus as 
a fraction of  national income is given by I~' 

i:¢ The derivation of Eqs. (10) and (11) is somewhat tedious and requires using the identities (eSSeKK 
eSKeKS) ~- --(eSUeKK -- SSKSKU) and (SUUeK~: -- ~uKeKu) =-- --(CUSelCK -- eUKeKS). These identities follow 
from the fact that a weighted average of factor price elasticities equals zero. 

14 Bhagwati and Srinivasan (1983, p. 294). 
15 This approxlination implies that the finite change in the ilmnigration surplus is half the gain obtained when 

Eq. (12) is evaluated at the post-immigration level of labor supply. 
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AQNQ dr=0 2ct( K-Oz2 -- [CssCKx -- c2x] (1 -- m)2m 2. 
P~Pu 

1105 

(13) 

The immigration surplus is zero if/3 = b, and positive i f /3  ~ b. If immigrants had the 
same skill distribution as natives, the immigration-induced change in the capital stock 
implies that the wages of  skilled and unskilled workers are unaffected by immigration. The 
gains arise only if immigrants differ from natives. 

Let/3* be the value of/3 that maximizes the immigration surplus in the host country. By 
partially differentiating Eq. (13) with respect to/3, we obtain 17 

/3* ----- 1, if b < 0.5, 

/ 3 * = 0 o r f i * = l ,  i f b = 0 . 5 ,  (14) 

fi* = 0, if b > 0.5. 

Suppose that b = 0.5. There is no immigration surplus if half of the immigrant flow is also 
composed of  skilled workers. The immigration surplus is maximized when the immigrant 
flow is either exclusively skilled or exclusively unskilled. Either policy choice generates 
an immigrant flow that is very different from the native work force. 

Economic incentives for moving to a particular tail of  the skill distribution arise when 
the native work force is relatively skilled or unskilled. Suppose the native work force is 
relatively unskilled (b < 0.5). Admitting skilled immigrants, who most complement native 
workers, maximizes the immigration surplus. If  the native work force is relatively skilled, 
the host country should admit unskilled immigrants to maximize the gains. 

2.3. Heterogeneous labor and inelastic capital 

The results in (14) are very sensitive to the assumption that the supply curve of capital is 
perfectly elastic. Suppose instead that the capital stock is perfectly inelastic and is owned 
by natives. By differentiating the marginal productivity conditions, it can be shown tha~ 
the changes in the various factor prices are given by 

= - 1 - ~  dlogr  (/3 b) (1 - m)m - e K K -  
dlogM dK=0 eKS PsPu PU 

m, (15) 

l~, The derivation of Eq. (13) uses the fact that a2(CKKCss 2 ~ - csK) -- c~(cKA<'uu @x). This restriction follow,, 
from the identities defined in note 11. 

17 The differentiation assumes that the immigrant supply shock is "small" and does not affect the values of p, 
and Pc/. 



1706 G. J. Borjas 

= - 1 - / 3  dlogw s (/3 b) (1 - m)m - esK m, (16) 
dK=0 gSS PsPu PU 

dlogwv dK~0 (/3 -- b) "1 1 - / 3  = - e u u - - (  - m)m - euK m. (17) 
d logM PsPu P v  

Immigration alters the distribution of income even when immigrants have the same skill 
distribution as natives. Suppose, in fact, that/3 = b. Eq. (15) then shows that immigration 
increases the rental rate of capital (etK is negative). Moreover,  immigration reduces the 
total earnings of native workers: 

Change in labor earnings dK=0 = bN 0ws034 M + (1 - b)N OwUoM M 

= --QN[aSO°SK 4- aU6"UK ] (1 - -  m)m < 0.  ( 1 8 )  

The sign of (18) follows from the fact that a weighted average of factor price elasticities 
equals zero ( a x e K x  + C~s~.sx + U u e u x  = 0). Even though immigrants have the same skill 
distribution as natives, immigration reduces the capital/labor ratio and workers, as a group, 
lose. 

The immigration surplus equals 

AQNdK 0 = ( 3 r + b N O W S + ( l - b ) N ~ ) M . K  OM OM (19) 

By using the wage effects defined in Eqs. (15)-(17) and evaluating the various derivatives 
in (19) at the "average"  point, we obtain 

AQN dK--0 - -  - -  °z~'Css/32rn2 2 - c~vcvu(1 - ~3)2me - -  OlsCeuCsu /3(1  - - / 3 ) m 2  (20) 

O 2p~ 2p2u pspu  

The quadratic form in (20) is positive. ~8 Natives gain from immigration, therefore, even if 
the skill distribution of immigrants is the same as that of  natives. 

To illustrate the relationship between the immigration surplus and the skill distribution 
of immigrants, let V be the immigration surplus defined in (20) and consider the special 
case where Ps = Pu -- 0.5. The first and second derivatives of  the immigration surplus are 
proportional to 

OV 9 2 
oc --a~,Css/3 4 a t ;cvv ( I  - / 3 )  - otsoqlcsu(1 - 2/3), (21) 

o/3 

" Eq, ( 2 0 ) i s a  quadrat ic  form in the negative-defini te  matr ix  [ css ,:'sol I- 
L CUS CUU J 
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o~V 2 2 
Off 2 oc -OlsCss - o~uc~u + 2o~sa~Csu. (22) 

Suppose now that Css < cuu (which implies that ess < euu and the demand for skilled 
labor is less elastic than the demand for unskilled labor). This assumption tends to be 
supported by the empirical evidence (Hamermesh, 1993, Chapter 3). The first derivative is 
then positive at 13 = 1, and the second derivative is positive everywhere, so that (20) is 
convex. ! 9 

Evaluating the immigration surplus in Eq. (20) at /3 = 0 or /3 = 1, and using the 
convexity restrictions in (21) and (22), implies that the immigration surplus is maximized 
when the immigrant flow is exclusively skilled. The assumption that the wages of skilled 
workers are more responsive to a supply shift than the wages of unskilled workers "breaks 
the tie" between the choice of  an exclusively skilled or an exclusively unskilled immigrant 
flow - and it breaks the tie in favor of skilled immigrants. A very negative elasticity of 
factor price for skilled workers suggests that skilled workers are highly complementary 
with other factors of  production, particularly capital. The complementarity between 
native-owned capital and skills provides an economic rationale for admitting skilled work- 
ers. 

This conclusion, of course, may change if the native work force is predominantly 
skilled. There then exist two sets of conflicting incentives. On the one hand, the immigra- 
tion surplus is larger if the host country admits immigrants who most complement the 
skilled native workers, or unskilled immigrants. On the other hand, the immigration 
surplus is larger if the host country admits immigrants who most complement the 
native-owned capital, or skilled immigrants. 

Finally, comparing Eqs. (13) and (20) yields 

dr~O ( --- 1 - - / 3 )  2 
&QN AQ N _ 1 /3 + o~vcc/K - -  m 2 > 0, (23) 

Q dK=0 Q 2cxK C~sCsK PS PV 

sO that the immigration surplus is larger if the capital stock in the host country is fixed. 

2.4. S imu la t ing  the impac t  o f  immigra t ion  

Borjas (1995a), Borjas et al. (1997) and Johnson (1997) have used the family of models 
presented above to simulate the impact of  immigration on the US labor market. 2° The 
exercise requires information on the responsiveness of factor prices to increases in labor 
supply. Hamermesh's  (1993) comprehensive survey of tile labor demand literature reveals 
a great deal of  uncertainty in the estimates of the relevant factor price elasticities. Th~ 

w The first derivative evaluated at/3 -- 1 is (-  e~sCss + O~ssauCs~j). The inequality (CssCLt - c;c ) > 0 lmplic~, 
that (-Css - c~:v + 2Csu) > O, and (-Css + Csu ) > 0. As a result, the first derivative evaluated at/3 - 1 is 
positive (since e~ s > c~u). The same restrictions can be used to show that the second derivative is positive 
everywhere. 

2o The simulation reported here uses data drawn from BoJjas et al. (1997). 
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simulation presented here uses the following range for the vector (ess, euu): ( -0 .5 , -0 .3) ,  
( - 0 . 9 , -  0.6), and ( -  1.5,- 0.8). This range covers most of the elasticity estimates reported 
in the Hamermesh survey. The cross-elasticity esu is set to 0.05 in all the simulations. 
Because the weighted average of factor price elasticities is zero, these assumptions deter- 
mine all the other elasticities in the model. The assumption that the wage of skilled 
workers is more responsive to supply shifts is consistent with the evidence, and "builds 
in" capital-skill complementarity into the calculations. The exercise assumes that immi- 
gration increased the labor supply of the United States by 10% -roughly the fraction of the 
work force that is foreign-born. 

The simulation requires that workers in the US labor market be aggregated into two skill 
classes and that workers within each of the skill classes be perfect substitutes. Following 
Borjas et al. (1997), the exercise uses two alternative aggregations. First, all workers who 
are high school dropouts are defined to be in the unskilled group, while high school 
graduates make up the skilled group. Using this aggregation scheme, data from the 
1995 Current Population Survey (CPS) then indicate that Ps = 0.91, but that/3 = 0.68. 
If labor's share of income is 0.7, the CPS data on the relative earnings of high school 
dropouts implies that the share of income accruing to skilled workers is 0.661, and that 
accruing to unskilled workers is 0.039. 

Alternatively, divide the work force into college equivalents and high school equiva- 
lents. 21 The CPS estimates of the parameters of the skill distribution are Ps = 0.43 and 
13 = 0.33; and the share of income accruing to skilled workers equals 0.371, while that 
accruing to unskilled workers is 0.329. Note that this aggregation of skills (unlike the one 
that divides the work force into high school dropouts and high school graduates) implies 
that the skill distribution of the immigrant work force does not differ greatly from that of 
the native work force. 

The first two columns of Table 1 report the results using the high school dropout- 
graduate skill classification. If capital is perfectly inelastic, all workers lose and capital 
gains substantially - the income of capitalists increases by between 2.4 and 11.8%. If 
capital is perfectly elastic, unskilled workers lose (their earnings fall by between 1.2 and 
6.1%) and skilled workers gain slightly (their earnings increase by less than 0.2%). Over- 
all, the national income accruing to native rises by 0.1-0.4% when capital is perfectly 
inelastic, and by 0.1-0.2% when capital is perfectly elastic. 

The last two columns of the table report the results using the high school-college 
equivalent aggregation. All workers still lose when capital is perfectly inelastic, and 
skilled workers gain and unskilled workers lose when capital is perfectly elastic. However, 
the losses and gains are even smaller. Immigration increases the national income accruing 
to natives by only 0.1-0.3% when capital is inelastic and by 0.01-0.02% when capital is 
elastic. 

2~ The college equivalent group contains all workers who have at least a college degree, plus one-half of the 
workers with some college. The high school equivalent group includes workers with a high school diploma or 
less, plus one-half of tile workers with some college. Katz and Murphy (1992) provide a detailed justification of 
this skill classification. 
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Simulation of economic costs and benefits from immigration for the United States ~ 
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Definition of skill groups 

High school dropouts High school 
and high school equivalents and 
graduates college equivalents 

Capital Price of Capital Price of 
fixed capital fixed fixed capital fixed 

Assume: (ess, euu) = (-0.3, -0.5) 
Percent change in earnings of capital 2.44 - 3.71 - 
Percent change in earnings of skilled workers -0.91 0.20 1.51 0.36 
Percent change in earnings of unskilled workers 0.28 1.21 - 1.34 -0.37 
Percent change in GDP accruing to natives 0.12 0.08 0.11 0.01 
Dollar gain to natives in billions, assuming $8 trillion GDP 9.76 6.65 8.94 0.91 

Assume: (ess, euu) -- (-0.6, -0.9) 
Percent change in em'nings of capital 6.43 7.55 
Percent change in earnings of skilled workers 2.29 0.46 2.94 /).65 
Percent change in earnings of unskilled workers 3.72 -4.27 -2.89 -0.69 
Percent change in GDP accrning to natives 0.27 0.14 0.22 0.02 
Dollar gain to natives in billions, assuming $8 trillion GDP 24.15 10.81 17.88 1.28 

Assume: (ess, euu) = (-0.8, -1.5) 
Percent change in earnings of capital 11.83 - 11.70 - 
Percent change in earnings of skilled workers -4.36 0.61 -5.08 (/.92 
Percent change in earnings of unskilled workers -6.01 -6.12 3.92 -0.98 
Percent change in GDP accruing to natives 0.43 0.17 0.33 0.02 
Dollar gain to natives in billions, assuming $8 trillion GDP 32.43 13.33 26.80 1.62 

~' Notes: Adapted from Borjas et al. (1997, Table 19). All simulations assume that esu -- 0.05; that labor's share 
of income is 0.7; and that the immigrant supply shock increases labor supply in the United States by 10%. The values 
for the other parameters are as follows. High school dropout-graduate skill grouping: Ps = 0.91, 13 = 0.68, as - 
0.661; c~ u = 0.039. High school-college equivalent: Ps = 0.43, 13 = 0.33, e~ s = 0.371, OLu = 0.329. 

The  s imula t ion  sugges ts  that  the overal l  impac t  o f  immigra t ion  on tile US labor market  

is smal l  - r ega rd less  of  h o w  workers  are g rouped  into di f ferent  skill categories ,  and of  th~ 

assumpt ions  m a d e  about  the factor  pr ice  elast ic i t ies  and the supply elast ici ty of  c a p i t a l  

3. T h e  skil ls  o f  i m m i g r a n t s :  t h e o r y  

As we  have  seen,  the econonf ic  impac t  o f  immigra t ion  d ep en d s  crucia l ly  on the difference,,  

in the skill d is t r ibut ions  o f  immigran t s  and natives.  A great  deal  o f  empir ica l  research  in 

e c o n o m i c s  focuses  p rec i se ly  on the ques t ion  of  h o w  i m m i g r a n t  skills compare  to those of  

nat ive  workers .  Pe rhaps  the central f inding o f  this l i terature is that  immigran t s  axe nol a 
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randomly selected sample of the population of  the source countries. As a result, an under- 
standing of  the skill differentials between immigrants  and natives must begin with an 
analysis of  the factors that motivate only some persons in the source country to migrate 
to a particular host country. 

3.1. The migration decision 

It is instructive to consider a two-country model. 22 Residents of the source country (coun- 
try 0) consider migrating to the host country (country 1). The migration decision is 
assumed to be irreversible. 23 Residents of  the source country face the earnings distribution 

logw 0 = / x  0 + v 0, (24) 

where w0 gives the wage in the source country; tx0 gives the mean earnings in the source 
country; and the random variable v0 measures deviations from mean earnings and is 
normally distributed with mean zero and variance o~0. For convenience, Eq. (24) omits 
the subscript that indexes a particular individual. 

If  the entire population of the source country were to migrate to the host country, this 
populat ion would face the earnings distribution 

logwj = / * l  + vl,  (25) 

where / ,~  gives the mean earnings in the host country for this particular population, and 
the random variable Vl is normally distributed with mean zero and variance o -2. The 
correlation coefficient between v0 and Vl equals P01. 

In general, the population m e a n / ,  1 will not equal the mean earnings of  native workers 
in the host country. The average worker in the source country might be more or less skilled 
than the average worker in the host country. It is convenient to init ially assume that the 
average person in both countries is equally skilled (or, equivalently, that any differences in 
average skills have been controlled for), so that /x ~ also gives the mean earnings of  natives 
in the host country. This assumption helps isolate the impact  of  the selection process on the 
skill composit ion of the immigrant  flow and provides a simple way for comparing the 
skills of immigrants and natives in the host country. 

Eqs. (24) and (25) completely describe the earnings opportunities available to persons 
born in the source country. The insight that migration decisions are motivated mainly by 
wage differentials can be attributed to Sir John Hicks. In The Theory of Wages, Hicks 
(1932, p. 76) argued that "differences in net economic advantages, chiefly differences in 
wages, are the main causes of  migrat ion".  Practically all modem studies of  migration 

22 The discussion in this section is based on the presentation of Borjas (1987) and Borjas (1991). 
23 Borjas and Bratsberg (1996) generalize the model to allow for return migration by immigrants. In their 

model, return migration may be part of an optimal location plan over the life cycle or be induced by worse-than- 
expected outcomes in the host country. Regardless of the motivation, Borjas and Bratsberg show that return 
migration does not alter the key insights of the model, and, in fact, tends to intensify the type of selection that 
characterizes the immigrant flow. 
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decisions use this conjecture as a point of  departure. Assume that the migration decision is 
determined by a comparison of earnings opportunities across countries, net of migration 
COSTS. 24 Define the index function 

I = log ~ (/zT - / ~ 0  - 7r) + (v I - v0), (26) 

where C gives the level of migration costs, and ~r gives a " t ime-equivalent"  measure of 
these costs (~- = C/wo). A person emigrates if  I > 0, and remains in the source country 
otherwise. 

Migrat ion is costly, and these costs probably vary among persons - but the sign of  the 
correlation between costs (whether in dollars on in t ime-equivalent  terms) and wages is 
ambiguous. Migrat ion costs involve direct costs (e.g., the transportation of  persons and 
household goods), forgone earnings (e.g., the opportunity cost of  a post-migration unem- 
ployment  spell), and psychic costs (e.g., the disutility associated with leaving behind 
family ties and social networks). The distribution of the random variable ~r in the source 
country 's  population is 

7r = / x ~  + v~, (27) 

where /x~  is the mean level of migration costs in the population, and v~ is a normally 
distributed random variable with mean zero and variance o2~. The correlation coefficients 
between v~ and (v0, v l) are given by (P~0, P~I). The probabil i ty  that a person migrates to 
the host country can be written as 

P(z) = Pr[v > - ( / z  I - / x  0 /~ ) ]  = 1 - q)(z), (28) 

where v --  vl - v0 - v~, z = - ( / z l  - ~0 - / z ~ ) / o ~ ,  and • is the standard normal distri- 
bution function. Eq. (28) summarizes the economic content of  the Hicksian theory of 
migration. In particular, 

3P 01° OP 
- -  < 0 ,  - -  > 0 ,  - -  < 0 .  ( 2 9 )  
3/~ 0 3/x 1 c)/x~ 

The emigration rate falls when the mean income in the source country rises, when the 
mean income in the host country falls, and when t ime-equivalent  migration costs rise. 
Most studies in the literature on the internal migration of  persons within a particular 
country focus on testing these theoretical predictions (Greenwood, 1975). The empirical  
evidence in these studies is generally supportive of the theory. 

3.2. The self-selection of" immigrants 

Although it is of  important  to determine the size and direction of  migration flows, it is 

24 The wage distributions in Eqs. (24) and (25) could be reinterpreted as giving the distributions of the present 
value of the earnings stream in each country. This reformulation places the model within the human capital 
framework proposed by Sjaastad (1962). 
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equally important to determine w h i c h  persons find it most worthwhile to migrate to the 
host country. This question lies at the heart of the Roy model (Roy, 1951; Heckman and 
Honor6, 1990). Consider the conditional means E(logw0 I /~0,I > 0) and 
E(logwa I /~1,I > 0). These conditional means give the average earnings in both the 
source and host countries for persons who migrate. Note that the conditional means 
hold/x0 and ~1 constant. The calculation effectively assumes that the migration flow is 
sufficiently small so that there are no feedback effects on the performance of immigrants 
(or natives) in the host country or on the performance of the "stayers" in the source 
country. A general equilibrium model would account for the fact that the mean of the 
income distributions depends on the size and composition of the immigrant flow. Because 
the random variables v0, v~, and v~ are jointly normally distributed, these conditional 
means are given by 

t - a, (30) 

c  -oo, A, (31) 

where A = oh(z)/(1 - q)(z)), and q5 is the density of the standard normal. The variable A is 
inversely related to the emigration rate (Heckman, 1979, p. 156), and will be positive as 
long as some persons find it profitable to remain in the country of origin (P(z) < 1). It is 
easier to initially interpret the results in Eqs. (30) and (31) by assuming that ~r~ = 0, so that 
time-equivalent migration costs are constant. Let Q0 = E(v0 I/-t0,I > 0) and 
QI = E(v~ I/xj, I > 0). The Roy model identifies three cases that summarize the skill 
differentials between immigrants and natives: 

Qo > 0 a n d Q ~  > 0 ,  if p0/ > % and o-~ > 1, (32) 
o~1 cr 0 

Qo < 0 and Q1 < 0, if Pol > °'-ZL and o b > 1, 
0% cr I 

Q 0 < 0 a n d Q i  > 0 ,  i fpo j<min(O~,~° l ) . c r  ° 

Positive selection occurs when immigrants have above-average earnings in both the 
source and host countries (Q0 > 0 and Q1 > 0), and negative selection when immigrants 
have below-average earnings in both countries (Qo < 0 and Qj < 0). Eq. (32) shows that 
either type of selection requires that skills be positively correlated across countries. The 
variances tr0 and o-~ measure the "price" of skills: the greater the rewards to skills, the 
larger the inequality in wages. 25 Immigrants are then positively selected when the source 
country - re la t ive  to the hos t  coun t ry  - "taxes" highly skilled workers and "insures" less 
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skilled workers from poor labor market outcomes, and immigrants are negatively selected 
when the host country taxes highly skilled workers and subsidizes less skilled workers. 

There exists the possibility that the host country draws persons who have below-average 
earnings in the source country but do well in the host country (Q0 < 0 and Q1 > 0). This 
sorting occurs when the correlation coefficient Pot is small or negative. Borjas (1987) 
argues that this correlation may be negative when a source country experiences a Commu- 
nist takeover. In its initial stages, this political system often redistributes incomes by 
confiscating the assets of  relatively successful persons. Immigrants from such systems 
will be in the lower tail of  the post-revolution income distribution, but will perform well in 
the host country 's  market economy. 

Eq. (32) shows that neither differences in mean incomes across countries nor the level of 
migration costs determines the type of  selection that characterizes the immigrant flow. 
Mean incomes and migration costs affect the size of  the flow (and the extent to which the 
skills of the average immigrant differ from the mean skills of the population), but they do 
not determine if the immigrants are drawn mainly from the upper or lower tail of the skill 
distribution. 

The analysis has assumed that/z ~ gives the mean income in the host country both for the 
average person in the source country's population as well as for the average native in the 
host country. The selection rules in (32) then contain all the implications of  economic 
theory for the qualitative differences in skill distributions between immigrants and natives. 
Immigrants will be more skilled than natives if there is positive selection or a refugee 
sorting, and will be less skilled if there is negative selection. I return below to the compar- 
ison of skill distributions between immigrants and natives when mean skills differ across 
countries. 

The discussion also assumed that migration costs are constant in the population. Eqs. 
(30) and (31) indicate that variable migration costs do not alter any of  the selection rules if: 
(a) time-equivalent migration costs are uncorrelated with skills (P~0 = P~rJ = 0); or (b) the 
ratio of variances o-~/o) (j = 0, 1) is "small." Otherwise, variable migration costs can 
change the nature of selection. Suppose that 7r is negatively correlated with earnings, 
perhaps because less skilled persons find it more difficult to find jobs in the host country. 
This negative correlation increases the likelihood that the bracketed term in Eqs. (30) and 
(31) is positive, and the immigrant flow is more likely to be positively selected. Conver- 
sely, the likelihood of  negative selection increases if w and earnings are positively corre- 
lated. 

The theoretical analysis generates a reduced form model that describes the determinants 
of  the relative skill composition of the immigrant flow. To simplify, suppose that time- 
equivalent migration costs are constant. The reduced-form equation is then given by 

Q1 = g(/z0,/xl, 7r, o-0, °'1, P). (33) 

25 This inteq?retation of the variances follows from the definition of the log wage distribution in the host 
country in terms of what the population of the source country would earn if the entire population migrated there. 
This definition effectively holds constant the distribution of skills. 
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Eq. (33) summarizes the relationship between the relative skills of immigrants and the 
characteristics of both the source and host countries. Borjas (1987) analyzes the restric- 
tions imposed by the income-maximization hypothesis on the function g in (33). The 
qualitative effects of the independent variables cannot typically be signed and can be 
decomposed in terms of composition effects and scale effects. A change in a variable 0 
might create incentives for a different type of person to migrate (a composition effect) and 
for a different number of persons to migrate (the scale effect). 

The two effects can be isolated by estimating the two-equation structural model, 

P = P ( / * 0 ,  ~ 1 ,  ~', O-0, O'1, P),  (34) 

Q1 = h(o-o, o-J, p)A. (35) 

Eq. (34) describes the determinants of the probability of migration, and (35) describes 
the determinants of the relative skills of immigrants. Recall that A is a transformation of 
the probability of migration. By holding A constant, the function h in (35) nets out the 
scale effect and isolates the impact of source and host country characteristics on the 
selection of the immigrant flow. 

The income-maximization hypothesis imposes the following restrictions on h, the A- 
constant "immigrant quality" function: 

t. an increase in 0-o decreases the average skills of immigrant; 
2. an increase in o-1 increases the average skills of immigrants; a6 
3. an increase in P01 increases the average skills of immigrants if there is positive selection 

and decreases the average skills if there is negative selection. 

The Roy model generates predictions about how immigrants compare to the population 
of the s o u r c e  countries. This contrast is not relevant if we wish to determine the impact of 
immigration on the host country - that impact depends on the skill differential between 
immigrants and natives in the host country. The discussion introduced the immigrant- 
native comparison by assuming that the average person in the source country has the same 
skills as the average person in the host country. Different countries, however, have differ- 
ent skill distributions. 

The skill differential between immigrants and natives in the host country, therefore, will 
depend both on the selection rules and on the average skill differential between the source 
and host countries. Suppose we interpret the mean income in the source country, b~0, as a 
measure of the average skills in that country. The mean earnings of immigrants in the host 
country are then given by 

E(logwi I /*0, I > 0) = ~l(/z0) + E(vl I /*0, I > 0). (36) 

26 An increase in (rl stretches the income distribution in the host country and leads to a different mean wage 

level  in the pool of migrants even when the pool is restricted to include the same persons - so that it is not a mean- 
preserving shift. A simple solution to this technical detail  is to define immigrant  quality in terms of standardized 

units (or QI/° ' t  )- The prediction in the text can then be easily derived. 
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Eq. (36) shows that the mean income of  immigrants in the host country depends on the 
extent to which the average skills in the source country affect earnings in the host country 
(i.e., d/zl/d/x0). If  this derivative were equal to one, skills are perfectly transferable across 
countries, and, abstracting from selection issues, workers who originate in high-income 
countries would have higher earnings in the host country. 

Some of the implications of  the Roy model  have been tested empir ical ly  by estimating 
the correlation between the earnings of immigrants  in the United States and measures of 
the rate of return to skills in the source country. There exists a great deal of dispersion in 
skills and economic performance among immigrant  groups in the United States. In 1990, 
immigrants originating in Mexico or Portugal had about 8 years of schooling, while those 
originating in Austria, India, Japan, and the United Kingdom had about 15 years. Immi  
grants from E1 Salvador or Mexico earn 40% less than natives, while immigrants from 
Australia or South Africa earn 30-40% more than natives. 27 

The empirical  studies have typically est imated the reduced-form earnings equation ii~ 
(33). The evidence provides some support for the hypothesis that immigrants originating 
in countries with higher rates of return to skills have lower earnings in the United States. 
Borjas (1987, 1991) reports that measures of income inequali ty in the source country, 
which are a very rough proxy for the rate of  return to skills, tend to be negatively correlated 
with the earnings of  immigrant  men, while Cobb-Clark (1983) reports a similar finding for 
immigrant  women. 2s Barrett  (1993) shows that immigrants who enter the United States 
using a family reunification visa have lower earnings when they originate in countries 
where the income distribution has a large variance. Bratsberg (1995) documents that the 
foreign students who remain in the United States after complet ing their education earn 
relatively high US wages if  the source country offers a low rate of  return to skills, but earn 
low wages if  the source country offers a high rate of return to skills. Finally, Taylor ' s  
(1987) case study of  migration in a rural Mexican village concludes that Mexicans who 
migrated i l legally to the United States are less skilled, on average, than the typical person 
residing in the village. This type of selection is consistent with the fact that Mexico has a 
higher rate of  return to skills than the United States. 29 

27 These statistics are reported in Borjas (1994, p. 1686). 
2~ Migration decisions are typically made in a family context. Mincer's (1978) fmnily migration model 

assumes that the family's objective is to maximize family income. Some persons in the household )nay then 
take actions that are not "privately" optimal (i.e., they would not have taken those actions if they wished to 
maximize their own individual income). The family context of immigration gives rise to "tied movers" (persons 
who moved, even though it was privately optimal to stay), and "tied stayers" (persons who stayed, even though it 
was privately optimal to move). The presence of tied movers in the immigrant flow tends to attenuate the type of 
selection that characterizes tile immigraut population in the host country (Borjas and gronars, 1991). The study o~ 
the economic performance of immigrant women requires a careful delineation of how the family migration 
decision 'alters the skill composition of immigrants. Such a study, however, has not yet been conducted for the 
United States. 
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3.3. Select ion in observed characterist ics  

G. J. Borjas 

It is instruct ive to differentiate be tween  skills that are observed and skills that are not. For  

simplici ty,  le t ' s  assume that a worker  obtains s years of  schooling pr ior  to the migra t ion  
decision,  and that this educat ional  a t ta inment  can be observed and valued properly by  
employers  in both countries. The earnings  funct ions are g iven by  

logw0 =/- to  + c~0s + Go, (37) 

logwl = / x l  + 61s + el,  (38) 

where  6j gives the rate of return to school ing in country  j ,  and ej is a random variable  
measur ing  deviat ions in earnings  due to unobserved  characteristics. 3° The r andom vari-  
ables e0 and el are jo in t ly  normal ly  distr ibuted with mean  zero, variances o~0 and o-~l, and 
correlat ion coefficient P0~. The var iance ~ now measures  the price of  unobserved  skills in 
country  j .  

Suppose  the distr ibution of  educat ional  a t ta inment  in  the source count ry ' s  populat ion is 

s = ix s + e s, (39) 

where Ss is normal ly  distributed with m e a n  zero and var iance 4 -  In general,  the r andom 

variable  es is correlated with e0 and el .  For  analyt ical  convenience ,  suppose that es  is 
uncorre la ted with the difference (e I - e0). 

Assume  that t ime-equivalent  migra t ion costs are constant.  The migrat ion rate lbr  the 
popula t ion  of the source country is 

P(z*)  = Pr[~- > - [ ( / x  I - / x 0 )  + (81 - 60)/x, - ~'] = 1 - @(z*), (40) 

where ~- = (ej - eo) + (61 - 60)~s, and z* = -[(/x~ - / ~ 0 )  + (~1 - 60)/Xs - 7r]/o-~. 
It  is easy to show that the selection in unobserved  skills fol lows the selection rules 

der ived earlier in Eq. (32). The m e a n  school ing of persons who choose to INgrate is 

E(s ] p,s , I  > 0) =/z , .  + - -  ~ (61 - 60)A. (41) 
o-~ 

The m e a n  schooling of immigrants  is less than or greater than the mean  schooling in  the 
source count ry  depending  on which country  has a higher  rate of return. Highly educated 
workers end up in the country  that values  them the most. 

29 Some empiric~d studies also report a strong positive correlation between the earnings of immigrants in the 
United States and the level of economic development in the source country, as measured by per-capita GDP 
(Jasso and Rosenzweig, 1986). As suggested by Eq. (36), this correlation might measure the portability of human 
capital across countries, with capital acquired in more developed countries being more easily transferable to the 
US labor market. 

3o The rate of return oft?red by the host country to schooling acquired in the source country might have little 
relation to the rate of return that the host country offers to schooling acquired in the host country. In the United 
States, for example, the empirical evidence suggests that schooling acquired in the pre-migration period has a 
lower value than schooling acquired in the United States (Boljas, 1995a; Funkhouser and Trejo, 1995). 
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Differentiating the conditional mean in (41) yields 

OE(s I I > 0) (61 2 2 - ~0) o-s 0 a  
1 (42) 

The definition of the variance o~ implies that (6j - 60)2o-~,~. < o~,. It can be shown that 0 < 
c~MOz* < 1 (Heckman, 1979, p. 157). Therefore, 

Og(s I I > O) 
0 < < 1. (43) 

0t~,  

A 1-year increase in the mean education of the source country increases the mean educa- 
tion of persons who actually migrate to the host country, but by less than one year. 31 The 
inequality in (43) implies that the variance in mean education across immigrant groups 
who originate in different countries but live in the same host country is smaller than the 
variance in mean education across the different source countries. As a result of immigrant 
self-selection, relatively similar persons tend to migrate to the host country. The selection 
process thus serves as a pre-arrival "melting pot" that makes the immigrant population in 
the host country more homogeneous than the population of the various countries of origin. 

Superficially, it seems as if the selection rule for observable skills implicit in Eq. (41) 
has little to do with the selection rules for unobserved skills in (32). However, the funda- 
mentals that drive immigrant selection are exactly the same. The sorting in observed 
characteristics is guided by the prices 6o and ~t. The selection in unobserved character- 
istics is also guided by their prices, the variances o~0 and o~1.32 

4. The skills of immigrants: empirics 

Much of the empirical research in the immigration literature analyzes the differences in the 
skill distributions of immigrants and natives. Beginning with the work of Chiswick (1978) 
and Carliner (t980), these studies attempt to measure both the skill differential at the time 
of entry and how this differential changes over time as immigrants adapt to the host 
country' s labor market. A key result of this literature is that there exists a positive correla- 
tion between the earnings of immigrants and the number of years that have elapsed since 
immigration. 33 As will be seen below, there has been a great deal of debate over the 

interpretation of this correlation. 

31 Suppose, for example, that (61 - 30) > 0. An increase in /~ makes it worthwhile for more persons to 
migrate and dilutes the mean education of the immigrant sample. Hence the increase in the conditional expecta- 
tion of schooling is smNler than the increase in the population mean. 

32 Borjas et al. (1992) generalize the Roy model to show that the skill sorting of workers among n potential 
regions is also guided by the regional distribution of the returns to skills. The n-country model is difficult to solve 
(and estimate) unless one makes a number of simplifying assumptions about the joint distribution of skills. Dahl 
(1997) provides a good discussion of the challenges encountered in estimating polychotomous choice models in 
the context of internal migration decisions. 
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4.1. The identification problem 

G. J. Borjas 

The empirical  analysis of the relative economic performance of immigrants was init ially 
based on the cross-section regression model: 

logwl = Xl/30 +/311 / +/32y / + s/, (44) 

where wi is the wage rate of person 1 in the host country; Xl is a vector of socioeconomic 
characteristics (often including age and education); Il is a dummy variable set to unity if  
person I is foreign-born; and Y1 gives the number of years that the immigrant  has resided in 
the United States and is set to zero if  1 is a native. 34 Because the vector X controls for age, 
the coefficient /32 measures the differential value that the host country 's  labor market  
attaches to time spent in the host country versus time spent in the source country. 

Beginning with Chiswick (1978), cross-section studies of  immigrant  earnings have 
typical ly found that/3~ is negative and/32 is positive. Chiswick 's  analysis of the 1970 
US Census data indicates that immigrants earn about 17% less than "comparable"  natives 
at the time of entry, and this gap narrows by slightly over 1 percentage point per year. 35 As 
a result, immigrant  earnings overtake those of their native counterparts after about 15 
years in the United States. The steeper age earnings profiles of immigrants was interpreted 
as saying that immigrants accumulated human capi ta l - - re la t ive  to natives - as the "Amer-  
icanizat ion" process took hold, closing the wage gap between the two groups. The over- 
taking phenomenon was then explained in terms of  a selection argument: immigrants are 
"more  able and more highly motivated" than natives (Chiswick (1978, p. 900), or immi-  
grants "choose to work longer and harder than nonmigrants" (Carliner, 1980, p. 89). As 
we have seen, these assumptions about the selection process are not necessarily implied by 
income-maximizing behavior on the part of  immigrants.  

Borjas (1985) suggested an alternative interpretation of the cross-section evidence. 
Instead of interpreting the positive /32 as a measure of assimilation, he argued that the 
cross-section data might be revealing a decline in relative skills across successive immi-  
grant cohorts, s6 In the United States, the postwar era witnessed major changes in immi-  
gration policy and in the size and national origin mix of  the immigrant  flow. If these 
changes generated a less-skilled immigrant  flow, the cross-section correlation indicating 
that more recent immigrants earn less may say little about the process of wage conver- 
gence, but may instead reflect innate differences in ability or skills across cohorts. 37 

33 Although most of the empirical evidence focuses on the US experience, the literature also suggests that this 
correlation is observed in Canada (Bloom and Gunderson, 1991 ; Baker and Benjamin, 1994), Australia (Beggs 
and Chapman, 1991), and Germany (Dustmann, 1993; Piscbke, 1993). 

34 The models actually used in empirical studies typically include higher-order polynomials in age and years- 
since-migration. These non-linearities, however, do not affect the key identification issue. 

35 Chiswick's (1978) study uses log annual earnings as the dependent variable and includes education, potential 
experience (and its squared), the log of weeks worked, and some regional characteristics in the vector X. 

36 Douglas (19/9) presents a related discussion of cohort effects in the context of early 20th century immigra- 
tion. 
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The identification of aging and cohort effects raises difficult methodological problems in 
many demographic contexts. Identification requires the availability of longitudinal data 
where a particular worker is tracked over time, or, equivalently, the availability of a 
number of randomly drawn cross-sections so that specific cohorts can be tracked across 
survey years. Suppose that a total of g2 cross-section surveys are available, with cross- 
section ~- (~- = 1 ..... /2) being obtained in calendar year T~. Pool the data for immigrants 
and natives across the cross-sections, and consider the regression model 
Immigrant equation: 

~2 

logwg~ = Xg~chi ~ + 8iAg~ + ~yg~ + / 3 C ~  + ~ yi~Trg~ + ~ ,  (45) 
w==l 

Native equation: 

logwe~ = Xg~ch,~ + 6~A~ + Z y,,~rg~ + eg~, (46) 
T-1 

where w~ gives the wage of person I in cross-section ~-; X gives a vector of socioeconomic 
characteristics; A gives the worker's age at the time the cross-section survey is observed; 
Cl~ gives the calendar year in which the immigrant arrived in the host country; Yl~ gives the 
number of years that the immigrant has resided in the host country (Y/, = T~ - Cl0; and 
7rt~ is a dummy variable indicating if person 1 was drawn from cross-section ~..3~ 

Because the worker's age is a regressor, the coefficient c~ measures the differential value 
of a year spent in the host country versus a year spent in the source country. Define 

~ ,  _ c~logw/] Ologwt 
c~t I ...... igrant rgt Native = (6i q- a )  -- 6n, (47 )  

where the derivatives account for the fact that both age and the number of years-since- 
migration change over time. The parameter c~* measures the rate of wage convergence 
between immigrants and natives (an aging effect); the coefficient /3 indicates how the 
earnings of immigrants are changing across cohorts, and measures the cohort effect, and 
the vectors yg and y,, give the impact of aggregate economic conditions on immigrant and 
natives wages, respectively, and measure period effects. 

The identification problem arises t¥om the identity 

$2 

Y/~ ~ ~ w~(T; - G~)o (48) 
"r-I 

37 Endogenous return migration can also generate skill differentials among ilmnigrant cohorts. Suppose, for 
example, that return migrants have relatively lower wages. Earlier cohorts will then have higher average wages 
than more recent cohorts. 

38 A more general model would allow for non-linearities in the age, years-since-migration, and year-of-arrival 
variables, variation in the coefficient vector (qS, 8) over time, as well as differences in the coefficient ¢ across 
immigrant cohorts. For the most part, these generalizations do not affect the discussion of identification issues. 
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Eq. (48) introduces perfect collinearity among the variables Yl~, Cl~ and ~'l~ in the immi- 
grant earnings function. As a result, the key parameters of interest - a,/3, and the vector "),~ 
- are not identified. Some type of restriction must be imposed if we wish to separately 
identify the aging effect, the cohort effect, and the period effects. Borjas (1985) proposed 
the restriction that the period effects are the same for immigrants and natives: 

Yi~ = Y~, Vz. (49) 

Put differently, trends in aggregate economic conditions change immigrant and native 
wages by the same percentage amount. A useful way of thinking about this restriction 
is that the period effects for immigrants are calculated from outside the immigrant wage 
determination system. 39 

Friedberg (1992) argued that the generic model in (45) and (46) ignores an important 
aspect of immigrant wage determination: the role of age-at-arrival in the host country. The 
US data suggest a strong negative correlation between age-at-arrival and entry earnings. 
The identification problem, however, does not disappear when the entry wage of immi- 
grants depends on age-at-migration. Rather, it becomes more severe. Consider the follow- 
ing generalization of Eq. (45): 

S2 
1ogwl~ = X l w ~ i  ~- -[- 6iAlz q- ozyl~ q- /3CIT + OMt~ + Z YirTrl~ + ei~, 

T:-I 
(50) 

where Ml~ gives the immigrant's age at migration. As before, the parameter vector (a, /3,  
Yi) in (50) cannot be identified because the identity in Eq. (48) still holds. The inclusion of 
the age-at-migration variable, however, introduces yet another identity: Mt~ --= Ai~ -- Yl~- 
Moreover, the perfect collinearity introduced by this identity remains even after the period 
effects are assumed to be the same for immigrants and natives. As a result, an additional 
restriction must be imposed on the data. One possible restriction is that the coefficient of 
the age variable is the same for immigrants and natives. The estimation of the system in 
(46) and (50) then requires that 

6 i = 6, and Yi~ = Y,,~, Vz. (51) 

The assumption that the age coefficient is the same in both the immigrant and native 
samples is very restrictive, and contradicts the notion of specific human capital. After 
all, it is very unlikely that a year of pre-migration "experience" for immigrants has the 
same value in the host country's labor market as a year of experience for the native 
population. Nevertheless, some restriction must be imposed if age-at-migration is to 
have an independent effect on the wage determination process. An alternative approach 
might model the age-at-migration effect as a step function: persons who migrate as chil- 
dren face different opportunities in the host country than those who migrate as adults. This 

3~ Eq. (49) is less restrictive than it seems. After all, it does not define which native group experienced tile same 
period effects as the immigrant population. 
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specification would break the perfect collinearity between age, age-at-migration, and 
years-since-migration. 

Overall, the lesson is clear: estimates of aging and cohort effects are conditional on the 
imposed restrictions. Different restrictions lead to different estimates of the underlying 
parameters of interest. 

4.2. Economic assimilation 

Even after the analysis has allowed for the possibility of cohort effects, there seems to be a 
great deal of confusion in the empirical literature about whether immigrants in the United 
States experience a substantial degree of "economic assimilation." 4o Part of the confusion 
can be traced directly to a conceptual disagreement over the definition of assimilation. 

The Oxford English Dictionary defines assimilation as "the action of making or becom 
ing like," while Webster's Collegiate Dictionary defines it as "the process whereby 
individuals or groups of differing ethnic heritage are absorbed into the dominant culture 
of a society." Any sensible definition of economic assimilation, therefore, must define a 
base group that the immigrants are assimilating to. Beginning with Chiswick's (1978) 
study of the "Americanization" of the foreign-born in the United States, many studies 
implicitly or explicitly use a definition that equates the concept of economic assimilation 
with the rate of wage convergence between immigrants and natives in the host country. 
This definition of economic assimilation is given by ~* in Eq. (47). 

LaLonde and Topel (1992, p. 75) propose a very different definition of the process: 
"assimilation occurs if, between two observafionally equivalent (foreign-born) persons, 
the one with greater time in the United States typically earns more" (LaLonde and Topel, 
1992, p. 75). In terms of the econometric model in Eqs. (45) and (46), the LaLonde-Topel 
definition is simply the parameter a, the coefficient of years-since-migration in the immi- 
grant earnings function. 

The two alternative definitions of economic assimilation, c~* and a,  stress different 
concepts and address different questions. The parameter c~ defines assimilation by compar- 
ing the economic value (in terms of the host country' s labor market) of a year spent in the 
host country relative to a year spent in the source country. Hence the base group in the 
LaLonde-Topel definition of economic assimilation is the immigrant himself; Immigrants 
assimilate in the sense that they are picking up skills in the host country's labor market that 
they would not be picking up if they remained in the source country. 

A positive c~, however, provides no information whatsoever about the trend in the 
economic performance of immigrants in the host country - relative to that of natives~ 
Suppose, for example, that the coefficient of the age variable in the immigrant earnings 
function is smaller than the respective coefficient in the native earnings function 
(6 i < 6n). 41 It is then numerically possible to estimate a very positive ce, conclude that 

40 The confusion is 'also present in the empirical studies of the Canadian experience. See, for example, Bloom 
and Gunderson (1991), Baker and Benjamin (1994) and Bloom et al. (1995). 
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there is economic assimilation in the LaLonde-Topel  sense, and observe that immigrant 
earnings keep falling further behind those of  natives over time (a* < 0). 

The ambiguities introduced by the choice of  a base group pervade studies of immigrant 
economic performance. For example, the discussion of  identification issues ignored the 
question of  exactly which variables should enter the standardizing vector X in the earnings 
functions (see Eqs. (45) and (46)). The choice of  standardizing variables is not discussed 
seriously in most empirical studies in labor economics, where the inclusion criteria seems 
to be determined by the list of  variables available in the survey data under analysis. But 
this issue plays a significant role in the study of  immigrant wage determination. The 
disagreement in the empirical literature over the relative economic status of immigrants 
in the United States arises not only because different studies use different definitions of  
economic assimilation, but also because different studies use different standardizing vari- 
ables. As a result, the base group differs haphazardly from study to study. 

For example, many studies include a worker 's educational attainment (measured as of  
the time of  the survey) in the vector X, so that the cohort and aging effects are measured 
relative to native workers who have the same schooling. This standardization introduces 
two distinct problems. First, part of  tile adaptation process experienced by immigrants 
might include the acquisition of additional schooling. By controlling for schooling 
observed at the time of the survey, the analysis hides the fact that there might be a 
great deal of  wage convergence between immigrants and natives. Second, the inclusion 
of  schooling in the earnings functions introduces the possibility of  "over-controlling" - of  
addressing such narrow questions that the empirical evidence has little economic or policy 
significance. It might be interesting to know that the wage of  an immigrant high school 
dropout converges to that of  a native high school dropout, but it is probably more impor- 
tant to determine how the skills of  the immigrant high school dropout compare to those of  
the typical native worker. After all, economic theory teaches us that the economic impact 
of  immigration depends on how immigrants compare to natives, and not on how immi- 
grants compare to statistically similar natives. 

4.3. Empirical evidence for the United States 

A large literature summarizes the trends in the skills and wages of immigrants in the 
United States. 4~ Almost all of  these studies combine data from various US Census 
cross-sections to identify the aging and cohort effects. The essence of the empirical 
evidence reported in this literature can be obtained by estimating the following regression 
model in the sample of working men in each Census cross-section: 4~ 

4J This is not an idle speculation. Most empirical studies for the United States do, in fact, show that the age 
coefficient in the irmnigrant regression is mnch smaller than the respective coefficient in the native regression; see 
Borjas (1995a), LaLonde and Topel (1992), and Funldlouser and Trejo (1995). Baker and Ben}amin (1994) also 
find the same difference in the age coefficients in the Canadian context. 

42 See, for example, Borjas (1985, 1995a), Chiswick (I 978, 1986), Duleep and Regets (1997), Funkhouser and 
Treio (1995), LaLonde and Topel (1992), National Research Council (1997, Chapter 5), and Yuengert (1994). 
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logwl~- = X l , ~ r  + a,ll~ + ~I~, (52) 

where w/~ is the wage of person 1 in the cross-section observed at time ~- (~- = 1960, 1970, 
1980, 1990); X is a vector of socioeconomic characteristics; and/t~ is a dummy variable set 
to unity if person l is an immigrant and zero otherwise. The coefficient 3~ gives the log 
wage differential between immigrants and natives at time ~-. The analysis uses two alter- 
native specifications of the vector X. In the first, this vector contains only an intercept. In 
the second, X includes the worker's educational attainment, a fourth-order polynomial in 
the worker 's age, and variables indicating the Census region of residence. 44 

The first row of Table 2 summarizes the trend in the relative wage of immigrant men. 
The sign and magnitude of the unadjusted wage differential between immigrant and native 
men changed substantially between 1960 and 1990. In 1960, immigrants earned about 4% 
more than natives did; by 1990, immigrants earned 16.3% less. About half of the decline in 
the relative wage of immigrants can be explained by changes in observable socioeconomic 
characteristics, particularly educational attainment. 

The second row of the table documents the trend in the relative wage of "new" immi- 
grants (these immigrants have been in the United States for less than 5 years as of the time 
of the Census). 45 The latest cohort of immigrants earned 13.9% less than natives in 1960 
and 38.0% less in 1990. A substantial fraction of the decline in the relative wage of new 
immigrants can also be explained by changes in observable socioeconomic characteristics. 

As indicated earlier, the interpretation of these trends requires that restrictions be 
imposed on the period effects. If changes in aggregate economic conditions did not affect 
the relative wage of immigrants (as implied by Eq. (49)), the cohort effects in Table 2 then 
indicate that the relative skills of immigrants declined across successive immigrant 
cohorts. 46 This interpretation, therefore, uses a difference-in-differences estimator to iden~- 
tify the trend in relative immigrant skills. 47 

The remaining rows of Table 2 show how the relative wage of a particular inmaigrant 
cohort changes over time. These statistics are obtained by estimating the regression model 
in (52) on a pooled sample that includes natives in a particular age group and immigrants 
who arrived at a particular point in time and are in the same age group. For example, the 

43 The empirical analysis reported below uses the sample of men aged 25-64 who are employed in the civilian 
sector, are not self-employed, and do not live in group quarters. 

44 The vector of educational attainment indicates if tile worker has less than 9 years of schooling; 9-11 years: 
12 years; 13-15 years; and 16 or more years. The Census region of residence dummies indicate if the worker lives 
in the Northeast region, the North Central region, the South region, or the West region. 

45 The year-of-migration question in the 1960 Census differs from that in the post-1960 Censuses. In 1960, 
persons reported where they lived 5 years ago. The new immigrant cohort in 1960 is composed of persons who are 
either naturalized citizens or non-citizens, and were residing abroad in 1955. Since 1970, persons are asked when 
they came to the United States to stay, and the new immigrant cohorts in these Censuses are composed of persons 
who are either naturalized citizens or non-citizens, and who came to the United States "to stay" in the last 5 years. 
Finally, the 1955-1960 cohort can be defined uniquely only in the 1960 and 1970 Censuses. 

46 The implicit link between wages and skills, of course, presupposes that the data are being interpreted through 
the lens of a human capital model of wage determination. 
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third row of  the table report  the results from regressions that includes natives aged 25-34 
as of 1960 and immigrants who were also 25-34 as of 1960 and arrived between 1955 and 
1960. This sample is then "tracked" across Censuses. The wage of  these immigrants not 
only caught up with, but also overtook, the wage of similarly aged natives; an initial 9.4% 
wage disadvantage in 1960 became a 6.2% wage advantage by 1970. The post-1965 
immigrants,  however,  generally start with a larger wage disadvantage and have a smaller 
rate of relative wage growth. 

Although much of  the empirical  literature focuses on the secular trend in the mean of  the 
relative wage of immigrants,  it is useful to describe the evolution of  the income distribu- 
tions of immigrants  and natives (Butcher and DiNardo, 1996). A simple representation of 
these trends can be obtained by using each Census cross-section to estimate the following 
regression in the sample of  native workers: 

logwl7 --  X/7/3~ + etT. (53) 

The residuals from each regression are used to divide the native wage distribution into 
decries, with vk, giving the benchmark for the kth decile in Census year  ~- (with v07 = - eo 
and Vl0,7 = + co). By construction, 10% of  the native sample lies in each decile. As before, 
the analysis uses two alternative specifications of X. The first includes only an intercept; 
the second includes educational attainment, age, and region of residence. 

To calculate how many immigrants place in each decile of the native wage distribution, 
we can use the equations estimated in (53) to predict the residuals for the immigrant  
sample in each cross-section. Let 017 be the residual for immigrant  1 in year ~- and define 

d/~7 = Pr[vk 1,7 < 017 < vkT]. (54) 

The statistic d~  gives the fraction of the immigrant  sample that lies in the kth decile of  the 
native wage distribution in year ~-. 

The top panel of  Table 3 reports the calculations for the immigrant  sample, while tile 
bot tom panel  reports the distributions for the sample of newly arrived immigrants (where 
the calculation in Eq. (54) uses only the sample of immigrants who have been in the United 
States less than 5 years). 48 The 1960-1990 period witnessed a substantial change in the 
relative wage distribution of immigrants.  In 1960, 17.4% of all immigrants and 28.5% of 
new immigrants fell in the bottom two deciles of the native wage distribution. By 1990, 

47 However, the US wage structure changed markedly in the 1980s (Murphy and Welch, 1992; Katz and 
Murphy, 1992), with a substantial decline in the relative wage of less-skilled workers. As a result, the assumption 
that the period effects are the same for immigrants and natives is probably invalid. Borjas (1995a) presents some 
evidence suggesting that the changes in the US wage structure were not sufficiently large to account for the cohort 
effects reported in Table 2. 

48 This methodology can also be used to describe how the wage distribution of a particular immigrant cohort 
evolves over time and to compare this evolution to that experienced by native workers. This type of analysis 
would allow the calculation of rates of "distributional convergence." The results (not shown) suggest that the 
1955-1960 cohort experienced substantial distributional convergence, but that this type of convergence is rarer 
tbr the post-1965 cohorts. 
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Table 3 
Immigrant placement in the US native wage distribution, by decile a 

G. J. Borjas 

Decile of native Unadjusted distribution Adjusted distribution 
distribution 

1960 1970 1980 1990 1960 1970 1980 1990 

All immigrants 
1 7.7 11.2 15.4 18.3 9.9 12.1 14.3 15.1 
2 9.7 10.3 13.1 14.6 9.9 10.6 12.8 13.4 
3 12.3 10.4 11.3 10.6 9.9 9.9 11.2 11.4 
4 9.2 10.0 9.6 9.5 9.7 9.4 9.6 9.7 
5 10.8 9.2 8.7 8.9 9.4 8.6 8.9 8.9 
6 9.6 10.5 8.4 7.5 9.9 9.7 8.3 8.2 
7 9.7 8.0 7.2 6.5 10.5 9.5 8.2 7.9 
8 9.7 9.5 7.6 7.0 9.9 9.4 8./ 7.8 
9 10.6 t0.0 8.1 8.1 10.0 10.0 8.2 7.9 

10 10.9 11.0 10.5 8.9 10.8 10.7 10.4 9.7 

Newly arrived immigrants 
1 14.6 19.8 26.9 30.0 18.5 22.3 23.5 24.5 
2 13.9 15.8 18.1 18.9 12.6 14.5 17.1 17.5 
3 15.6 11.6 13.1 10.8 12.7 11.0 12.2 12.2 
4 8.9 9.3 8.7 8.4 8.8 8.9 9.1 9.1 
5 8.7 7.3 6.7 6.9 8.5 7.2 7.4 7.1 
6 7.3 7.5 5.5 4.7 8.1 7.9 5.7 5.9 
7 7.2 5.6 4.3 4.0 7.3 6.9 5.3 5.4 
8 7.8 6.9 4.3 4.2 8.0 6.2 5.1 5.1 
9 7.1 7.7 4.2 5.0 6.9 6.7 5.2 4.9 

10 8.8 8.6 8.2 7.0 8.6 8.4 9.2 8.4 

~ Notes: The adjusted distributions are obtained from a regression that includes a fourth-order polynomial in 
age, a vector of dummy variables indicating the worker's educational attainment, and a vector of dmmny 
variables indicating the region of residence. Tile statistics are calculated in the sample of men aged 25-64 
who work in the civilian sector, who are not self-employed, and who do not reside in group quarters. 

32 .9% o f  all i m m i g r a n t s  and  48 .9% of  n e w  i m m i g r a n t s  fell  in the  bo t t om two deci les .  Pu t  

d i f ferent ly ,  the  dec l ine  in the  ave r age  re la t ive  w a g e  o f  s u c c e s s i v e  i m m i g r a n t  cohor t s  can 

be  a t t r ibu ted  to the i n c r e a s i n g  l i ke l ihood  tha t  n e w  i m m i g r a n t s  fall  in to  the  ve ry  b o t t o m  of  

the  na t ive  w a g e  d is t r ibut ion .  49 

Fina l ly ,  it is in s t ruc t ive  to e s t i m a t e  the  r e g r e s s i o n  m o d e l  p r e s e n t e d  in the  p r e v i o u s  

sec t ion  in Eqs .  (45) and  (46) to i l lus t ra te  the  i m p o r t a n c e  o f  c h o o s i n g  a def in i t ion  o f  

e c o n o m i c  ass imi la t ion .  T h e  r e g r e s s i o n  resu l t s  r epor t ed  in Tab le  4 are d rawn f r o m  B o i j a s  

(1995a) ,  pool  da ta  f r o m  the  1970, 1980, and  1990 C e n s u s e s ,  and  inc lude  th i rd -order  

49 The results presented in Table 3 are consistent with the evidence presented by Borjas et al. (1997, Table 15) 
and Card (1997, Table 2). Butcher and DiNardo (1996) use a kernel density estimator and find that the differences 
between the wage distributions of immigrants and natives have not changed much in the past three decades. The 
Butchel~DiNardo analysis, however, controls for differences in educational attainment among the various groups. 
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Table 4 
Log wage regressions estimating aging and cohort effects in the United States ~ 

1727 

Variable Model 

(1) (2) 

Native Immigrant Native hnmigrant 

Intercept -0.624 -0.971 
(0.057) (0.062) 

Age at time of survey 0.118 0.129 
(0.004) (0.005) 

Age squared -0.002 -0.002 
(0.0001 (0.000) 

Age cubed X 10 4 0.104 0.145 
(0.008) (0.008) 

Educational attainment at time of survey - - 

Years since migration at time of survey - 0.011 
(0.001) 

Years since migration squ~ed - 0.000 
(0.000) 

Years since migration cubed x 10 4 - 0.004 
(0.004) 

Cohort effects: relative to 1985 -1989 arrivals 
Arrived in 1980 -1985 

Arrived in 1975 -1979 

Arrivedin 1970 -1974 

Arrived in 1965 -1969 

Arrived in 1960 -1964 

AtTived in 1950 -1959 

Arrived prior m 1950 

Period effects: relative to 1990 observation 
Observation drawn from 1970 Census 

Observation drawn from 1980 Census 

- 1.222 
(0.054) 
0.094 

(0.004) 
0.002 

(0.0001 
0.074 

(O.OO7) 
0.060 

(0.000) 

- 1.057 
(0.059) 
0.088 

(0.004) 
-0.002 
(0.000) 
0.086 

(0.008) 
0.047 

(0.000) 
0.019 

(0.0011 
0.000 

(0.000) 
0.032 

(0.0O4) 

0.000 - 0.004 
(0.005) (0.005) 
0.061 - 0.059 

1//.0051 (0.005) 
0.097 - 0.095 

(0.007) (0.007) 
0.153 - 0.113 

(0.008) (0.008) 
0.202 o. 137 

(0.010) 10.010) 
0.235 0.160 

(0.012) (/).012) 
0.235 O. 146 

(0.016) (0.017) 

0.007 0.007 0.025 0.()25 
(0.008) (0.008) (0.011) 10.0111 
0.048 0.048 -0.001 -0.001 

(0.006) (0.006) (0.01/8) (0.008) 
Estimated assimilation over first 10 years 
Using e¢* 0.060 0.076 
Using e~ 0.099 0.149 
Estimated assimilation over first 20 years 
Using c~* 0.076 0.100 
Using c~ 0.175 0.235 

Notes: Adapted from Borjas (1995a, Table 5). Standard errors are reported in parentheses. The regressions are 
estimated in the sample of men aged 25-64, who work in the civilian sector, who are not self-employed, and who 
do not reside in group quarters, and use the 1970, 1980, and 1990 Census cross-sections. Model (2) also includes a 
dummy variable indicating if the worker lives in a metropolitan m'ea. 
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polynomials in age and years-since-migration. 5° The bottom rows of the table use the two 
alternative definitions of economic assimilation (c~* and eL) to calculate the extent of 
economic assimilation experienced either during the first 10 or first 20 years in the United 
States. 

The regression results reported in column (1) show that the wage of immigrants - 
relative to natives - increases by 6.0 percentage points during the first 10 years in the 
United States and by 9.9 points during the first 20 years. The LaLonde-Topel definition of 
assimilation, however, suggests that the wage of immigrants rises by 7.6 percentage points 
in the first 10 years and by 14.9 points in the first 20 years. The regression in column (2) 
includes educational attainment as a regressor and the rate of economic assimilation 
increases. In other words, immigrants experience greater economic assimilation relative 
to workers who have the same schooling. In view of the huge variation in the rates of 
"economic assimilation" estimated from the same regression model, it is not too surpris- 
ing that the empirical literature disagrees over how much economic progress immigrants 
experience in the United States. 

4.4. Convergence and condit ional  convergence 

The confusion over the measurement of economic assimilation has motivated some 
researchers to estimate more directly the correlation between the skills of immigrants at 
the time of entry and the post-migration rate of human capital acquisition (Duleep and 
Regets, 1996, 1997; Borjas, 1999). A simple two-period model of the human capital 
accumulation process provides a way of thinking about this correlation. s~ Let K give 
the number of efficiency units that an immigrant has acquired in the source country. 
Because human capital may be partly specific, a fraction 6 of these efficiency units 
evaporate when the worker emigrates. The number of effective efficiency units that the 
immigrant can rent out in the host country is E = (1 - 6)K. 

An immigrant lives for two periods in the host country. During the investment period, 
the immigrant devotes a fraction q of his human capital to the production of additional 
human capital, and this investment increases the number of available efficiency units in the 
payoff period by g X 100%. If the market-determined rental rate for an efficiency unit in 
the host country is one dollar, the present value of the post-migration income stream is 

V = (1 - 8)g(I - q) + p[(1 - 8)K(1 + g)], (55) 

where p is the discounting factor. 52 
The human capital production function is given by 

50 The regression models estlinated in Table 4 also allow the coefficients for the linear term in age and years of 
schooling to vary over time; see Borj'as (1995a) for additional details. The age and schooling coeffÉcients reported 
in the table are those referring to the 1990 Census. 

5t See Borjas (1999) for a detailed discussion of this framework. A more general theory would model jointly 
both the human capital investment decision and the decision to emigrate the source country. 

52 The parameter p depends on the immigrant's discount rate and on the probability that the immigrant will stay 
in the host country (and collect the returns on file investments that are partly specific to the host country). 
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gE = (qE)~E [~, (56) 

where c~ < 1. Immigrants with higher levels of human capital at the time of entry may be 
more efficient at acquiring additional human capital. This complementarity between "pre- 
existing" skills and the skills acquired in the post-migration period suggests that /3 is 
positive. However, because the costs of human capital investments are mostly forgone 
earnings, higher initial skills may make it very expensive to acquire additional skills. This 
"substitutability" would suggest that/3 is negative. 

Ben-Porath's (1967) neutrality assumption states that these two effects exactly offset 
each other and/3 is zero, so that the marginal cost curve of producing human capital is 
independent of the worker's initial stock. Hence the dollar age-earnings profiles of work- 
ers who differ only in their initial stock of human capital are parallel to each other. Most 
empirical studies of earnings determination analyze the characteristics of log age-earnings 
profiles. Hence it is analytically convenient to define a different type of neutrality. Rewrite 
the human capital production function as: 

g = q~E ~+~-~. (57) 

Eq. (57) relates the rate of human capital accumulation (g) to the fraction of efficiency 
units used for investment purposes (q). Define "relative neutrality" as the case where the 
rate of human capital accumulation is independent of the initial level of effective capital, 
so c~ +/3  ~ 1. If  c~ + /3  > 1, the rate of human capital accumulation is positively related 
to initial skills, and we have "relative complementarity." If a + /3  < 1, the rate of human 
capital accumulation is negatively related to initial skills, and we have "relative substitut- 
ability." 

Immigrants choose the rate of human capital accumulation that maximizes the post- 
migration present value of earnings. The optimal level of investment is 

q =  (olp) I/(' ~)E <~+13 J)/(~ ~). (58) 

If there is relative complementarity, highly skilled workers invest more; if there is relative 
substitutability, the more skilled invest less. 

Let A be the percentage wage growth experienced by an immigrant in the host country: 

(1 - 6 ) K ( 1  + g )  - (1  - 6 ) K ( 1  - q )  
A = = g + q. (59) 

E 

The relationship between initial skills and wage growth is 

dA (1 + c~p)q 
dE -- (c~ +/3  - 1) c~p(1 - c0E'  (60) 

The log wage at the time of entry is 

logw0 = logE + log(1 - q), (61) 

and the relationship between the entry wage and initial skills is 
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dlogw ,_ l [ ,  q (62) 
dE E 1 - q 1 c~ " 

The positive sign of the first term inside the brackets of (62) suggests that higher initial 
skills increase entry wages simply because those skills are valued by the host country 's  
employers.  Skills at the t ime of  entry, however,  also affect the investment rate. Define K* 
a s  

. ( 1  - q ) ( ~  - c O  
K " =  > 0. (63) 

q 

By definition, the log entry wage is independent of the initial endowment  of human capital 
when c~ + / 3  - 1 = K*. The inspection of  Eqs. (60) and (62) reveal  four cases that 
summarize the potential relationship between the log entry wage and the rate of wage 
growth: 

1. Relat ive substitution between pre- and post-migration human capital (c~ + fi - 1 < 0). 
Skilled immigrants invest less, earn more at the time of  entry, and experience less wage 
growth. There is a negative correlation between log entry wages and the rate of wage 
growth. 

2. Relat ive neutrality in the human capital  production function ( a  + fi - 1 = 0). Skil led 
immigrants  devote the same fraction of  t ime to human capital investments as less 
skil led immigrants, but earn more. There is zero correlation between log entry wages 
and wage growth. 

3. Weak  relative complementari ty in human capital (0 < c~ + / 3  - 1 < K*). Skil led 
immigrants invest more, and Eq. (62) indicates that these immigrants also have higher 
entry wages. There is a posit ive correlation between log entry wages and wage growth. 

4. Strong relative complementari ty in human capital (0 < K* < c~ + fi - 1). The rate of 
human capital investment is so high for skilled workers that they actually earn less 
initially. There is a negative correlation between log entry wages and wage growth. 53 

These cases summarize the implications of  human capital theory for the unconditional 
correlation between entry wages and the rate of  wage growth. It is also of interest to 
determine the sign of the conditional correlation between log entry wages and the rate of 
wage growth. This conditional correlation holds initial skills constant. Differences in 
discounting factors (p) generate differences in entry wages and wage growth among 
immigrants.  It is easy to show that 

dlogw0 _ - 1  dq < 0, (64) 
dp e 1 - q dp 

5:~ A fifth case, where cx q /3 - 1 = n(*, is also possible. In this case, skilled immigrants invest more but entry 
wages are independent of the level of effective human capital. 
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e ~p 1 + > 0, (65) 

since dq/dp > 0. Eqs. (64) and (65) indicate a negative correlation between the log entry 
wage of immigrants and the rate of wage growth, holding initial skills constant. In other 
words, the theory predicts "conditional convergence." 54 

One can calculate the correlation between the rate of wage growth and the log entry 
wages in the host country by tracking specific immigrant cohorts over time. Consider the 
cohort of immigrants who migrated from country j at time t, when they were k years old. 
Their log wage at the time of entry is given by w/~(t). The rate of wage growth of this 
immigrant cohort over the (t, t ~) time interval is 

Awik(t, {) = [Wjk(t I) - Wjk(t)]. (66) 

Consider the regression model: 

Awik(t, t') = Owjk(t ) + ~kt + Pik, (67) 

where ~k, gives a year-of-arrival/age-at-migration fixed effect. 55 
The empirical analysis uses the 1970, 1980, and 1990 US Censuses and is restricted to 

immigrant men who arrived either in 1965-1969 or in 1975-1979. A cohort is defined in 
terms of country of birth (85 national origin groups) and age at arrival (25-34, 35-44, and 
45-54 years old), and is tracked across the Censuses for a 10-year period. The first column 
of Table 5 reports the estimated 0. There is a positive, though insignificant, unconditional 
correlation between the rate of wage growth and the log entry wage of immigrant cohorts. 
The point estimate suggests that the earnings of different immigrant groups diverge some- 
what over time - the cohorts that have the highest log wage at the time of entry experience 
a slightly faster rate of wage growth. In other words, there seems to be some weak relative 
complementarity between the skills that immigrants bring into the United States and the 
skills that they acquire in the post-migration period. This result, of course, resembles 
Mincer's (1974) finding of complementarity between investments in school and invest- 
ments in on-the-job training. 

To evaluate the presence of conditional convergence, consider the regression model: 

AWjk(t,  t/) =: O*wjk(t) + c~Sjk(t) + ~kt + m i k ,  (68) 

where sjk(t) gives the average years of schooling of the immigrant cohort that originated 

54 This concept plays an important role in the economic growth literature (Barro, 1991 ; Barro and Sala-iMartin, 
1992). In this literature, per-capita income across countries converges if" the initial level of the human capital stock 
is held constant across countries, but does not converge if initial hmnan capital varies across countries. 

55 The inclusion of the fixed effect ~k, in (67) implies that the numerical value of the coefficient 0 is unchanged 
if the dependent variable were redefined to be the rate of wage growth of the immigrant cohort relative to that 
experienced by natives in the same age group, and the independent variable were the log entry wage of the 
immigrant cohort minus the log wage of natives in that age group. 
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Table 5 

Convergence regressions in the United States ~ 

G. J. Borjas 

Independent variable Dependent variable: rate of wage growth in first 10 years in the 
U n i t e d  States 

(1) (2) (3) (4) 

Log wage at time of entry 0.049 - 0 .428 - 0.711 - 0 .824  

(0 .121)  (0 .074)  (0 .067)  (0 .065)  

Average years of - 0 .050  - 0 .045 

schooling at time of entry (0 .006)  (0 .007)  

Fixed effects for country of origin N o  N o  Yes Yes 

R 2 0.301 0.648 0 .820 0 .840  

~ Notes: Standard errors reported in parentheses. The regressions are estimated in the sample of men aged 2 5 -  

64, who work in the civilian sector, who are not self-employed, and who do not reside in group quarters. The unit 
of observation is an immigrant cohort, defined in terms of country of origin, age-at-arrival, and calendar year-of- 
arrival. The cohorts included in the regression arrived either between 1965-1970 or between 1975-1980. All 
regressions also include a vector of fixed effects indexing a particular age-at-arrival/calendar-year-of-arrival 
group. The regressions have 414 observations. See Borjas (1999) for details. 

from countryj at age k -  measured as of the time of entry t. The second column of Table 5 
shows that 0", a measure of conditional convergence, is negative and significant. The 
same sign reversal occurs if the regression adds country-of-origin fixed effects (see column 
3), so that there is a great deal of convergence among immigrant groups from a particular 
country of origin. These country-of-origin fixed effects, of course, can also be interpreted 
as measures of the cohort's human capital stock at the time of entry. 

Duleep and Regets (1997) have estimated these types of convergence regressions but 
use a different definition of an immigrant cohort. In particular, the immigrant cohort is 
defined not only in terms of country-of-origin, age-at-migration, and year-of-arrival (i.e., a 
cell in j, k, t), but also in terms of educational attainment. In particular, let wj/~s(t) be the log 
wage of an immigrant cohort originating in country j, migrating at age k, with s years of  
schooling, and arriving in calendar year t. Similarly, let ~iWjks(t,/) be the rate of wage 
growth experienced by this cohort over the time interval (t, t/). For expositional conve- 
nience, suppose that all immigrant cohorts arrive in the same calendar year t. Consider the 
regression model: 

A14~jI¢S = "~WjkS -}- ~k @ (DjkS, (69) 

where tOjks is an i.i.d, error term. Duleep and Regets (1997) document that A is strongly 
negative in US data, and interpret this finding as implying that the decline in quality across 
successive immigrant cohorts is not as strong as suggested by the trend in entry wages. A 
negative A suggests that more recent cohorts will experience faster wage growth in the 
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future, and the present value of the age-earnings profile might not differ much across 
cohorts. 

This alternative framework raises the interesting question of  whether the coefficient X 
estimates the unconditional rate of  convergence (0) or the conditional rate of convergence 
(0"). To see the relationship among these parameters, rewrite the wage level and wage 
growth for the (j, k, s) cohort as 

Wjk s = wj~ + q)S + ejks, (70) 

Awyks = Awjk + Xs + ~jks, (7l) 

where ~Ps and X~ are fixed effects giving the "returns to schooling" for wage levels and 
wage growth, respectively; and eiks and ejks are i.i.d, random variables that are uncorrelated 
with the other right-hand side variables in (70) and (71). The convergence regression in 
(69) can be rewritten as 

Awjk = hWjk + (hq) s -- Xs) + ~k + tJ ,  (72) 

where co / = ~ojl~s + Aeiks -- ejks, and an observation is a (j, k, s) cell. Let pik(s) be the 
fi'action of  the population that has s years of schooling in a (j, k) cell, and aggregate across 
schooling groups within a (j, k) cell. 56 This aggregation yields 

Z~kWJ k = AWJ k -1- Z (Aq0s -- Xs)t)]k(S) + ~k 27 ~20". (73) 
S 

Eq. (73) shows that the convergence regression that uses schooling groups to define the 
cohort is equivalent to a regression that aggregates across schooling groups but includes 
variables that indicate the educational attainment of the cohort. As a result, the coefficient 
k estimates the extent of  conditional convergence across immigrant cohorts. It is not 
surprising, therefore, that Duleep and Regets (1997) find a great deal of wage convergence 
across immigrant cohorts since they are implicitly holding initial skills constant. It is worth 
stressing, however, that a finding of conditional convergence does not  suggest that immi- 
grant cohorts with lower entry wages experience faster wage growth in the host country. 
As Table 5 shows, the choice of a base group is crucial. Overall, immigrant cohorts that 
start out with higher wages, if anything, tend to have slightly faster wage growth. 

5. Immigration and the wage structure 

The literature attempting to measure how immigrants affect the employment opportunities 
of  native workers in a host country has grown rapidly in the past decade. However, a 
number of  difficult conceptual and econometric problems plague this literature. As a 
result, much of the accumulated empirical evidence probably has little to say about a 
central question in the economics of  immigration. 

5~, The aggregation uses pjk(s) as weights. 
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5.1. Spatial correlations 

G. J. Borjas 

Economic theory suggests that immigration into a closed labor market affects the wage 
structure in that market by raising the wage of complementary workers and lowering the 
wage of substitutes. Almost all of the empirical studies in this literature define the labor 
market along a geographic dimension - such as metropolitan areas or states in the United 
States. If  immigrant flows penetrate geographic labor markets in the host country 
randomly and if natives do not respond to these supply shocks, the "spatial correlation" 
between labor market outcomes in a locality and the extent of immigrant penetration 
would identify the impact of immigration. Beginning with the early work of Grossman 
(1982) and Borjas (1983), the typical study regresses a measure of native economic 
outcomes in the locality (or the change in that outcome) on the relative quantity of 
immigrants in that locality (or the change in the relative number). 57 The regression coeffi- 
cient is then interpreted as the "impact" of immigration on the native wage structure. 

There are two well-known problems with this approach. First, immigrants may not be 
randomly distributed across labor markets. The 1990 US Census indicates that immigrants 
cluster in a very small number of places: 73.8% of immigrants aged 18-64 reside in 6 states 
(California, New York, Texas, Florida, Illinois, and New Jersey), but only 35.5% of natives 
live in those states. Similarly, 35.4% of immigrants live in four metropolitan areas (Los 
Angeles, New York, Chicago, and Miami), but only 12.9% of natives five in those localities. 
If  the areas where immigrants cluster (e.g., California) have done well over some time 
periods, this would produce a spurious correlation between immigration and area outcomes 
either in the cross-section or in the time-series. A positive spatial correlation would simply 
indicate that immigrants choose to reside in areas that are doing relatively well, rather than 
measure the extent of complementarity between immigrant and native workers. 

The second problem with the spatial correlation approach is that natives may respond to 
the entry of immigrants in a local labor market by moving their labor or capital to other 
localities until native wages and returns to capital are again equalized across areas. A large 
immigrant flow arriving in Los Angeles might well result in, say, fewer workers from 
Mississippi or Michigan moving to California, and a reallocation of capital from those 
states to California. A comparison of the wage of native workers between California and 
other states might show little or no difference because the effects of immigration are 
diffused throughout the national economy, and not because immigration had no economic 
effects. 

In view of these potential problems it is not too surprising that the empirical literature 
has produced a confusing array of results. The generic regression model used in the spatial 
correlation literature is of the form: ~s 

.~7 More recent studies include Altonji and Cm'd (1991), Card (1997), Jaeger (1996), LaLonde and Topel 
(1991), and Schoeni (1997). De New and Zimmermann (1994) and Pischke and Veiling (1997) provide similar 
studies of the German labor market. 

~8 The early studies estimated Eq. (74) in level form, while more recent studies tend to use first-difference 
measures of labor market outcomes. 
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A3~js(t, t ~) --- fitAmjs(t, t') + Xjs(t)o~ , + Ujs(t , /) ,  (74) 

where ZXYjs(t, t I) is the change in a measure of employment opportunities experienced by 
natives who live in regionj and belong to skill group s between years t and tt; Amis(t, t ~) is 
a measure of the immigrant supply shock in that region for that skill group over the ( t , / )  
time interval; X is a vector of standardizing valiables; and Ujs(t, t ~) is the stochastic en'or. 

Table 6 summarizes the estimated/3's from recent studies by Boljas et al. (1997) and 
Schoeni (1997). The Borjas-Freeman-Katz study uses states as the geographic unit, 
covers the 1960-1970, 1970-1980, and 1980-1990 periods, and defines the immigrant 
supply shock A m i s ( t , / )  as the change in the number of immigrants between t and / 
relative to the number of natives in cell (j, s) at time t. Borjas, Freeman, and Katz pool 
across education groups and estimate Eq. (74) by including fixed effects indicating the 
native group's educational attainment and state of residence. The Schoeni study uses 
metropolitan areas as the geographic unit, covers the 1970-1980 and 1980-1990 time 
periods, and defines the immigrant supply shock as the change in the fraction of the total 
population that is foreign-born. Schoeni estimates Eq. (74) separately by education group, 
and includes the native group's mean education and age, as well as a measure of the size of 
the labor market, in the vector X. In both studies, the immigrant supply shock is related to 
wage and employment changes. 

The most striking feature of Table 6 is that each study finds huge differences across 
coefficients, making it extremely difficult to generalize about the effect of immigration on 
labor market outcomes. Both studies report that the sign of tile coefficient [3~ changes 
erratically over time. In the Borjas-Freeman-Katz analysis, there is a negative correlation 
between immigration and employment in the 1960s, but the coefficient becomes positive 
(and numerically larger) in the 1970s, and turns negative and modest in the 1980s. Simi- 
larly, Schoeni finds that a three-point increase in the immigrant share of the population 
(from, say, 7 to 10%) reduced the earnings of men who are high school graduates by 1% in 
the 1970s, but the same supply shock would have increased the wage of this group by 0.8% 
had it occurred between 1980 and 1990. Note also that there is a lot of dispersion in the 
coefficients (within a given time period) when one compares the results for men and 
women, or if one looks at wage outcomes or employment outcomes. 

As noted above, the supply shock to a particular labor market is likely to be endogenous 
because immigrants choose where to live depending on economic conditions in the local- 
ity (this point is discussed in more detail in the next section). Altonji and Card (1991, p 
222) instrument the immigrant supply shock with a second-order polynomial in the f r ac  
tion of the work force that is foreign-born at the beginning of the period. In the Altonji 
Card study (which covers the 1970-1980 period), the OLS estimate o f / ~  for white men 
with less than a high school education is -0 .36  (with a standard error of 0.4 l), but the IV 
estimate is - 1.10 (0.64). The Altonji-Card IV estimate of Eq. (74), therefore, seems to 
suggest that immigrants have a substantial adverse effect on the wages of natives. 

The Schoeni study uses the Altonji-Card IV procedure, and also finds that IV leads to 
very different estimates. As Table 6 shows, however, the IV procedure does not reduce the 
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Fig. 2. Wage growth by state, 1980-1990 and 1970-1980. 
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confusion created by the excessive time variation in the estimated/3's. If anything, the IV 
procedure increases it. In the 1970s, the OLS spatial correlation is usually negative and the 
IV procedure tends to make/3 even more negative. In the 1980s, the OLS spatial correla- 
tion is usually positive and the IV procedure tends to make/3 even more positive. 

The ambiguous empirical evidence raises a number of important questions - most of 
which have yet to be seriously addressed by the literature. For instance, why is the sign of 
the spatial correlation in the United States so dependent on the time period under analysis? 
Borjas, Freeman, and Katz suggest that the instability in the spatial correlation over time 
can probably be traced back to major changes in the US regional wage structure - changes 
that are not well understood and that probably have little, if anything, to do with immi- 
gration. Fig. 2 illustrates the nature of the structural change by showing the relationship by 
state between (education-adjusted) wage growth in the 1980s and wage growth in the 
1970s for men. 59 The figure illustrates a strong negative correlation in wage growth by 
state across the two decades. 6° In other words, the high wage growth states of the 1970s 
became low wage growth states in the 1980so 

However, Fig. 3 shows that the same states continued to receive large numbers of 
immigrants. The reversal of wage growth among states thus implies a reversal in the 

59 Tile data underlying the figure adjusts for interstate differences in the educational attaimnent of natives by 
aggregating across different education cells using a fixed weight of the native education distribution; see Borjas et 

al. (1997) for more details. 
60 Borjas-Freeman-Katz show that this negative con'elation does not exist between the 1960s and the 1970s. 

The con'elation in those two decades is nearly zero. Shoeni (1997, unpublished tabulations) also finds a strong 
negative correlation in wage growth by metropolitan area between the 1970s and the 1980s. 
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sign of the correlation between changes in wages and in immigration.  An observer will 
almost certainly draw different inferences about the impact of immigrat ion by analyzing 
spatial correlations est imated in different t ime periods. Unless the analyst can net out the 
impact of these structural shifts (and that would require an understanding of why the shifts 
occurred in the first place), it is almost hopeless to isolate the impact  of  immigration on the 
US wage structure from regression-based spatial correlations. 

A different approach to estimating spatial correlations appears in Card ' s  (1990) influ 
ential case study of the Mal'iel immigrant flow. On April  20, 1980, Fidel  Castro declared 
that Cuban nationals wishing to move to the United States could leave freely from the port 
of  Mariel. By September 1980, about 125,000 Cubans had chosen to undertake the jour- 
ney. Almost  overnight, the Mariel  "natural experiment" increased M i a m i ' s  labor force by 
7%. Card ' s  (1990) analysis of  the CPS data indicates that labor market  trends in Miami 
between 1980 and 1985 - in terms of wage levels and unemployment  rates -- were similar 
to those experienced by such cities as Los Angeles,  Houston and Atlanta, cities that did no~ 
experience the Mariel  supply shock. 6j 

Although superficially different, all spatial correlation studies whethe~ they use th~ 
regression model  in (74) or focus on a single unexpected supply shock - rely on difference 
in-differences estimates of  how immigrat ion changes native outcomes in cities t h a  

('J Related studies include Hunt's (1992) analysis of the movement of 900,000 perso~s of Europem~ origin 
between Algeria and France in 1962, and Can'ington and de Lima's (1996) study of the 600,000 refugees who 
entered Portugal after the country lost the African colonies of Mozambique and Angola in the mid- 1970s. NeithcJ 
study finds a substantial impact of immigration on the aifected local labor markets. 
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received immigrants versus in cities that did not. 62 One could easily argue that this 
literature has failed to increase our understanding of how labor markets respond to immi- 
gration. If  we take the empirical evidence summarized in Table 6 at face value, the 
implications are disturbing: either we need different economic models to understand 
how supply shocks affect labor markets in different time periods (and we would then be 
left wondering which model we should use to predict the impact of  the next immigrant 
wave), or the regression coefficients are simply not measuring what we think they should 
be measuring. 

5.2. A model  o f  wage  determinat ion and internal  migrat ion 

As noted earlier, natives might respond to immigration by "voting with their feet," either 
through capital or labor flows. What structural parameters, if any, do the spatial correla- 
tions between native wages and immigrant supply shocks then measure? And, in particu- 
lar, is there a way of recovering the "true" wage effect of immigration from spatial 
correlations? 

This section shows formally what these spatial correlations identify in a simple frame- 
work that jointly models the wage determination process in a local labor market and the 
internal migration decision of native workers. The model presented here borrows liberally 
from a framework developed by Borjas et al. (1997, unpublished appendix). 63 

Suppose that the labor demand function in geographic area j (] = 1 . . . . .  J)  at time t can 
be written as 

wj, = xj,L; , (75) 

where Wif is the wage in region j at time t; Xjt is a demand shifter; Ljt gives the total number 
of  workers (both immigrants, M)/, and natives, Njt); and ~ is the factor price elasticity 
(7 < 0). It is useful to interpret Eq. (75) as the marginal productivity condition for a group 
of  workers with a particular skill level. For convenience, I omit the subscript indicating the 
skill class, and I assume that all workers within a particular skill class are perfect substi- 
tutes. 

Suppose that Nj;_I native workers reside in region j in the pre-immigration regime 
(t ----- - 1 ) ,  and that the national labor market is in equilibrium prior to the entry of  immi- 
grants. The wage, therefore, is initially constant across all J regions. We can then write the 
marginal productivity condition in the pre-immigration regime as 

wi, I = X j ,  jNj~ I =-w j, Vj. (76) 

(,2 The key distinction between the two approaches concerns the extent to wkich the immigrant flow is 
unexpected (and natives have had little opportunity to plan in advance for the supply shock). 

63 The model can be viewed as an application of the Blanchard and Katz (1992) framework that analyzes how 
local labor markets respond to demand shocks. The model can also be adapted to incorporate capital flows. 
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We will assume that this economy is affected only by supply shocks, so that the demand 
shifter ~t  remains constant across all time periods (i.e., Xjt = X/,-1, vJ) .64 

it is instructive to begin with a very simple version of the supply shock, a one-time 
supply increase. In particular, 34/-0 immigrants enter region j at time 0. This supply shock 
will generally induce a response by native workers, but this response occurs with  a lag.  For 
simplicity, assume that immigrants do not migrate internally within the United States 
they enter region j, and remain there.65 Natives do respond, and region j experiences a net 
migration of zkNjl natives in period 1, ANj2 natives in period 2, and so on. The variable ~ ,  
then gives the number of native workers present in region j at time t, and Mj~ gives the 
number of immigrants who entered (and remained) in regionj. The wage in regionj at time 
t is given by 

logwjt  = logXjt  -t- ,t~log(Nj, 1 -1- Mjo -I- ANj l  -t- ... -t- ANti) ,  (77) 

which can be rewritten as 

logwi: --~ logw 1 + ~l(m/o ~ v/~ + ... + vi:), for t --- 0, (78) 

where mjo = Mjo/Njo,  the relative number of immigrants entering region j; and 
v/t = AN/t/N j0, the net migration rate of natives in region j at time t (relative to the initial 
population in the region). 66 

The lagged native supply response is described by the function 

vjt = o-(logwj,t 1 - -  log#), (79) 

where log # is the equilibrium wage that the national economy will attain once the one- 
time immigrant supply shock works itself through the system, and cr is the supply elasticity 
(or > 0). 67 The equilibrium wage that will be eventually attained in the national economy 
is defined by: 

log# = logw. j + rim, (80) 

r,4 This assumption implies that the entry of immigrants will necessarily lower the average wage in the 
economy. The model can be extended to allow for capital flows from abroad. These capital flows would bring 
the rental rate of capital back to the world price and re-equilibrate the economy at the pre-migration wage. This 
extension, however, complicates the notation substantially without altering the key insights. 

65 Some of the "movers" will be immigrants taking advantage of better opportunities m other legions. The 
empirical evidence in Barlel (1989), however, suggests that immigrants in the United States are not very mobile 
once they enter the main gateway areas. The possibility that some of the movers might be immigrants does not 
affect the nature of the results reported below. 

6~, The lag in native migration decisions implies that Njo - -  Nj. I" 
67 The supply function is typically written in terms of wage differentials among regions. Consider a two-region 

framework with equally sized regions. Tile alternative specification of the supply function is: 
v2 -- y(logw2 logwl), where y would be the conventionally defined supply elasticity. Because the region~ 
are equally sized, the equilibrium wage log# = 0.5(logw 2 + logwj). Substituting this definition into the supply 
function yields: v2 = 2y(logw2 - log#), so that the elasticity cr defined in (79) is twice the conventionally 
defined supply elasticity. 
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where m = M/N; M gives the total number of immigrants in the economy; and N gives the 
(fixed) total number of natives. 

The relationship between the region-specific supply shock mj0 and the national supply 
shock, m, is easy to derive. In particular, suppose region j has (in the pre-immigration 
regime) a fraction rj of the native population and receives a fraction p j of the immigrants. 
The region-specific supply shock is then given by 

Mjo _ pjM _ kjm, (81) 
m J ° -  Njo rjN 

where kJ = P/ri, a measure of the penetration of immigrants into region j relative to the 
region's pre-immigration size. Immigration is "neutrally" distributed across the host 
country if k] = 1, Vj. The long-run equilibrium wage log ~ defined in Eq. (80) would 
be attained immediately in all regions if the immigrant supply shock were neutrally 
distributed over the country. 

There are a number of substantive assumptions implicit in the supply function given by 
Eq. (79) that are worth noting. First, the native supply response is lagged. Immigrants 
arrive in period 0. The demand function in Eq. (78) implies that the wage response to 
immigration is immediate, so that wages fall in the affected regions. Natives, however, do 
not respond to this change in the regional wage structure until period 1. Secondly, the 
model has not imposed any restrictions on the value of the parameter or. If  o- is sufficiently 
"small," the migration response of natives may not be completed within one period. Some 
individuals may respond immediately, but other individuals will take somewhat longer. 68 
Finally, note that the migration decision is made by comparing the current wage in regionj 
to the wage that region j will eventually attain. In this model, therefore, there is perfect 
information about the eventual outcome that results from the immigrant supply shock. 
Unlike the typical cobweb model, persons are not making decisions based on erroneous 
information. The lags arise simply because it is difficult to change locations immediately. 

The model is now closed and can be solved recursively. The native net migration rate in 
region j at time t is given by 69 

~{], = -~W(1 + ~Tcr)t-l(1 - kj)m, (82) 

where the restriction 0 < (1 + To-) < / is assumed to hold throughout the analysis. Eq. 

~'~ In a sense, the migration behavior underlying Eq. (79) is analogous to the firm's behavior in the presence of 
adjustment costs (Hamermesh, 1993). One can justify this staggered response in a number of ways. The labor 
market is in continual flux, with persons entering and leaving the market, and some of the migration responses 
may occur concurrently with these transitions. Workers may also face constraints that prevent them from taking 
immediate advantage of regional wage differentials. Some families, for example, might have children enrolled in 
school or might lack the capital required to fund the migration. 

69 Eq. (82) is derived as follows. First, use the demand function in (78) to calculate the wage observed in region 
j at time 0 after the immigrant supply shock. This wage can then be used to calculate the net migration flow 
experienced by regionj  in period 1 using the supply function in (79), and to calculate the period-1 wage in the 
region. Eq. (82) follows from this procedure by carrying the process forward to period t. 
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(82) shows that region j does not experience any net migration of natives if kj = 1, since 
the "right" share of immigrants entered that region in the first place. Regions that received 
a relatively large number of immigrants (kj > 1) experience native out-migration in the 
post-immigration period (recall ~7 < 0), while regions that received relatively few immi- 
grants experience native in-migration. Native net migration is largest immediately after 
the immigrant supply shock, and declines exponentially thereafter. 

The wage in region j at time t depends on the total net migration of natives up to that 
time. This total migration is given by 

Vi: = - ~ ~/o-(1 + ~/o-) ~- ~(1 - kj)m = (1 - k i ) [ ]  - ( l  + 7 /o - ) ' ]m.  ( 8 3 )  
'T--1 

Eq. (78) then implies that the wage in region j at time t equals 

= logw j + ~{kj + (l - k/)[1 - (1 + ~7o-)']}m. (84) logwjt 

Eqs. (83) and (84) provide the foundations for a two-equation model that jointly 
analyzes the native response to immigration and the immigrant impact on the wage 
structure. To evaluate if the data can identify the relevant parameters, consider a slightly 
different form of the model: 

Vj: = [1 - (1 + ncr)']m - [1 - (1 + ~lcr)tlmj, (85) 

logwjt - logw ~ = ,)[1 - (1 + Tio')t]m + ~/(1 + rlo-)'m/. (86) 

Note that both Eqs. (85) and (86) are of the "before-and-after" type. in effect, Eq. (85) 
presents a first-difference model of the total migration of natives (where there was zero 
migration in the pre-immigration regime), while Eq. (86) presents a model of the wage 
change in region j before and after the immigrant supply shock. Both regressions contain 
two explanatory variables: the national immigrant supply shock (m), and the regional 
supply shock (mj). The model has been derived for a single skill class, so that the national 
immigrant supply shock is a constant across all observations and its coefficient is 
subsumed into the intercept. One can imagine having a number of different skill classes 
and "stacking" the data across skill groups (assuming that there are no cross-effects that 
must be taken into account). The national immigrant supply variable would then be a 
constant within a skill class. It is likely, however, that there are skill-specific fixed effects 
both in net migration rates and in wage changes. These fixed effects imply that the 
coefficient of the national supply shock cannot be separately estimated. Therefore, all 
the estimable information about how regional wages evolve and how natives respond to 
immigration is contained in the coefficient of the supply shock variable m~. 

Suppose we observe data as of time t (i.e., t years after the immigrant supply shock). Let 
6, be the coefficient from the native net migration regression, and/3: be the coefficient from 
the wage change regression. These coefficients are defined by 
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~t = - [ 1  - (1 + ~o-)'], (87)  

/?, = n(1 + 7o-)'. (88) 

These coefficients yield a number of interesting implications. As t grows large, the 
coefficient in the migration regression converges to - 1  and the coefficient in the wage 
change regression converges to zero. Put differently, the longer the time elapsed between 
the one-time immigrant supply shock and the measurement of native migration decisions 
and wage changes, the more likely that natives have completely internalized the supply 
shock, and the less likely that the data will uncover any wage effect on local labor markets. 
Second, note that the wage regression will not estimate the factor price elasticity ~ except 
at time 0 - immediately after the immigrant supply shock. Over time, the wage effect is 
contaminated by native migration, and the contamination grows larger the longer one 
waits to measure the effect. In fact, reasonable assumptions for the factor price and supply 
elasticities suggest that the wage regression will yield useless estimates of the wage effect 
even if the data is observed only 10 years after the one-time supply shock. For example, 
suppose that ~ = -0 .3 ,  and that o -=  0.5. After 10 years, the wage change regression 
would yield a coefficient of -0 .06.  Finally, and most important, the two-equation model 
allows us to identify the factor price elasticity if we do not wait "too long" after the 
immigrant supply shock. The definitions of the coefficients 6, and/3t imply that 

= 1 + 8~" (89) 

The factor price elasticity can be estimated from the spatial correlation between wage 
growth and immigration by "blowing up" the coefficient from the wage change regres- 
sion. Suppose, for example, that the migration coefficient is -0 .5 ,  so that 5 natives leave 
the region for every 10 "excess" immigrants that enter. The true factor price elasticity ~/is 
then estimated by doubling the spatial correlation between wages and immigration. Note, 
however, that because 6 approaches - 1 as t grows large, the formula given by Eq. (89) is 
not useful if the data are observed some time after the immigrant supply shock took 
place. TM 

The model suggests that the problem with the spatial correlations reported in the 
literature may not be so much the endogeneity problem caused by immigrants choosing 
to move to "good" areas, but the fact that all of the currently available empirical models 
suffer from omitted-variable bias. The correct specification of the wage change regression 
is one in which the wage change in the region (for a particular skill group) is regressed on 
the net supply shock induced by immigration. The correct generic regression is of the form 

AWj -~- ~(mj + Vj) + other variables + ej, (90) 

where rnj measures the immigrant supply shock; Vj measures the (total) net migration rate 
of natives; and ei is the stochastic error. The typical regression in the literature is of the 
form 
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Awj = ~mj + other variables + (eJ + ~Tvj). (91) 

As discussed above, it is not uncommon to estimate Eq. (91) using instrumental variables, 
where the instrument is the fraction of region j ' s  population that is foreign-born at the 
beginning of the period. The joint model of wage determination and internal migration, 
however, clearly indicates that this instrument is invalid because it must be correlated with 
the disturbance term in (91). After all, the native net migration response depends on the 
number of immigrants in the local labor market at the beginning of the period. As a result, 
the IV methodology commonly used in the literature does not identify any parameter of 
interest. A valid IV procedure would require constructing an instrument that is correlated 
with the immigrant supply shock, but is uncorrelated with the native migration response. 
Such an instrument, it is fair to say, will be hard to find. 7l 

The model also suggests that the factor price elasticity is directly identifiable from a 
before-and-after wage change regression if the regression is estimated immediately alter 
the immigrant supply shock takes place. Cm'd's (1990) study of the Mariel flow carries out 
precisely this type of exercise, yet fails to find any measurable response to immigration in 
the Miami labor market in the year after the supply shock took place. Card also reports 

v0 Although the model presented here focuses on the response of native workers to immigration, the framework 
can be extended to take into account the response of capital flows. These capital flows would include both the 
response of native-owned capital "residing" in other regions, as well as the response of international capital to the 
lower wages now available in the host country. It is instructive to sketch a model that incorporates these capital 
flows, and to compare the key results to those of the internal migration model. Let Fit be the capital flow in year t 
induced by the immigrant supply shock in year 0, and suppose that the supply response of capital is given by: 
/*)t = oq (logwj~ - log#~) + oe2(logwjt - logw l), where #, gives the average wage observed in the host country 
at time t. The first term of this equation summm'izes the incentives for capital flows to occur within the host 
country, while the second term summarizes the incentives for international capital flows (assuming that the world 
economy was in equilibrium at wage w j prior to the immigrant supply shock.). Note that both supply elasticities 
a l and c~ 2 are negative. The specification of the capital supply response implies that internal and international 
capital flows continue until the wage in all regions of the host country re-equilibrate at the world wage w > The 
variable Fj, enters additively into the earnings function in (78). To simplify, suppose that there are only capital 
responses to immigration (and no native internal migration). After some tedious algebra, it can be shown that the 
equation giving the change in the log wage between time t and - 1 (the before-and-after comparison) depends on 
both m, the national supply shock, and on mj, the regional supply shock. The coefficient of the regional supply 
shock (the only coefficient that can be identified by the data) is then given by ~(1 + c~ + c~2) ~ As with the native 
migration model, therefore, the factor price elasticity is identifiable only in the initial year, and the spatial 
correlation converges to zero (assuming that 1 < a I + a2 < 0). This approach can be extended to incorpmatc 
both native internal migration and capital flows into the model. The simple form of the "blowing up" property 
reported in Eq. (89) does not hold in this more general model because the true factor price elasticity cannot be 
identified from estimates of the spatial correlations (/3) and the native migration response (6). The identification 
of rl now also requires information on the elasticities of the capital supply equation. 

7i The generic model in Eq. (90) can be used to illustrate that the "blowing-up" result is a general property of 
this type of framework. In addition to the wage change equation in (90), there exists an equation relating the native 
response to the initial supply shock: Vj = 3mj + othervariables + vj. Substituting this equation into (90) yields 
the reduced-form regression: Awj = ~(1 + 3)mj + othervariables + a)j. The coefficient of m i in this reduced 
form equation equals /3, the spatial correlation typically reported in the literature. It then follows that 

n - "  /3/O + 6). 
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evidence that population flows into the Miami area slowed down as a result of the Mariel 
shock, but it seems unlikely that native migration decisions completely internalized the 
impact of the supply shock within a year. It is possible that capital flows from other cities 
to Miami "take up the slack," but there does not exist any evidence indicating that this, in 
fact, happened. Card's evidence (although imprecisely estimated), therefore, cannot be 
easily dismissed and the findings of the Card study remain a major puzzle. 

5.3. A model  with a permanen t  supply shock 

The model presented in the previous section assumed that immigration is a one-time 
supply shock, and the model's parameters were estimated by comparing outcomes in 
the pre- and post-immigration periods. Some host countries, particularly the United States, 
have been receiving a continuous (and large) flow of immigrants for more than 30 years. 
As a result, it is useful to determine what, if anything, can be learned from spatial 
correlations when immigrants add to the labor supply of the host country in every period, 
and the parameters of the model are estimated while the immigrant supply shock continues 
to take place. 

The framework presented in the previous section can be easily generalized to the case of 
a permanent influx if we assume that each region of the country receives the same 

immigrant supply shock every year. This assumption is not grossly contradicted by the 
data for the United States because the same regions have been the recipients of immigrants 
for several decades. At time t, therefore, native workers respond to the supply shock that 
occulted in the preceding period, as well as to the supply shocks that occurred in all earlier 
periods. The main adjustment that has to be made to the earlier model concerns the 
specification of the native supply function. In particular, suppose that the native migration 
response at time t is 

vit = o-(logwi,t ] - logv~ t 1 ), (92) 

where logv~ t i is the equilibrium wage that will be observed throughout the national 
economy once all the immigrant supply shocks that have occurred up to time t -  l 
work themselves through the system. As before, the native response is forward-looking 
in the sense that natives take into account the consequences of the total immigrant supply 
shock that has already taken place. It might seem preferable to model the supply function 
so that natives take into account the expected impact of future immigration. However, the 
total supply shock up to time t - 1 is a "sufficient statistic" because we have assumed that 
the region receives the same number of immigrants in every period. 

The national equilibrium wage that will be eventually attained as a result of the immi- 
grant supply shocks up to period t - 1 is 

log#l I = logw i + ~l(mio + '" + mi,t 1) = logw i + 71tmi. (93) 

Consider the native supply response to the immigrants who entered the country in 
period 0. Eq. (83) in the previous section showed that the net migration rate of natives 
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in period t induced by the period 0 immigrant flow equals (1 - kj)[1 - (1 + r/o-)t]m. 
Consider now the native response to the supply shock in year 1. Eq. (83) then implies 
that the net migration rate of natives induced by the period-1 migration flow equals 
(t - ki)[t - (1 + Do-)t-lira. The total net migration of natives in period t attributable to 
a supply shock of kjm in region j between periods 0 and t - 1 is then given by 

Vj, = ~ (1 - k/)[l - (1 + Do-)~lm = (1 - k:) t + r/o- [1 - (1 + Do-) s] m, (94) 
r~0 ' To- 

and the wage observed in region j at time t equals 

" " To- 

We can now derive the two first-difference regression models that compare native net 
migration rates and wages before-and-after the beginning of the immigrant supply shock. 
These regression models are given by 

[ t ( l + D o - )  [ 1 - ( l + D o - ) t ] ]  
Vjt= - -  + ( t +  1)m 

t + 1 To- (t + 1) 

[ t + ( I+DO-)  [ 1 - ( l + D o - ) t ] ]  
t + 1 r/o- (t + 1) ( t+  l)m/, (96) 

t (1 + To-) [ 1 - ( 1 + D o - )  t ] ]  
logwi t - l o g w  i = D  t + ~  + j ( t +  l)m 

r/o- (t + 1) 

1 
+ D  t + l  

(l DO) [1 -- (1 + ~jo-)q ] 
r/o- (t + 1) J( t  + l)m/, (97) 

where the independent variables have been defined to measure the total (as of time t) 
immigrant supply shock either at the national level, (t + 1)m, or at the regional level, 
(t + 1 )m/. As before, we can estimate these models either within a single skill group, or by 
"stacking" across skill groups. If the latter model also includes skill fixed effects, the 
regression models can only identify the coefficient of (t + 1)m/. i f  we let 6: be the coeffi- 
cient of the regional supply shock in the internal migration regression, and fi, be the 
coefficient in the wage change regression, we can estimate 

~t -- - -[  t 4-(1 + r / o - ) [ l - ( 1 - l - D o - ) ' ] ]  
t+ - ] -  r/o- (t + 1) ' (98) 

1 (1 + r/o-) [1 - (1 + 7o-)'] ] 
f i , = D  t + l  rio- ( t + l )  J" (99) 
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Eqs. (98) and (99) indicate that the permanent supply shock model yields insights similar 
to those obtained in the one-time model. In particular, the wage change regression will 
estimate the factor price elasticity ~ only at the very beginning of the immigrant supply 
shock (when t = 0). As t grows larger, the coefficient in the migration regression 
converges to - 1, while that of  the wage change regression converges to zero. Finally, 
the manipulation of  Eqs. (98) and (99) reveals that ~7 = / 3 ] ( 1  + 6t), so that we can still 
recover the true factor price elasticity from the spatial correlation by blowing up the 
estimated wage effect - as long as we do not wait too long into the immigration period. 

Few empirical studies actually conduct the "before-and-after" regression analysis 
suggested by Eqs. (98) and (99). The historical data are usually hard to obtain, particularly 
if the immigrant supply shock has been in motion for some decades. Instead, most empiri- 
cal studies attempt to estimate the parameters of  interest by first-differencing the data, so 
that all the observations come from the post-migration period. The first-difference models 
are given by 

V/t - Vj,t I = [1 - (1 + ~/(r)tlm - [1 - (1 + ~/o-)tlmj, (100) 

logwi~ - logwj,, ..j = ~7[1 - (1 + ~Tcr)t]m + ~7(1 + ~w)'mj, (101) 

where the independent variables are defined to be the per-period immigrant supply shock. 
As before, let 8t = - [ 1  - (1 + ~7o-)t-l], the coefficient of  m i in the first-difference 

native migration equation; and /3 t = ~7(1 + ~W) t, the respective coefficient in the first- 
difference wage equation. 72 Both of  these coefficients are negative so that first-difference 
regressions should have the "right" sign even when all of the data are observed while the 
immigrant supply shock is under way. Neither of these coefficients, however, estimates a 
parameter of  interest. Moreover, 6~ approaches minus one and /3t approaches zero as 
t ~ c~. As a result, some local labor markets could be the recipients of very large and 
permanent supply shocks, but spatial correlations will not reveal the impact of these flows 
on the wage structure if the first-difference regression is estimated some time after the 
immigrant supply shock began. Finally, the definitions of  8t and/3t indicate that the factor 
price elasticity is estimated by blowing up the coefficient from the wage regression, so that 

* /=/3 t / ( l  + at). 

5.4. Immigration and native internal migration 

The empirical studies that measure spatial correlations typically ignore the fact that 
identification of the labor market effects of immigration requires the joint analysis of 
labor market outcomes and the native response to the immigrant supply shock. The few 
studies that specifically attempt to determine if native migration decisions are correlated 
with immigration have yielded a confusing set of  results. Filer (t992) finds that metropo- 

72 Interestingly, these coefficients are similar to those obtained in the before-and-after regression in the one- 
period supply shock model (see Eqs. (87) and (88)). 
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litan areas where immigrants cluster had lower rates of native in-migration and higher 
rates of native out-migration in the 1970s, and Frey (1995) and Frey and Liaw (1996) find 
a strong negative correlation between immigration and the net migration rates of natives in 
the 1990 Census. In contrast, White and Zai (1993) and Wright et al. (1997) report a 
positive correlation between the in-migration rates of natives to particular cities and 
immigration flows in the 1980s. 

Recent work by Borjas et al. (1997) and Card (1997) provide the first attempts to jointly 
analyze labor market outcomes and native migration decisions. In view of the disagree- 
ment in earlier research, it should not be too surprising that these two studies reach very 
different conclusions. Card reports a slight positive correlation between the 1985-1990 
rate of growth in native population and the immigrant supply shock by metropolitan area, 
while Borjas et al. (1997) report a strong negative correlation between native net migration 
in 1970-1990 and immigration by states. The two studies provide a stark example of how 
different conceptual approaches to the question can lead to very different answers. 

Perhaps the clearest evidence of a potential relation between immigration and native 
migration decisions in the United States is summarized in Table 7. 73 Divide the country 
into three "regions": California, the other five states that receive large numbers of immi- 
grants (New York, Texas, Florida, New Jersey, and Illinois), and the remainder of the 
country. Table 7 reports the proportion of the total population, of natives, and of immi- 
grants living in these areas from 1950 to 1990. The modern-era immigrant supply shock in 
the United States began around 1970 and has continued since. It seems natural to contrast 
pre-1970 changes in the residential location of the native population with post-1970 
changes to assess the effects of immigration on native location decisions. 

The data reveal that the share of natives who lived in the major immigrant receiving 
state, California, was rising rapidly prior to 1970. Since 1970, however, the share of 
natives living in California has barely changed. However, California's share of the total 
population kept rising fi'om 10.2% in 1970 to 12.4% in 1990. Put differently, an extra 
polation of the demographic trends that existed before 1970 - before the immigrant supply 
shock - would have predicted the state's 1990 share of the total population quite well. 74 
This result resembles Card (1990, p. 255) conclusion about the long-run impact of the 
Mariel flow on Miami's population. Card estimates that Miami's population grew at an 
annual rate of 2.5% in the 1970s, as compared to a growth rate of 3.9% for the rest of 
Florida. After the Mariel low, Miami's annual growth rate slowed to 1.4%, as compared to 
3.4% in the rest of Florida. As a result, the actual population of Dade county in 1986 was 
roughly the same as the pre-Mariel projection made by the University of Florida. 

The finding that the rate of total population growth in areas affected by immigram 
supply shocks seems to be independent of immigration may have profound implications 
for the interpretation of spatial correlations between native economic outcomes and i m m i  

73 This section is based on the discussion by Borjas et at. (1997). 
74 Borjas et al. (1997, Fig. 4) show that the data point for CNifornia (and, in fact, for all the other major 

immigrant-receiving states) lies close to the regression line linking the 1970-1990 population growth rate to the 
1950-1970 rate. 
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Table 7 
Regional distribution of adult-age US population, 1950-1990 a 

California Other Rest of 
immigrant country 
states 

Percent of total US population 
1950 7.2 26.9 65.9 
1960 8.9 27.3 63.7 
1970 10.2 27.1 62.7 
1980 10.9 26.7 62.4 
1990 12.4 27.0 60.7 

Percent of native US population 
1950 6.9 25.4 67.7 
1960 8.6 26.2 65.2 
1970 9.6 26.2 64.2 
1980 9.7 25.6 64.8 
1990 10.0 25.5 64.4 

Percent o~foreign-born US population 
1950 10.4 44.4 45.2 
1960 14.6 44.9 40.6 
1970 20.1 43.8 36.0 
1980 27.2 41.9 30.9 
1990 33.8 40.0 26.1 

Source: Borjas et al, (1997, Table 8). The calculations use the 1950-1990 US 
Censuses. The adult-age population contains all persons aged 18-64 who are not 
living in group quarters. 

gration. In particular,  the immigran t s  who  chose  a part icular  area as their dest inat ion 

" d i s p l a c e d "  the native net migra t ion  that wou ld  have  occurred,  and this nat ive feedback  

effect  diffused the economic  impact  o f  immigra t ion  f rom that ,area to the rest o f  the 

country.  

To  de te rmine  the formal  relat ionship be tween  nat ive  migra t ion  and immigra t ion ,  define 

~ ( t ' )  - Ns(t) 
Anj ( t ,  t t) . . . .  . . . . . . . . . . .  ~ -: ( t  / t), (102) 

L/(t) 

A m i ( t ,  t ' )  - -  M j ( t t )  - M j ( t )  
Ls ( t )  - ( t '  - t) ,  (lO3) 

where  Nj(t) g ives  the number  o f  nat ives l iv ing in a r e a l  at t ime t; Mj(t) g ives  the number  o f  

immigran ts ;  and Lj( t )  = Nj(t) + Mj(t). The  var iable  Anj( t ,  t t) gives  the (annualized) rate of  

na t ive  popula t ion  growth in a r e a l  be tween  years  t and t j re la t ive  to the initial populat ion o f  



Ch. 28: Economic Analysis of Immigration 

Table 8 
Regression coefficients estimating the response of change in native popula- 
tion to immigrant supply shocks in the United States, by state a 

Fffst-difference 
regression, 
1970-1990 

Double-difference regressions 

1970-1990 1970-1990 
relative to relative to 
1960-1970 1950-1970 

0.777 -0.756 1.673 
(0.311) (0.278) (0.285) 

Source: Borjas et al. (1997, Table 8). Standard errors reported in 
parentheses. The regressions have 51 observations (one for each state 
plus the District of Columbia), except for the regression in the last column, 
which omits Alaska and Hawaii and has 49 observations. 
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the area; and Amj(t ,  t I) gives the annualized contribution of  immigrants to population in 
the area, again relative to the initial population in the area. Card (1997) and Borjas et al. 
(1997) suggest the regression model: 

Anj(t, t ~) = a + (~*(~mj(t,/) + ej. (104) 

The coefficient 6* measures the impact of  an additional immigrant arriving in reg ionj  in 
the time interval ( t , / )  on the change in the number of  natives living in that region. The 
coefficient 6",  therefore, is the empirical counterpart of  the parameter 6 in the model 
presented in the previous sections. 

Table 8 reports the estimates of Eq. (104) using US states as tile geographic unit. The 
table summarizes the substantive content of  the evidence reported in the Borjas-Freeman- 
Katz (from which Table 8 is drawn) as well as, to some extent, in the Card study. The first 
column reports that the coefficient ~* is positive and significant over the 1970-1990 
period. This positive correlation between immigration and native net migration is also 
reported in the Card study, which uses a different empirical specification: the period under 
analysis is 1985-1990, the geographic region is the metropolitan area, and the analysis 
distinguishes among skill groups. Despite the differences between the two studies, the 
conclusion is similar - the same areas tend to attract both immigrants and natives. 

The positive correlation seems to imply that natives do not respond to immigration or 
that perhaps natives even respond by moving to areas penetrated by immigrants. Boljas, 
Freeman, and Katz argue that the regression specification in Eq. (104) misses an important 
part of the story. In particular, it compares native population growth among states with 
different levels of  immigration between 1970 and 1990, rather than native population 
growth in a state before and  after the immigrant supply shock. In other words, the regres 
sion model implicitly assumes that each state would have had the same rate of  native 
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population growth in the absence of immigration. But if each state had its own growth path 
prior to immigration and that growth path would have continued absent immigration, the 
regression might give a misleading inference about immigration's effects. Borjas, Free- 
man, and Katz thus propose the "double-difference" model: 

zXnj(t, t ' )  - 2~n/ to ,  q )  = c~ + 8[2xmj( t ,  t ' )  - ZXmi(to, tl)] + vj, (1o5) 

where the time interval (t 0, t I ) o c c u r s  in the period prior to the immigrant supply shock, 
and the coefficient ~ measures the impact of an increase in the number of immigrants on 
the number of natives - relative to the "pre-existing conditions" in the state. 

The second column of Table 8 reports the coefficient from the double-difference model 
using the state's population growth from 1960 to 1970 to measure the pre-existing trend. 
The estimated 6 is not significantly different from - 1, suggesting considerable displace- 
ment. Finally, the third column of the table re-estimates the double-difference model using 
the state's growth rate between 1950 and 1970 to control for pre-existing conditions. This 
regression yields an even more negative coefficient. Because the estimated 6 is near (or 
below) - 1 ,  the model presented in the previous sections implies that it is impossible to 
blow up the spatial correlations and calculate the "true" factor price elasticity. 

Table 8 shows that whether one finds a negative or a positive impact of immigration on 
native net migration depends on the counterfactual posed by a particular regression model. 
The single-difference regression model in Eq. (104) ignores valuable information provided 
by the state's demographic trends prior to the immigrant supply shock and assumes that all 
states lie on the same growth path in the post-migration period. The double-difference 
regression model in Eq. (105) accounts for the pre-existing trends and assumes that the 
trends would have continued in the absence of immigration. The specification of a clear 
counterfactual is crucial in measuring and understanding the link between immigration, 
native migration decisions, and the impact of immigrants on the wage structure. 

Although the data suggest that the total population growth in a state is independent of 
immigration, the migration response of natives would completely diffuse the effect of 
immigration only if the native flows of particular skill groups counterbalanced the immi- 
grant influx and left unchanged the relative factor proportions within a state. The evidence 
on this issue, however, is inconclusive. Borjas et al. (1997, Table 10), for instance, report 
that factor proportions were converging across states even before the immigrant supply 
shock began circa 1970. As a result, the sign of the correlation between native migration 
flows in particular skill groups and the corresponding immigrant supply shock depends not 
only on whether the counterfactual specifies a before-and-after comparison, but also on 
whether the model controls for the pre-immigration convergence trends. 

Finally, all of the empirical studies in the literature fail to take into account the possi- 
bility that the response to immigration includes the movement of capital flows to regions 
affected by immigrant supply shocks. As a result, the joint analysis of native migration 
decisions and labor market outcomes may not solve the problems with the spatial correla- 
tion approach. 
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5.5. The .factor propor t ions  approach 

Because the native response to immigration implies that spatial con-elations may not 
estimate the impact of immigration on the labor market, Borjas et al. (1992) proposed 
an alternative methodology. The "factor proportions approach" compares a nation's 
actual supplies of workers in particular skill groups to those it would had had in the 
absence of immigration, and then uses outside information on the elasticity of substitution 
among skill groups to compute the relative wage consequences of the supply shock. 75 

Suppose the aggregate technology in the host country can be described by a linear 
homogeneous CES production function with two inputs, skilled labor (Ls) and unskilled 
labor (L,,): 

Qt = At[c~L ~ + (1 - c¢)L~] j/'. (106) 

The elasticity of substitution between skilled and unskilled workers is given by 
cr = 1/(1 - p). Suppose further that relative wages are determined by the intersection of 
an inelastic relative labor supply function with the downward-sloping relative labor 
demand function derived from the CES. Relative wages in year t are then given by 

log(wst/w.t  ) = Dt _ 1 log(L,. jL.t) ,  (107) 
o" 

where Dt is a relative demand shifter. 
The aggregate supply of skill group j at time t is composed of native workers ( ~ )  and 

immigrant workers (Mjt): 

Lj, =- Nj, + Mjt ~- N/t(1 -F mjt), (108) 

where mjt = Mjt/Njt. Eq. (107) can be rewritten as 

log(Wst/Wut ) : Dt  _ __1 log(Nst/Nut ) _ __1 [log(1 + rn~t) - log(1 + m.D]. (109) 
o- o -  

An immigrant supply shock in the (t, t/) time interval changes the relative number of 
immigrants by Alog(1 + mjt ) for skill group j. The predicted impact of the immigrant 
supply shock on the relative wage of skilled and unskilled workers equals 

Alog(wst/w,,t) = _ 1 [Alog(1 + m~t) - Alog(1 + re.t) ]. (110) 

The calculation implied by (110) requires: (a) the aggregation of heterogeneous workers 
into two skill groups; (b) the assumption that natives and immigrants within each skill 
group are perfect substitutes; (c) information on the change in the relative number of 
immigrants for each skill group; and (d) an estimate of the relative wage elasticity ( -  1/cr). 

The factor proportions literature often assumes that workers with the same educational 

7s Related applications of the factor proportions approach include Freeman (1977), Jotmson (1970), and Welch 
(1969, 1979). 
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Table 9 
The impact of immigration on the United States using the factor proportions approach" 

G. J. Borjas  

Definition of skill groups 

High school 
dropouts and 
high school 
graduates 

High school 
equivalents and 
college equivalents 

Relative number of post- 1979 unskilled immigrants in 1995 0.207 
(m,,~ = M, t /N , t )  

Relative number of post-1979 skilled immigrants in 1995 0.041 
(rest = Ms,/Nst ) 

Log change in relative supplies 
= log(1 + rns~) - log(1 + m,,t) -0.149 

Estimate of relative wage elasticity -0.322 
Change in log relative wage attributable to post-1979 0.048 

immigration 
Actual change in log relative wage between 1980 and 1995 0.109 

0.056 

0.043 

0.013 
-0.709 

0.009 

0.191 

~ Source: Borjas et al. (1997, Tables 14 and 18). 

attainment are perfect substitutes. 76 Table 9 summarizes the results from the most recent 
application of  this approach by Borjas et al. ( l  997), using two alternative classifications of  
skill groups. In the first, workers who are high school dropouts are defined to be 
"unski l led,"  and all other workers are defined to be "ski l led."  In the second, the skill 
groups are defined in terms of  high school equivalents versus college equivalents. To 
isolate the labor market effects of  post-1979 immigration,  the simulation normalizes the 
data so that all persons present in the United States as of  1979 are considered "natives."  
The immigrant  supply shock that occurred between 1980 and 1995 increased relative 
supplies by 20.7 percentage points for high school dropouts, and by 4.1 percentage points 
for workers with at least a high school education. The change in the log gap defined by the 
bracketed term in (110) is -0 .149 .  Borjas et al. (1992) estimate the relative wage 
elasticity for these two groups to be -0 .322 .  Eq. (110) then implies that the immigra-  
t ion-induced change in the relative supply of  high school dropouts reduced their relative 
wage by 4.8 percentage points, or about 44% of  the total decline in the relative wage of  
high school dropouts between 1980 and 1995. 

Table 9 also shows, however, that immigrat ion has a much smaller impact  if  we use an 
alternative skill aggregation. The post-1979 immigrants  increased the relative supply of  
high-school equivalents by only 1.3 percentage points. Katz and Murphy (1992) estimate 
that the relative wage elasticity for these two groups is -0 .709 .  The immigrant  supply 

~/~ Jaeger (1996) presents evidence that immigrant and native workers within broadly defined education groups 
may be near-perfect substitutes. 
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shock then lowered the college/high school wage differential by about 0.9 percentage 
points, about 5% of the actual decline in this wage gap. 

In an important sense, the factor proportions approach is unsatisfactory. It departs from 
the tradition of decades of research in labor economics that attempts to estimate the impact 
of a particular shock on the labor market by directly observing how this shock affects some 
workers and not others. The factor proportions approach does not estimate the impact of 
immigration on the wage structure; rather, it simulates the impact. For a given elasticity of 
substitution, the factor proportions approach mechanically predicts the relative wage 
consequences of a supply shock. It is not surprising that the approach has been criticized 
for relying on theoretical models to calculate the effect of immigration on native outcomes 
(Card, 1997, p. 2; DiNardo, 1997, p. 75). 

On the one hand, the criticism is valid. The factor proportions approach certainly relies 
on a theoretical framework. If the model of the labor market underlying the calculations or 
the estimate of the relative wage elasticity is incorrect, the estimated impact of immigra- 
tion is also incorrect. On the other hand, a great deal of empirical research shows that 
relative supplies do affect relative prices. 77 Moreover, the spatial correlations estimated 
over the past 15 years have failed to reveal with any degree of precision the impact that 
immigration has on the wage structure. Finally, although the factor proportions approach 
relies on theory, so must any applied economic analysis that wishes to do more than simply 
calculate correlations. In the end, any interpretation of economic data - and particularly 
any use of these data to predict the outcomes of shifts in immigration policy - requires a 
"story". The factor proportions approach tells a very specific story of the economy and 
relies on that story to estimate the impact of immigration on the wage structure. 

6. Conclusion 

Our understanding of the labor market effects of immigration grew significantly in the past 
two decades. In view of the potential policy implications of this research and the emotional 
questions that immigration raises in many countries, it is inevitable that these advances 
have been marked by heated and sometimes contentious debate over a number of concep- 
tual and methodological issues. Nevertheless, we now have a better grasp on a number of 
central questions: Which types of persons choose to emigrate? What is the relative impor- 
tance of aging and cohort effects in determining how the skills of immigrant compare to 
those of natives in the host country? Which segments of the population in the host country 
benefit or lose from immigration, and how large are these gains and losses? 

It is worth noting that our increased understanding of these issues resulted from both 
theoretical and empirical developments. The joint application of economic theory and 
econometric methods to analyze the many questions raised by immigration has been a 

77 See, for example, Katz and Mm-phy (1992) and Murphy and Welch (1992). 
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distinctive feature of recent research in this field, and is mainly responsible for the research 
advances. 

It should not be surprising that in a subject as far-reaching as immigration, there remain 
many outstanding questions. For example, the economic literature has not devoted suffi- 
cient attention to the public finance implications of immigration for the host country. 
Although many "accounting exercises" in the United States purport to compare the 
taxes paid by immigrants to the expenditures incurred by governments in the receiving 
areas, these exercises tend to be purely mechanical and use few insights from the public 
finance literature. In fact, the link between immigration and the welfare state in many host 
countries not only raises questions about the tax burden that immigrants might impose on 
natives, but also about whether the welfare state alters the incentives to migrate and stay in 
a host country in the first place. 

The immigration literature has also downplayed the link between immigration and 
foreign trade. Economic models suggest that immigration and trade alter national output 
in the host country by increasing the country's supply of relatively scarce factors of 
production. As a result, the economic incentives that motivate particular types of workers 
to migrate to a host country motivate those same workers to produce goods that can be 
exported to that host country. In the presence of free trade, much of the labor market 
impact of immigration on the host country would have been observed even in the absence 
of immigration. A key distinction between immigration and trade, however, is that natives 
can escape some of the competition from abroad by working in the non-traded sector. 
Immigrants, however, can move between the traded and non-traded sectors, and natives 
cannot escape competition from immigrant workers. 

The immigration literature has not exploited the fact that different host countries pursue 
very different immigration policies (and that each country's policy can vary significantly 
over time). These international differences in immigration policy can be used to evaluate 
how particular policy parameters influence the labor market impact of immigration on the 
host country, and may greatly increase our understanding of how immigration alters 
economic opportunities. 

Perhaps the most important topic that has yet to be addressed by the immigration 
literature concerns the economic impact of immigration on the source country. A rela- 
tively large fraction of the population of some source countries has moved elsewhere. 
Moreover, this emigrant population is not randomly selected, but is composed of workers 
who have particular sets of skills and attributes. What is the impact of this selective 
migration on the economic opportunities of those who remain behind? And what is the 
nature and impact of the economic links that exist between the immigrants in the host 
country and the remaining population in the source country? 

The resurgence of large-scale migration across international boundaries ensures that 
research in the economics of immigration will continue. The impact of the sizable immi- 
grant flows that have already entered many host countries will likely reverberate through- 
out the host country's economic markets (and social structures) for many decades to come. 
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As a result, it is unlikely that our interest in the issues raised by the economics of 
immigration will diminish in the future. 
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Abstract 

This chapter summarizes what has been learned from recent research on intergenerational transmis- 
sion of earnings status. The chapter begins by using a simple theoretical model to highlight several 
key concepts. Then it reviews (and discusses the connections among) three related empirical litera- 
tures: on sibling correlations in earnings, on the intergenerational elasticity of offspring's earnings 
with respect to parents' earnings or income, and on neighborhood effects. © 1999 Elsevier Science 
B.V. All rights reserved. 

JEL codes: D1; D3; J3 

1. Introduct ion 

Imagine two societies, society A and society B. The distribution of  earnings is identical 
between these two societies, so no matter how one measures inequality - using the 
variance of  log earnings, the Gini coefficient, or whatever - one finds that the degree of 
cross-sectional inequality is the same in both societies. At first glance, the two societies 
appear to be equally unequal. But now suppose that, in society A, one 's  relative position in 
the earnings distribution is exactly inherited from one 's  parents. If your parents were in the 
90th percentile of earnings in their generation, it is certain that you place in the 90th 
percentile in your own generation. If" your parents were in the 5th percentile in their 
generation, you also inevitably place in the 5th percentile. As far as earnings are 
concerned, society A is an extreme caste society. In contrast, in society B, one's  relative 
position in the earnings distribution is completely independent of  the position of  one 's  
parents. The offspring of  parents in the 5th percentile and the offspring of parents in the 
90th percentile show the same distribution of earnings. Unlike society A, society B 
displays complete intergenerational mobility. 

Although societies A and B have the same measured inequality within a generation, the 
two societies are tremendously different in the character of their inequality. And, once that 
is agreed to, we should wonder where our own society's intergenerational mobility lies 
along the spectrum between societies A and B, and how it compares to the mobility in 
other societies. Beyond that, we would like to know why each society has the degree of 
mobility it does. Even with all that information, reasonable people still would disagree 
about the fairness of their society's degree of  mobility and about what, if anything, should 
be done about it. But without such information, it is difficult to have an informed opinion. 

The purpose of  this chapter is to summarize what has been learned from recent research 
on intergenerational mobility. Because this is a chapter in a handbook of labor economics, 
I will focus mainly on the intergenerational transmission of  labor earnings. I will not 
discuss the intergenerational transmission of  other wealth. I also will mostly overlook 
some literatures that clearly are related to intergenerational mobility in the labor market. I 
will not cover the vast sociology literature on intergenerational mobility across occupa- 
tional categories, which has been reviewed elsewhere by Erikson and Goldthorpe (1992) 
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and Ganzeboom et al. (1991). And, although I will give some attention to the role of 
neighborhood background in intergenerational mobility, I will not discuss the closely 
related literature on school effects, recent reviews of  which include Willis (1986), Card 
(1995), Hanushek (1986), Betts (1996), and Card and Krueger (1996). i 

That still leaves plenty to talk about. In the next section, I will present a variant of the 
Becker and Tomes (1979) model of  intergenerational mobility and use it to highlight 
several key concepts. In Section 3, I will review the literature that uses sibling correlations 
as omnibus measures of  the overall influence of  family and community background on 
earnings. In Section 4, I will review the rapidly expanding empirical literature on the 
association between children's and parents' earnings. In Section 5, i will discuss the recent 
empirical literature on neighborhood effects. Section 6 will comment on what we have 
learned so far, what we still do not know, and how we might find out more. 

2. A simple theoretical model 

The focus of  the subsequent sections of  this chapter will be primarily empirical. Surveys of  
the theoretical literature on intergenerational mobility can be found elsewhere in Mulligan 
(1997) and Behrman (1997). The interpretation of the empirical evidence reviewed in this 
chapter will be enhanced, however, by considering the following simplified version of the 
theoretical model in Becker and Tomes (1979). 

A family containing one parent and one child must allocate the parent's lifetime earn- 
ings Yt-~ between the parent 's own consumption Ct-i and investment It 1 in the child's 
earning capacity. Thus, the budget constraint is 

Yr 1 = Ct-j  + l t - l .  (1) 

The technology translating the investment 1l j into the child's lifetime earnings Yt is 

Y t = ( l  + r ) I ,  1 + Et ,  (2) 

where r is a parametric return to human capital investment and Et represents the combined 
effect of  all other determinants of the child' s lifetime earnings. 

The family 's  decision-maker (the parent?) divides y~ i between C~ l and/ ,  I to maxi-- 
mize the Cobb-Douglas  utility function 

U = (1 - o01ogC~_ l + o!logy~, (3) 

where knowledge of  Et is assumed and the parameter c~, which lies between 0 and 1, 
indexes the decision-maker' s taste for Yt relative to Cf_ j. The first-order conditions for this 
maximization imply that the optimal choice of / i  1 is 

Ii j = o~yt-i - (1 cOEtl( l  + r). (4) 

i I also will not discuss the literatures on intergenerationa| associations in welfare program participation (e.g., 
Solon et al., 1988) and in consmnption expenditures on food and housing (Aughinbaugh, 1996; Mulligan, 1997). 
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Then substituting Eq. (4) in for It- 1 in Eq. (2) yields 

Yt =/3Yt-1 + ceEt, (5) 

where/3  = c~(1 + r). 
A first glance at Eq. (5) gives the impression that, if the process for y is stationary so that 

the variance of y is the same in each generation, then /3 is the correlation between the 
child's and parent 's  lifetime earnings. But that requires that Et be orthogonal to Yt 1, 
which it generally is not. To explain why it is not, I follow Becker and Tomes in decom- 
posing Et as 

E t  = et + ut, (6) 

where e t is the child's "endowment"  of  earning capacity (aside from the part resulting 
from the parent 's  conscious investment It 1) and ut is the child's "market  luck," assumed 
to be independent of  Yt-i and et. The endowment et represents the combined effect of 
many child attributes influenced by nature, nurture, or both. In Becket  and Tomes '  words, 
children's endowments "are determined by the reputation and 'connections'  of  their 
families, the contribution to the ability, race, and other characteristics of children from 
the genetic constitutions of their families, and the learning, skills, goals, and other ' family 
commodit ies '  acquired through belonging to a particular family culture. Obviously, 
endowments depend on many characteristics of parents, grandparents, and other family 
members  and may also be culturally influenced by other families." 

With this characterization of the sources of the endowment, it is natural to assume that 
the child 's  endowment e t is positively correlated with the parent 's  endowment e~ ~. 
Becker and Tomes assume, in particular, that e t follows the first-order autoregressive 
process 

et  = A e t - j  + vt~ (7) 

where 0 <-- A < 1, v t is serially uncorrelated with variance o~, and from here on I suppress 
intercepts by expressing all variables in deviation-from-mean form. Returning to Eq. (5), it 
now is clear that, as long as it is positive, E t is positively correlated with y~ 1 because both 
depend on the parent 's  endowment e t_ 1, and hence the intergenerational earnings correla- 
tion is not simply/3. 

To ascertain what the intergenerational earnings correlation is, substitute Eq. (6) into 
Eq. (5) to get 

Yt =/3Y~ i + set  + c~u~, (8) 

and assure stationarity in the process for y by assuming that 0 < fi < 1, the population 
variance of e t is o~ ---- o~v/(1 - it2) for all t, and the population variance of u s is o~, for all t. 
Then the intergenerational correlation between Yt and Yt--i becomes immediately apparent 
for two familiar special cases. First, if ~ ---- 0 or it = 0, then Eq. (8) is just a first-order 
autoregressive process for y with a white-noise error term, and the autoregressive para- 
meter /3 is the intergenerational earnings correlation after all. Second, if ~ = 0, then Eq. 
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(8) is a first-order autoregressive process for y with a first-order autoregressive elTor term. 
This situation frequently appears in econometrics t e x t b o o k s  2 as  an example in which 
ordinary least squares estimation of an autoregressive coefficient is inconsistent. In this 
situation, the probability limit of the ordinary least squares estimator, which is also the 
correlation between Yt and Yt-1, is (/3 + A)/(1 +/3A). This correlation exceeds/3 if A > 0 
(and symmetrically exceeds A if/3 > 0). 

More generally, the intergenerational earnings correlation generated by the model in 
Eq. (8) is a weighted average of the intergenerational correlations in these two special 
cases. In particular, 

Corr(y~,y~ ~) = 8/3 + (1 - 6)[(/3 + A)/(1 +/3A)], (9) 

where 

6 = OZ20"u2/[(l -- / 3 2 ) 4 1  (10) 

is the proportion of the wtriance in y originating from innovations in the u series rather than 
in the v series. Thus, in the first special case above, when ~ = 0 and hence ~ = 0, all the 
weight goes on the first term on the right side of Eq. (9), and the intergenerational earnings 
correlation is/3. In the second special case, when ~ = 0, all the weight goes on the second 
term, and the intergenerational correlation is (fi + A)/(1 + fiA). When both sources of 
variance are present, the intergenerational correlation is a weighted average of /3  and 

(/3 + ,~)/(] +/3,~). 
Before discussing what lessons can be drawn from these results, I should emphasize 

some obvious limitations of this analysis. It ignores the intergenerational transfer of assets 
other than human capital. 3 It makes some very arbitrary functional form assumptions, such 
as the form of the utility function in Eq. (3). By assuming single-parent families, it ignores 
the role of assortative mating in intergenerational mobility. 4 By assuming single-child 
families, it ignores the role of the division of family resources among multiple children, as 
well as the effects of interactions among the children. 5 

Despite its extreme simplicity, however, the model still is rich enough to ilhistrate 
several crucial aspects of the intergenerational transmission of earnings status. First, 
even with all that is left out of the model, the model shows that intergenerational transmis- 
sion occurs through a multitude of processes. 6 Eq. (2) shows that the child's earnings 
depend partly on investment in the child's human capital, and Eq. (4) shows that the 
amount of that investment depends partly on parental earnings. Eqs. (2) and (6) show 
that the child's earnings also depend partly on the child's endowed capacities, which Eq. 

2 See Greene (1997, pp. 586-587) for example. 
3 The distinction between intergenerational transfers of assets and of human capital is a major focus of the 

analysis in Becker and Tomes (1986). 
4 See Weiss (1997) for a survey of economic models of the marriage "market." 
5 See Behrman (1997). 
6 The difficulty of empiric~dly disentangling the various processes is a major message of Gotdberger (1989). 
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(7) says are influenced - through some combination of nature and nurture - by the parent's 
endowment. 7 Eq. (9) says that these processes contribute to an intergenerational earnings 
correlation that depends on numerous parameters, which in turn depend on still other 
parameters in earlier equations. In particular, the degree of intergenerational mobility 
depends on the importance that family decision-makers place on the children's future 
earnings, the return to human capital investment, the strength of the intergenerational 
transmission of endowments, and the relative magnitudes of the variances in market 
luck and endowment luck. 

Second, although there are many good reasons to expect a positive intergenerational 
earnings correlation, the correlation need not be large. As Eq. (9) shows, the intergenera- 
tional correlation depends on numerous parameters, and theory does not say a great deal 
about how large or small we should expect most of those parameters to be. To get a clearer 
notion of how much intergenerational mobility there really is, we need to look at the 
empirical evidence, which is what we will do in Section 4 of this chapter. 

Third, the intergenerational influences on the child's earnings may depend on other 
aspects of family background besides parental income. The child's earnings depend on the 
child's endowed earning capacity as well as the parent's earnings, and the child's endow- 
ment is partly inherited from the parent's endowment. While the parent's endowment is 
correlated with the parent's earnings, the correlation is imperfect. It therefore is possible, 
for example, for the children of low-earning immigrants to inherit talents or cultural values 
that enable the children to achieve high earnings. A comparison of the empirical evidence 
on sibling correlations summarized in Section 3 with the evidence on intergenerational 
correlations summarized in Section 4 will suggest that a large share of whatever it is about 
family and community background that affects children's earnings is indeed uncorrelated 
with parental income. What these mysterious background factors are is one of the major 
questions to be addressed by future research. 

3. Sibling correlations in earnings 

Numerous researchers have used sibling correlations in socioeconomic outcomes to 
measure the proportion of the variation in those outcomes that can be attributed to family 
and community background variables (including unmeasured ones). The basic idea is that, 
if family and community origins play a large role in determining socioeconomic status, 
siblings will show a strong resemblance in their status; if family and community back- 
ground matters hardly at all, siblings will show little more resemblance than would 
randomly selected unrelated individuals. The first part of this section will use a simple 
statistical model to formalize this idea and also to illustrate some problems in the estima- 
tion of sibling correlations. The second part will review the empirical evidence on sibling 

This avenue for intergenerational transmission has been emphasized recently by Hermstein and Murray 
(1994), Mayer (1997), and Shea (1997). 
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correlations in earnings, and the third part will summarize what has been learned so far and 
what remains to be studied. 

3.1. S ta t i s t i ca l  m o d e l  s 

Let Yij be some measure of the long-run earnings (for example, the permanent component 
of log annual earnings) of the jth sibling in family i. A simple way of characterizing the 
role of family and community background is to assume that YU can be additively decom 
posed as 

Yij = ai + bij, (1/) 

where the family component a i represents the combined effect of all factors common to 
siblings from family i and the orthogonal sibling-specific component bij denotes the 
combined effect of all factors purely idiosyncratic to sibling j. Then, letting (~, (~, and 

denote the respective population variances of Yii, ai, and bij, the population variance in 
long-run earnings is the sum of the two sources of variation: 

+ 

The covariance in long-run earnings between siblings .j and.j/fi 'om the same family, 

C°v(Y0, YiJ') = 4 ,  (137 

identifies the variance component arising from factors shared by siblings. 
Then the sibling correlation, 

corr(yij, yiy) = Cov(y~j, y~,)/~ = @(o-~ 2, + ~ )  <147 

measures the proportion of the variance in long-run earnings due to whatever factors are 
shared by siblings. In that sense, the sibling correlation is an index of the extent to which 
permanent earnings inequality arises from disparities in family and community back 
ground. In some respects the sibling correlation is a broad measure of the role of family 
and community origins, and in other respects it is a narrow one. On one hand, any th ing  

shared by siblings contributes to the sibling correlation. These shared factors include not 
only parental socioeconomic status, but also other parental characteristics, the number of 
children in the family, those interactions among the children that induce sibling resem~ 
blance, and shared community factors such as school quality and socioeconomic status of 
neighbors. On the other hand, some factors sometimes thought of as background factors 
are left out. For example, those genetic traits not  shared by siblings are excluded. Also 
excluded are family or community factors that differ among siblings because the siblings 
are raised at different times, because the parents treat the siblings differently, because the 
siblings strive to differentiate themselves from each other, or because of other birth-order 

This subsection draws heavily from Solon et al. (1991)~ 
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effects. Nonetheless, sibling correlations have considerable appeal as rough omnibus 
measures of the importance of family and community background, and numerous 
researchers have used them as such. The next subsection will summarize the results 
from the many empirical studies that have estimated sibling correlations in earnings. 

Before proceeding to that review, however, I will use this subsection's statistical model 
to highlight some chronic difficulties in the estimation of sibling correlations in earnings. 
To begin with, although we are mainly interested in Corr(yq, Yi#), the sibling correlation in 
long-run earnings, most of the empirical literature has estimated brother correlations in 
single-year measures of earnings. The "noisiness" of single-year earnings as an indicator 
of long-run earnings causes an attenuation inconsistency in the estimation of Corr(yii, Yi#) 
similar to the textbook errors-in-variables inconsistency in least squares estimation of the 
slope coefficient in a simple regression. 

To formalize this point, suppose that the available earnings variable for sibling j in 
family i is Yij t ,  his log earnings in year t, and suppose that the relationship between this 
available measure and the desired variable Yii is 

Yijt = Yi/ + wqt, (15) 

where Var(wii ~) = ~ and Cov(Yij, wijt) = 0. The measurement error wijt in current log 
earnings as an indicator of permanent status arises both from response error in reporting 
of current earnings and from true transitory fluctuations in current earnings around their 
longer-run tendency. (For simplicity, I presently am ignoring the additional discrepancy 
between Yi# and Yq due to the tendency for annual earnings to grow with work experience. 
As shown in the next subsection, that tendency is readily accounted for by regression 
adjustments for experience or age.) 

What then is the connection between the commonly estimated sibling correlation in the 
log of single-year earnings and the sibling correlation in the permanent component of log 
earnings? Suppose that the sibling correlation in the measurement error wij t is approxi- 
mately zero, as indicated by some evidence discussed in Solon et al. (1991, footnote 2). 
Then, since Var(Yij t)= ~ + o~b -t- o -2 and Cov(yi/t,yq, t) ~ o'~,, the sibling correlation in 
the log of single-year earnings is 

CorrO~,,y~j,,) ~ ~ / ( ~  + ~ + ~ ) =  [~ / (~  + ~) ] [ (~  + o-p/(~ + ~ + 

= Corr(yq, yij,)[Var(yi/)/Var(yij,)] (16) 

That is, the sibling correlation in the log of single-year earnings approximately equals the 
sibling correlation in the permanent component attenuated by a factor equal to the propor- 
tion of the cross-sectional variance in log annual earnings that is due to variation in the 
permanent component. 

Fortunately, we know something about the magnitude of that attenuation factor. A long 
history of earnings dynamics studies based on longitudinal data 9 suggests that the perma- 
nent component's share of the cross-sectional population variance in log annual earnings 
is somewhere between about 0.5 and 0.7. Thus, as a measure of the sibling correlation in 
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the permanent component, the sibling correlation in the log of  single-year earnings is 
biased downward by about 30-50%. To put it another way, if we knew the sibling 
correlation in the log of single-year earnings, we should multiply it by a factor between 
1.4 and 2.0 to infer the sibling correlation in the permanent component of log earnings. 

In fact, however, we do not know the population value of  the sibling correlation in log 
single-year earnings. Instead, we have estimates based on various samples, and some of 
these samples are peculiarly homogeneous. Kearl and Pope 's  (1986) study, for example, 
uses data on Mormon brothers in nineteenth-century Utah. The family and community 
background in such a subpopulation is presumably more homogeneous than in the overall 
US population (or any other general population of interest), so that the subpopulation's 
variance in the a i component of  Eq. (11) is less than the population variance ~r]. As is clear 
from Eq. (14), unless for some reason the subpopulation's within-family variance also is 
less than the population-wide o-~b, the sibling correlation in the subpopulation will tend to 
be less than that in the broader population. In effect, in a homogeneous sample in which 
even urn'elated individuals resemble each other, the resemblance among siblings will seem 
less striking. 

In some other sibling studies - such as the Behrman et al. (1977) study of white twin 
pairs in which both twins served in the armed forces and then survived until, and c o o p  
erated with, a succession of  surveys - the samples appear to be relatively homogenous 
with respect to permanent earnings Yij, but it is not clear which variance component, ~ or 
0- 2 , is more severely understated. Even if they are understated in the same proportion, 
unless there is somehow a corresponding understatement of the measurement error 
variance o-~t, the homogeneity of the sample aggravates the errors-in-variables inconsis- 
tency by reducing the attenuation factor in Eq. (16). The problem is that the sample's 
homogeneity decreases the "signal" without a commensurate decrease in the "noise." 

The upshot is that, when the sibling correlation in the log of single-year earnings is 
estimated with an unrepresentatively homogeneous sample, multiplying the estimate by a 
correction factor of  1.4-2.0 may be too small of a correction for estimating the sibling 
correlation in the permanent component of  log earnings. With that in mind, let' s proceed to 
a review of  the empirical studies in this literature. 

3.2. E m p i r i c a l  s t u d i e s  

Most of the many empirical studies of sibling correlations in earnings estimate correlations 
among American brothers in single-year measures of  their earnings. The results of such 
studies are summarized in Table 1. Perhaps the first thing to notice is that the estimates are 
quite dispersed, ranging from 0.11 to 0.44. This variability of  the estimates should not be 

9 See, for example, Bowles' (1972) discussion based on evidence in Friedman (195']) as well as more recem 
studies by Liltard and Willis (1978), Gordon (1984), Solon et al. (1991), Bjorklund (1993), Baker (1997), Haider 
(1997), and Baker and Solon (1997). To my knowledge, Bowles' study was the first to stress tile empirical 
importance of the errors-in-variables problem in measuring intergenerational mobility. 
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too surprising given the small sample sizes on which many of the estimates are based. 
The central tendency of the estimates seems to be about 0.25 or a little higher. Some- 

what surprisingly, this remains true even if we restrict our attention to estimates based on 
nationally representative samples. If we multiply this central tendency by a correction 
factor between 1.4 and 2.0, we conclude that the correlation among American brothers in 
the permanent component of their log earnings may be about 0.4 or somewhat higher. 

This back-of-the-envelope calculation can be compared to the results of a few recent 
studies that have used longitudinal data on brothers' earnings in attempts to estimate the 
brother correlation in longer-run earnings measures, instead of single-year measures. 
Using longitudinal brothers data from the Panel Study of Income Dynamics (PSID), 
Solon et al. (1991) first estimate the regression of log annual earnings on dummy variables 
for year and age to adjust for time and lifecycle effects. Then they apply analysis-of- 
variance procedures to the "residualized" log earnings data to decompose the variance 
into the components associated with the permanent family and community background 
factor ai, the permanent brother-specific factor bii, and the transitory factor wijt, which is 
assumed to follow a first-order autoregressive process. Solon et al. estimate brother corre- 
lations of 0.45 in the permanent component of log annual earnings, 0.53 in the permanent 
component of the log of average hourly earnings (i.e., annual earnings divided by annual 
hours), 0.34 in the permanent component of log family income, and 0.48 in the permanent 
component of the log of the ratio of the family's income to the poverty line for families of 
that size and composition. These estimates are imprecise because, with only a few years of 
longitudinal data, it is difficult to distinguish what is permanent from what is transitory but 
serially correlated. Nevertheless, the estimates do seem broadly consistent with the back- 
of-the-envelope calculations above. 10 

Also using longitudinal PSID data, Altonji (1988) estimates brother correlations in 
multi-year averages of several earnings-related variables. He estimates brother correla- 
tions of 0.37 for the log of average hourly earnings, 0.44 for the log of a directly reported 
hourly wage rate, and 0.37 for the level of family income. These estimates may tend to 
underestimate the brother correlations in the permanent versions of these variables 
because, with a young brothers sample, the averages usually are not over very many 
years, and the transitory component of log earnings is especially volatile at younger 
ages. 1~ As a result, even the multi-year averages may be fairly "noisy" indicators of 
permanent status. 

In another study based instead on the National Longitudinal Surveys (NLS) of labor 
market experience, Altonji and Dunn (1991) again estimate brother correlations in multi- 
year averages. They first estimate regressions of the selected annual earnings measures on 
year dummies and a cubic in age, and then they average the "residualized" earnings 

~0 Jantti and Osterbacka (1996) replicate the study by Solon et al. (1991) with longitudinal data on brothers in 
Finland. They estimate a 0.27 brother correlation in the permanent component of log earnings and conclude that 
the share of earnings inequality attributable to family and community origins is smaller in Finland than in the 
United States. 

1~ See Gordon (1984), Bjorklund (1993), and Baker and Solon (1997). 
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observations over all the years available for the individual. Their estimates of the brother 
correlations for the averaged versions of these variables are 0.32 for log annual earnings, 
0.33 for log hourly wage, and 0.30 for log family income. Altonji and Dunn also estimate 
the brother correlations in the permanent components of these variables by using a 
method-of-moments estimation procedure built on the strong assumption that the transi- 
tory component wij t is serially uncorrelated at lags of greater than 2 years. They obtain 
estimates of 0.37 for log annual earnings, 0.42 for log hourly wage, and 0.38 for log family 
income. Also using the NLS, Ashenfelter and Zimmerman (1997) estimate a 0.31 brother 
correlation in the average of the 1978 and 1981 log hourly wages. 

Taken together, these estimates based on longitudinal data seem consistent with the 
conjecture, based on single-year data, that the correlation among American brothers in the 
permanent component of their log earnings is somewhere around 0.4. If that is right, about 
40% of permanent earnings inequality so measured is attributable to variation in family 
and community origins, and 60% is due to factors not shared by brothers. It is not clear, of 
course, whether to emphasize that the cup is 40% full or 60% empty (or is it the other way 
around?). On one hand, a great deal, perhaps the majority, of inequality in permanent 
earnings is due to factors other than family and community origins. On the other hand, the 
finding that whatever American brothers share explains 40% of permanent earnings varia- 
tion may be quite impressive to empirical labor economists accustomed to small R2's in 
their log earnings regressions. Indeed, a major point in Corcoran et al. (1976) is that their 
estimates of the proportion of earnings variation shared by brothers far exceeds what the 
authors are able to explain in regressions of log earnings on particular observed family 
background characteristics. In earlier work, the very limited explanatory power of obser- 
vable family background characteristics had led Jencks et al. (1972, pp. 7-8) to conclude, 
"Poverty is not primarily hereditary .... Indeed, there is nearly as much economic inequal- 
ity among brothers raised in the same homes as in the general population." 

Thanks to the many empirical studies of brothers data, we now know that conclusion 
was too strong. In fact, something about the family and community origins shared by 
brothers accounts for a substantial share of earnings inequality, but we do not know very 
much about what that something is. The mystery of what underlies the considerable 
resemblance between brothers in their long-run earnings remains a fascinating puzzle 
and should be a priority for continuing research. 

Only a few studies have extended the analysis of sibling correlations in earnings to 
sisters. Using single-year wage data from the NLS, Bound et al. (1986) estimate the 
regression of log hourly wage on age, race, and location variables and then estimate sibling 
correlations in the "residualized" wage measure. They estimate the sister-sister correla- 
tion at 0.34 and the sister-brother correlation at 0.07. The Solon et al. (1991) study of 
longitudinal PSID data estimates sister-sister correlations of 0.28 for the permanent 
component of log family income and 0.5 t for the permanent component of the log of 
the ratio of family income to the poverty line. Altonji and Dunn's (1991) study of long- 
itudinal NLS data estimates sister-sister and sister-brother correlations in multi-year 
averages of several earnings-related variables. For sister-sister pairs, they estimate corre- 
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lations of 0.26 for log annual earnings, 0.38 for log hourly wage, and 0.45 for log family 
income. For sister-brother pairs, they estimate correlations of 0.14 for log annual earnings, 
0.27 for log hourly wage, and 0.28 for log family income. They also use their method-of- 
moments procedure to estimate sister-sister and sister-brother correlations in the perma- 
nent components of these variables. They estimate sister-sister correlations of 0.26 for log 
annual earnings, 0.42 for log hourly wage, and 0.73 (!) for log family income, and they 
estimate sister-brother correlations of 0.32 for log annual earnings, 0.41 for log hourly 
wage, and 0.56 for log family income. By and large, the sister correlations seem to be 
roughly as large as the brother correlations. The most regular exception is that the sister- 
brother correlation in annual earnings appears to be smaller, presumably because of 
differences between the genders in labor supply behavior. 

All of the studies discussed so far pertain to general siblings samples comprised mostly 
of non-twins. An important branch of the literature, however, focuses on samples of twins, 
often identical (monozygotic) twins. The studies that have estimated twin con°elations in 
earnings are summarized in Table 2. One would expect the resemblance between identical 
twins to exceed the resemblance between other siblings because identical twins share the 
exact same genetic endowment and probably are treated more alike than other siblings are. 
That is just what the table shows. Despite many differences across studies, including that 
the samples are drawn from Australia and Sweden as well as the United States, all the 
estimated earnings correlations between identical twins lie in a surprisingly narrow range 
from 0.54 to 0.68. These estimates are much higher than those for general sibling pairs as 
well as those for fraternal (dizygotic) twins. The latter, which range from 0.30 to 0.46, run 
higher than the central tendency of Table l ' s  estimated correlations among non-twin 
siblings, but are dramatically smaller than the corresponding estimates for identical twins. 

Under very strong assumptions, the contrast between the correlations for identical and 
fraternal twins can be used to infer the relative contributions of nature and nurture to 
earnings variation. Taubman (1976), for example, assumes that the similarity of genetic 
endowment between fraternal twins contributes half as much to their earnings correlation 
as the identical genetic endowment of identical twins contributes to theirs. He also 
assumes that identical twins experience no more (or less) similarity in environment than 
fraternal twins do. Under these assumptions, any observed contrast between the identical 
twins correlation and the fraternal-twins correlation can be generated only by the greater 
genetic similarity between identical twins. Therefore, the much greater earnings COl'rela- 
tion actually observed for identical twins leads to the conclusion that variation in genetic 
endowments must be the main source of cr], the component of earnings variation asso  
ciated with family and community origins. Goldberger (1979) and others~ however, have 
questioned the assumptions leading to this conclusion. If, for example, identical twins 
experience more similarity in environment than fraternal twins do, it becomes unclear to 
what extent their greater earnings correlation arises from their more similar nature or their 
more similar nurture. 

Psychologists and geneticists have gone a few steps further with this approach of 
contrasting sibling correlations among various sibling types. Looking not at earnings 
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but at other outcomes such as IQ and measures of personality traits, they have contrasted 
the sibling correlations for identical twins reared together, identical twins reared apart, 
fraternal twins reared together and apart, non-twin siblings reared together and apart, 
adoptive (biologically unrelated) siblings, and so forth. The findings - summarized in 
Bouchard et al. (1990), Feldman et al. (1996), Plomin and Daniels (1987), and Plomin 
and Petrill (1997) - do not yield precise conclusions without strong assumptions, but are 
striking nonetheless. For example, most estimates of the IQ correlation between identical 
twins reared apart are about 0.70 or a bit higher. The correlation between identical twins 
reared together is even higher at about 0.85, suggesting a substantial role for common 
environment. But the correlation between identical twins reared apart exceeds the correla- 
tion between fraternal twins reared together and far exceeds the correlation between non- 
twin siblings reared together, which in turn exceeds the correlation between adoptive 
siblings. It is difficult to view these results without concluding that genetic endowment 
also plays quite an important role in IQ variation. 

Of course, IQ and personality traits are only a few of the many characteristics that 
influence earnings, so it is not obvious what these results imply about the relative roles of 
nature and nurture in determining earnings variation. But we economists might learn 
something by following the example of other disciplines and studying correlations 
among various sibling types in the outcome variables, such as earnings, that are in our 
own scholarly domain. While the natural experiments afforded by variation in sibling 
configurations are hardly laboratory experiments, tile results from the psychologists ~ 
and geneticists' studies are thought-provoking, to say the least. Similar analyses of ea rn  
ings correlations might generate valuable clues about the factors contributing to earnings 
inequality. 

3.3. W h a t  w e  have  l ea r ned  and  w h a t  we  st i l l  do not  k n o w  

The empirical literature on sibling correlations in earnings, mostly focused on brothers in 
the United States, suggests that somewhere around 40% of the variance in the permanent 
component of log earnings is generated by variation in the family and community back- 
ground factors shared by siblings. This finding indicates that the role of family and 
community origins in accounting for earnings inequality is quite important and is larger 
than had been apparent from a superficial look at single-year earnings data on siblings or 
from earlier research that estimated regressions of earnings on observable family char  
acteristics. Nevertheless, just as large a share of long-ran earnings variation is due to 
factors no t  common to siblings, and the question of what causes so much earnings inequal 
ity even within families is an important challenge for further research. 

Even the portion that is common to siblings is not very well understood. One way to 
investigate the sources of the sibling resemblance in earnings is to examine the relation- 
ships between earnings and particular background characteristics. Along those lines~ 
Section 4 of this chapter will discuss the evidence on the connection between parental 
income and offspring's earnings, and Section 5 will consider the effects of neighborhood 
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background. Another possible approach, not yet fully exploited by economists, is to study 
how the sibling resemblance in earnings varies across different sibling types known to vary 
in the extent to which they share genes and environments. Although economists have 
contrasted the earnings correlations of identical and fraternal twins, psychologists and 
geneticists interested in outcomes other than earnings have demonstrated that studying a 
richer variety of sibling types, such as identical twins reared apart and adoptive siblings, 
may generate additional clues about why sibling correlations are as large (and small) as 
they are. 

4. Intergenerational correlations in earnings 

According to the evidence on sibling correlations reviewed in Section 3, something about 
the family one comes from matters a lot for one's position in the earnings distribution. This 
section will examine the extent to which that something is related to parental income or 
earnings. In the process, it will address the question raised in the introductory section: 
Where do the societies we inhabit lie between society A, where one inherits one's exact 
position in the earnings distribution from one's parents, and society B, where one's posi- 
tion is entirely independent of one's parents' position? 

The first part of this section will extend the statistical model introduced in Section 3. 
The extended model will clarify the connection between sibling correlations and inter- 
generational correlations, and it also will help illustrate some problems in the estimation of 
intergenerational correlations. The second part will review the rapidly growing empirical 
literature on intergenerational earnings mobility, and the third part will summarize what 
has been learned so far and what remains to be studied. 

4.1. S ta t i s t i ca l  model  12 

Eq. (11) in Section 3 modeled Yij, the long-run earnings of siblingj in family i, as the sum 
of a family component a /and an orthogonal sibling-specific component bij. Now suppose 
that the family component a i can be further decomposed as 

ai = pXi  + zi, (17) 

where Xi is some measure of the long-run income of the parents in family i, zi denotes the 
combined effect of family background characteristics uncorrelated with parental income, 
and the intercept of this regression equation is suppressed by expressing all variables as 
deviations from their population means. Then substituting Eq. (17) in for a i in Eq. (11) 
yields 

Yi] = pXi + siJ, (18) 

where eii - zi + bij and Cov(Xi, eij) = O. 

~2 This subsection draws heavily from Solon (1992) azld Corcoran et al. (1990). 
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Eq. (18) describes the intergenerational association between child's earnings Yij and 
parental income or earnings Xi. It is similar to the intergenerational relationships discussed 
in the theoretical model of Section 2, but now we are denoting parental income by Xi 
instead of yt_ l, with the subscript used to index families instead of generations. Also, 
whereas Yt and Yt 1 denoted earnings levels in Section 3, in this section I generally will 
follow the empirical literature in using logarithmic earnings measures for Yij and Xi. The 
regression coefficient p in Eq. (18) therefore will represent the elasticity of child's long- 
run earnings with respect to parents' long-run earnings or income. It will provide a 
parametric answer to questions like, if the parents' long-run earnings are 50% above 
the average in their generation, what percent above the average should we predict the 
child's long-run earnings to be in her or his generation? In addition, if the variances in the 
logarithmic earnings variables are about the same in the child's and parents' generations, 
then p also will approximately equal the intergenerational correlation between Yij and Xi. 

With this setup, we can derive the connection between the intergenerational association 
analyzed in this section and the sibling correlation discussed in Section 3. Taking 
variances of both sides of Eq. (17) yields 

6r~a = p20"2 X + O-~z , (19) 

and dividing through by O~y gives 

O-~a/ O~y = Corr(y  ij, Y ij, ) = (p20-2x/O~y) -}- (O~z/4). (20) 

If inequality in logarithmic earnings is about the same in both generations, so that 
O~y ~ o2x, then Eq. (20) simplifies to 

2 2 Corr(y~/,yi/,) ~ p2 + (o_z/o_y). (21) 

This expression decomposes the sibling correlation in long-run earnings into two compo- 
nents - the square of the intergenerational elasticity p and a second component due to 
factors uncorrelated with parental income. Once we review the empirical evidence on the 
magnitude of p, we will use Eq. (21) to consider how much of the sibling correlation in 
long-run earnings is related to parental income and how much is related to factors uncor- 
related with parental income. 

Before proceeding to that review, we can use our statistical model again to highlight 
some estimation problems. To begin with, like most of the empirical literature on sibling 
correlations in earnings, most of the early studies of intergenerational mobility used 
single-year measures of earnings. Much as the "noisiness" of single-year earnings 
measures as proxies for long-run earnings causes an attenuation inconsistency in the 
estimation of the sibling correlation Corr(Yij,Yij,), it also tends to cause underestimation 
of the intergenerational association in long-run earnings. 

Specifically, suppose that the available earnings variable for a child from family i is Yit, 
his log earnings in year t. Suppose that this is related to Yi, the permanent component of his 
log earnings, by 
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Y# = Yi + wit, (22) 

where Var(wi~) = ~ and Cov(yi, wit) = Cov(Xi, wit) = 0. Eq. (22) is the same as Eq. (15) 
in Section 3 except that now, to reduce notational clutter, we are dropping the sibling- 
specific subscript j. Similarly, suppose that the single-year measure of parental earnings or 
income in year s follows 

Xis = Xi + Wis, (23) 

where Var(wis) = ~ and Cov(Xi, Wis) = Cov(yi, wi,) = Coy(wit, wi,) = 0. (Again, for 
simplicity, I am ignoring for now the gap between current and permanent earnings that 
arises from earnings growth over the lifecycle.) 

Under these assumptions, the intergenerational correlation between the single-year 
measures Yit and Xis understates the correlation between the long-run earnings variables 

Yi and Xi: 

Corr(yi, Xi,) = Corr(yi,X~)[crycrx/~f(-~ + d)(c/x + ~ ) l  < Corr(yi, Xi). (24) 

In the special case in which O~y = o2x and o~ = o~, this is the same result as Eq. (16) for 
sibling correlations. The result is modified only slightly if instead the intergenerational 
elasticity p in Eq. (18) is estimated by applying least squares to the regression of the 
"noisy" dependent variable Yi~ on the "noisy" explanatory variable Xi.~ in a representative 
sample. In that case, the resulting estimator/5 is subject to the textbook errors-in-variables 
inconsistency: 

= po-x/(O- x + p. plim/3 2 2 o~.,.) < 

As discussed in Section 3, the attenuation fac tor -  the share of the permanent component in 
the cross-sectional population variance of log annual earnings in the parents' generation - 
is probably between about 0.5 and 0.7. Since p would tend to be underestimated by about 
30-50% in a representative sample, consistent estimation would require multiplying the 
initial estimate by a correction factor between about 1.4 and 2.0. 

Matters are even worse if the estimates are based on an unrepresentatively homoge- 
neous sample. The parents in Behrman and Taubman's (1985) study of intergenerational 
mobility, for example, were drawn from Behrman et al.'s (1977) homogeneous sample of 
white male twins, in which both members of each twin pair had served in the armed forces 
and then cooperated with a succession of surveys. Inspection of Eqs. (23) and (24) reveals 
that the small "signal" variance associated with such a sample worsens the errors-in- 
variables inconsistency unless somehow the "noise" variance also is commensurately 
reduced. In such cases, estimates based on single-year earnings data may underestimate 
the intergenerational association in long-run earnings by more than 30-50%. 

4.2. Empirical studies 

Most of the early studies of intergenerational earnings mobility are surveyed in Section V 
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of Becker and Tomes (1986). As Becket and Tomes say, "The point estimates for most of 
the studies indicate that a 10% increase in father's earnings (or income) raises son's 
earnings by less than 2%." Based on one such study, Behrman and Taubman (1985) 
had concluded, "The members of this sample come from a highly mobile society," and 
Becker and Tomes'  summary of the evidence is much the same: "Regression to the mean 
in earnings in rich countries appears to be rapid." Later, in his presidential address to the 
American Economic Association, Becker (1988) similarly concluded, "In all these coun- 
tries, low earnings as well as high earnings are not strongly transmitted from fathers to 
sons .... " In other words, these countries appeared more like society B than society A. 

Most of the studies leading to these conclusions, however, used single-year earnings or 
income measures, and, in many, the resulting attenuation inconsistency was aggravated by 
reliance on peculiarly homogeneous samples. Consequently, during the 1990s, a new wave 
of intergenerational mobility studies has attempted to reestimate the intergenerational 
elasticity p with new data and methods less susceptible to the estimation problems high- 
lighted in the previous subsection. 

Most of the new studies have been based on two US longitudinal surveys, the PSID and 
the NLS. Both of these surveys began with national probability samples in the late 1960s 
and then followed the children in the sampled families as they matured into adulthood and 
formed their own households. In recent years, therefore, it has become possible for 
researchers to relate the children's earnings status as adults to their parents' status, with 
both generations' income variables contemporaneously self-reported. The newly available 
intergenerational data from these two surveys have offered two major analytical advan- 
tages over the datasets previously available. First, because the data come from national 
probability samples, they avoid the homogeneity of the samples used in many early 
studies. Second, the longitudinal nature of the data enables exploration of the empirical 
importance of using long-run instead of short-run income measures. 

Even if only single-year earnings measures are used, the larger "signal" afforded by the 
heterogeneity of these samples should reduce the errors-in-variables inconsistency and 
produce larger estimates of the intergenerational elasticity. As one example, the first 
columns of Tables 2 and 3 in Solon (1992) show the results from least squares estimation 
of the regression of the PSID sons' log earnings in 1984 on single-year measures (from 
each year between 1967 and 1971) of their fathers' log earnings, with age controls to 
account for both generations' lifecycle variation in annual earnings. Despite the use of 
father's single-year log earnings as the key regressor, the estimates of the intergenerational 
earnings elasticity are around 0.3, considerably higher than most of the earlier estimates 
surveyed by Becker and Tomes. 

Even these estimates, though, are presumably subject to an attenuation factor of some- 
thing like 0.5-0.7 because father's single-year log earnings are a "noisy" indicator of his 
permanent earnings. Indeed, the remaining columns in Tables 2 and 3 of my 1992 paper 
show that the estimated intergenerational elasticity does increase as the "noise" in father's 
log earnings is reduced by averaging his log earnings over progressively more years. The 
estimate rises to 0.41 once father's log earnings are averaged over all five years between 
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1967 and 1971. Although the "noise" remaining in even a 5-year average presumably 
induces at least a minor errors-in-variables inconsistency, this estimate suggests a much 
less mobile society than depicted by the earlier studies. 

Numerous other studies have similarly used the PSID or NLS to estimate regressions of 
son's  log earnings on various parental log income measures along with age controls for 
both generations. Table 3 summarizes the least squares estimates of the intergenerational 
elasticity based on the PSID, and Table 4 summarizes those based on the NLS. t3 As usual 

when comparing empirical studies that differ in many dimensions, the estimates vary 
considerably, ~4 and the variation defies simple explanations. Nevertheless, most of the 

estimates of the intergenerational elasticity p fall in a range between about 0.3 and 0.5. 
One systematic pattern that arguably is present in the tables is that the lowest estimates 

tend to be from samples that include sons observed particularly early in their careers. Such 
a pattern is a major focus of the study by Reville (1995), which estimates regressions of 5- 
year averages of son's log earnings on 5-year averages of father's log earnings. When the 
sons' averages are taken over years when the sons were still in their twenties, the estimates 
of the intergenerational elasticity are around 0.25. When instead the sons' earnings are 
averaged over years when the sons were well into their thirties, the elasticity estimates 
start approaching 0.5. These results suggest that, in the early career years, the measure- 
ment error in son's current log earnings as a proxy for longer-run status may not be of the 
classical variety assumed in the previous subsection. If, among sons in their twenties, the 
ones destined for higher long-run earnings are about to experience more rapid earnings 
growth than the ones destined for lower long-run earnings, the measurement error in the 
earlier years is "mean-reverting" and causes a downward inconsistency in the estimation 
of the intergenerational elasticity. 

Several of the studies listed in Tables 3 and 4 supplement their least squares estimates of 
the intergenerational elasticity with alternative estimates based on other procedures. For 
example, as discussed in Section 3, Altonji and Dunn (1991) estimate sibling correlations 
in the permanent component of various income variables with a method-of-moments 
procedure built on the strong assumption that the transitory component is serially uncor- 
related at lags of greater than 2 years. Applying the same procedure to intergenerational 
correlations, Altonji and Dunn estimate father-son correlations of 0.39 in the permanent 

~3 Several studies are onfitted from the tables because they do not fit neatly into the tables' format. Altonji 
(1988) reports sample correlations between son's and father's log earnings without any age adjustments, and his 
estimated regressions that do control for age also control for both generations' education. Behnnan and Taubman 
(1990) pool daughters and sons together in their intergenerational regressions. Lillard and Kilburn's (1996) 
estimates pertain to complex and highly restrictive models of the earnings covariances among wtrious family 
members. In any case, all these studies, like most of those in Tables 3 and 4, estimate greater intergenerational 
earnings associations than were typically found in the earlier studies, 

14 As discussed in Buron (1994), Couch and Lillard (1994), and Solon (1994), the estimates vary even more 
widely if observations of zero earnings are included in the analysis samples. Couch and Lillard estimate negative 
intergenerational associations in some of their analyses, and the estimates in my comment on their work range 
from 0.05 to 0.53. The instability of the estimates seems to arise mainly because observations of zero for father' s 
earnings are an example of the "leverage points" discussed in Krasker et al. (1983). 
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component of log earnings, 0.42 in the permanent component of log hourly wage, and 0.36 
in log family income, as well as a mother-son correlation of 0.56 in log family income. 
Assuming instead that the transitory component follows a first-order autoregressive 
process, Zimmerman (1992) performs instrumental-variables estimation of Eq. (18) 
with the father's log single-year earnings Xi, as an error-ridden proxy for the father's 
permanent status Xi and with Xi~, instrumented by the lead of its own quasi-first-difference. 
The central tendency of the resulting estimates is about 0.4. 

Several other studies try instrumenting father's log single-year earnings with other 
characteristics of the father. Solon (1992) uses father's education as an instrument, 
Zimmerman (1992) uses the Duncan index of  the prestige of the father's occupation, 
and Mulligan (1997) uses a variety of  characteristics associated with the father's race, 
education, occupation, industry, and county of  residence. 15 The resulting estimates tend to 
be larger than the least squares estimates, but, as shown in the appendix of  Solon (1992), 
the instrumental-variables estimates are inconsistent for the intergenerational elasticity p 
if, conditional on father's permanent earnings, the instruments still would have indepen- 
dent predictive power for son's earnings. In that case, entering the instruments in the 
second stage of two-stage-least squares only as predictors of father's log single-year earn- 
ings induces a sort of omitted-variables inconsistency. 

Section 3 concluded that the correlation among US brothers in their long-run earnings is 
about 0.4 or a bit higher. All in all, 0.4 or a bit higher also seems a reasonable guess of  the 
intergenerational elasticity in long-run earnings for men in the United States. This figure is 
more than twice as high as most of  the early estimates surveyed by Becker and Tomes, and 
it indicates that the United States is not nearly as close to the perfect mobility of society B 
as we used to think. Even so, an intergenerational elasticity of  0.4 for US men does not 
nearly account for all of the 0.4 brother co:relation. As shown in Eq. (21), the brother 
correlation can be decomposed into the squared intergenerational elasticity plus a second 
component due to factors uncon'elated with parental income. Squaring a 0.4 intergenera- 
tional elasticity accounts for only 0.16 out of the 0.4 brother correlation. This suggests 
that, of the 40% or so of permanent earnings inequality that arises from the family and 
community background factors shared by brothers, probably only a minority share is 
related to parental income. At least as large a share seems to come from factors uncorre- 
lated with parental income. What those mysterious factors are remains an important and 
challenging question for future research. 

Although most of the new studies pertain to sons in the US longitudinal surveys, 
evidence is starting to accumulate for sons in some other countries. Table 5 summarizes 
the intergenerational elasticity estimates from Canada, Finland, Germany, Malaysia, 

15 In addition, studies that track the intergenerational progress of groups larger than families also can be 
reinterpreted as efforts to estimate Eq. (18) by instrumental variables. For example, Borjas' (1993, 1994) regres- 
sions of second-generation immigrants' status on the average status of the preceding generation of their ethnic 
group can be thought of as instrumental-variables estimation of Eq. (18) with ethnic-group dummy variables as 
the instruments. 
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Sweden, and the United Kingdom. Comparing estimates across countries is tricky because 
of the many differences across studies in their datasets and estimation methods. For 
example, Couch and Dunn's (1997) intergenerational elasticity estimate of 0 . l i  for 
Germany initially seems strikingly lower than most US estimates until one recalls that 
their parallel estimate for the United States (shown in Table 3) is only 0.13. Both of these 
small estimates probably are driven by Couch and Dunn's unusually young samples. 
Indeed, using data from more recent waves of the same German longitudinal survey, 
Wiegand (1997) obtains much larger intergenerational elasticity estimates by observing 
the sons at more mature ages. 

Bjorklund and Jantti's (1997) study of Sweden also facilitates international comparisons 
by providing parallel estimates for the United States. Because their Swedish dataset 
includes father's education and occupation, but not father's earnings, Bjorklund and Jantti 
are unable to perform direct estimation of the regression of son' s log earnings on father' s 
log earnings. Instead, they first use data from the fathers' generation to estimate the 
regression of log earnings on education and occupation, use the results to construct a 
prediction of father's log earnings, and then estimate a second-stage regression of son's 
log earnings on father's predicted log earnings. This procedure is similar to the instru- 
mental-variables estimation used in some US studies and is subject to the same incon- 
sistency. Indeed, Bjorklund and Jantti find that, when they apply their two-stage procedure 
to PSID data from the United States, the resulting intergenerational elasticity estimate is 
greater than the estimate they obtain for the PSID when they estimate the direct regression 
of son's log earnings on father's actual log earnings. Since their two-stage estimate for 
Sweden is smaller than both the direct and two-stage estimates from the PSID, they 
suspect that intergenerational earnings mobility is greater in Sweden than in the United 
States. That conjecture is supported by Gustafsson's (1994) study, which estimates only a 
0.14 intergenerational elasticity with a Swedish dataset that does contain data on ~hther's 
income. As Gustafsson points out, his estimate is biased downward by his reliance on a 
single-year measure of father's income, but even a generous upward correction still 
produces an estimate considerably lower than most US estimates. The studies by Corak 
and Heisz (1998) and Jantti and Osterbacka (1996) suggest that Canada and Finland, like 
Sweden, are more mobile societies than the United States. 

In contrast, the intergenerational elasticity estimates for the United Kingdom are quite 
high. Atkinson et al. (1983) estimate a 0.42 intergenerational elasticity even though their 
estimate is biased downward by reliance on a short-run measure of father's earnings and a 
homogeneous sample of fathers living in York's working-class neighborhoods. Dearden et 
al. (1997) estimate an even higher elasticity of 0.57, but their estimate may be biased 
upward by their prediction of father's earnings on the basis of his education and social 
class. 

It is sometimes conjectured that intergenerational transmission of economic status is 
particularly strong in less developed countries, j*' Unfortunately, Lillard and Kilburn's 
(1995) study of Malaysia is the only one so far to use income data for both generations 
in a less developed country. Lillard and Kilburn conclude that, in Malaysia, "The earnings 
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link for sons is similar to that in the US.. ." It remains to be seen whether that finding will 
be replicated in other less developed countries. 

It would be premature to reach firm conclusions on the basis of the available fragments 
of evidence, but so far the United Kingdom and United States do appear to be less mobile 
societies than Canada, Finland, and Sweden. A more thorough comparison across coun- 
tries, preferably including less developed countries, may eventually prove to be a useful 
way of generating clues about the determinants of intergenerational transmission of earn- 
ings status. 

All of the evidence discussed so far has been about intergenerational mobility for sons. 
Much less evidence is available on daughters' mobility. Presumably, this neglect of 
daughters (of which I have been as guilty as anyone) stems partly from our profession's 
usual sexism and partly from a recognition that, in societies in which married women's 
labor force participation rates are lower than men's, women's earnings may often be an 
unreliable indicator of their economic status. The latter, though, is no excuse for failing to 
analyze broader measures of daughters' adult status, such as family income. Indeed, this is 
what has been done in some of the few studies of daughters, which are summarized in 
Table 6. 

Section 3's review of estimated sibling correlations in earnings found that the estimated 
sister-sister correlations tend to be about as large as the estimated brother-brother correla- 
tions. Similarly, if one compares the estimated daughter elasticities in Table 6 to the 
corresponding son estimates from the same studies in Tables 3-5, intergenerational trans- 
mission of economic status seems to be about as strong for daughters as for sons. Some of 
the largest elasticity estimates in Table 6 appear where the daughter's status is measured 
by her family income or by her husband's earnings. Indeed, Atkinson et al. (1983) estimate 
that the elasticity of the daughter's husband's earnings with respect to her father's earnings 
is just as great as the elasticity of a son's earnings with respect to his own father's earnings. 
Similarly, the part of Altonji and Dunn's (1991) NLS study that tabulates sample correla- 
tions among multi-year averages of age-adjusted log earnings reports a correlation of 0.26 
between husbands and their fathers-in-law, as compared to a correlation of 0.22 between 
sons and fathers. These results suggest that, as new studies of daughters' mobility are 
undertaken to redress the gender imbalance in this area of research, serious attention 
should be given to the role of assortative mating in intergenerational transmission of 
economic status. 17 

For the convenience of expressing intergenerational mobility in terms of a single para- 
meter, most of the evidence discussed in this section has involved linear regressions of 
son's or daughter's log income variables on parents' log income variables. The implicit 
assumption of a constant-elasticity relationship between child's and parents' incomes, 

~' For example, Lain and Schoeni (1993) state as a "stylized fact" that "intergenerational mobility is lower in 
developing countries, with family background playing a more important role in determining earnings," but they 
describe the supporting evidence as "impressionistic." 

~7 In their study of Brazil, Lam and Schoeni (1993) stress the importance of assortative mating in explaining the 
strong association between husband's wage rate and father-in-law's years of schooling. 
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however, must surely be at least somewhat false, and a few studies have begun to inves- 
tigate the particulars of how it is false. Behrman and Taubman (1990), Solon (1992), and 
Corak and Heisz (1998) experiment with estimating more flexibly specified regression 
functions and find some evidence that intergenerational regression to the mean is stronger 
from the bottom of the earnings distribution than from the top. Atkinson et al. (1983), 
Zimmerman (1992), and Dearden et al. (1997) report a similar pattern in their estimated 
transition matrices. Finally, foreshadowing the topic of Section 5, Minicozzi (1997) 
presents figures suggestive of an interaction effect between parental income and average 
neighborhood income. 

4.3. W h a t  we  have  l ea r ned  and  wha t  w e  st i l l  do no t  k n o w  

Most of the evidence from the many recent empirical studies of intergenerational mobility 
indicates that intergenerational earnings elasticities are substantial and are larger than we 
used to think. Even so, comparing these new estimates to the estimated sibling correlations 
reviewed in Section 3 suggests that much (and probably most) of what matters about which 
family one comes from is uncorrelated with parental earnings or income. The question of 
what those uncorrelated factors are and why they matter so much is an important and 
formidable challenge for future research. 

Learning that intergenerational earnings elasticities are larger than we used to think is a 
real step forward, but, as is so often the case in scholarly research, improving our answer to 
one question leads immediately to harder questions. Now that we know parental income is 
a fairly strong predictor of offspring's earnings, it becomes that much more important to 

find out which of the causal processes modeled theoretically in Section 2 are mainly 
responsible for the empirically observed intergenerational associations of earnings. Are 
earnings correlated across generations because high-income parents have the wherewithal 
to invest more in their children's human capital, or because the genetic or cultural traits 
that contributed to the parents' high earnings are passed on to the children? Some recent 
studies, such as Mayer (1997) and Shea (1997), attempt to sort out the sources of inter- 
generational earnings transmission, but their identifying assumptions are not that compel- 
ling. 18 Finding more credible empirical leverage for answering this very difficult question 

will require extraordinary ingenuity. 

~8 For example, one of Mayer's approaches is to compare the predictive power of parental income received when 
the child is ages 13-17 to the predictive power of parental income received after the grown child's earnings arc 
observed. She identifies the separate causal processes by assuming that the predictive ability of parental income 
received after the child grows up cannot reflect investment of that income in the child's human capital. As Shea 
points out, however, parental investment while the child is still at home may be influenced by the parents' 
anticipation of future income, and furthermore their measured income after the child grows up may serve as a 
proxy for imperfectly measured income during the child's youth. Shea uses a different approach for estimating tbe 
extent to which parental income matters because higher parental income enables greater parental investment in the 
child's human capital. His estimates, however, are imprecise and are based on the dubious assumption that parental 
income variation predicted by )he parents' union status, industry affiliation, and job displacement experience is 
uncorrelated with the genetic m~d cultural endowments that parents pass on to their children. 
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5. Neighborhood effects 19 

G. Solon 

As emphasized in Section 3, the sibling correlation in earnings is generated by some 
combination of the family and community origins shared by siblings. Traditionally, the 
research literature has concentrated mainly on the influence of family origins, but some 
recent research - motivated initially by concerns about the impact of "underclass" neigh- 
borhoods on the children that grow up in them 2° - has turned to the influence of commu- 
nity origins. As detailed in Jencks and Mayer (1990), neighborhoods may influence 
children in numerous ways: through peer influences, through role-modeling and enforce- 
ment of social norms by adult residents of the community, and through influences of 
neighborhood institutions (including effects of school quality). Several recent theoretical 
analyses have modeled the contribution of such neighborhood influences to inequality, 
intergenerational mobility, and economic growth, zl 

The first part of this section will again extend the statistical model developed in the 
previous sections. This extended model will clarify the conceptual connections among 
sibling correlations, neighbor correlations, and regression studies of neighborhood effects. 
The second part will briefly review the empirical literature on neighborhood effects, and 
the third part will summarize what has been learned so far and what remains to be studied. 

5.1. Statistical model  

Two subscripts - j  for the sibling and i for the family - are no longer enough. Now we need 
a third subscript h for the neighborhood (h for "hood?"). Rewrite Eq. (11) from Section 3 
as 

Yhij = ahi q- bhij (25) 

where Yhii is some measure of the adult socioeconomic status of sibling j from family i in 
neighborhood h and, as before, ahi is the component common to siblings from that family 
and bh/j is an orthogonal component idiosyncratic to thejth sibling. Next, decompose ahi as 

ahi = TIFhi q- 61Nh, (26) 

where Fhi is the vector containing all the family background characteristics (including but 
not restricted to parental income Xhi) that influence Yh/j and Nh is the vector containing all 
the neighborhood background characteristics that influence Yhi? The termsy~Fhi and 6~Nh 
probably are positively correlated because advantaged families sort into advantaged 
neighborhoods. 

Substituting Eq. (26) into Eq. (25) yields 

Yhii = y1Fhi + 6/Nh + bhij, (27) 

~9 Tiffs section draws heavily from Solon et al. (1997)~ 
z0 See, for e×ample, Murray (1984) and Wilson (1987). 
21 See, for example, Benabou (1996a,b), Durlauf (1996), and Kremer (199"7). 
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which expresses the individual's adult status as a regression function of family background 
characteristics Fhi, the characteristics Nh of the neighborhood(s) the individual grew up in, 
and an error term bhij. As will be discussed in the next subsection, Eq. (27) is the equation 
that regression studies of neighborhood effects heroically attempt to estimate. The attempt 
is heroic because we researchers are not omniscient enough to observe all elements of F/,i 
and N h, and because even the elements we do observe often are measured with error. 

Given the model's assumptions, the variance of Yhi) is 

O~y = Var (y IFh i )  q- Var(6/Nh) + 2Cov(y~Fhi, 6INh) + Var(bhij), (28) 

and the covariance in Yhij between siblings j and f from the same family is 

CoV(Yhij, Yhif ) = Var( yfFhi) + Var(3/Nn) + 2 C o v ( y I F h i ,  6~Nh) • (29) 

Eq. (29) formalizes the obvious point that siblings have correlated outcomes because they 
share both family and community origins. Sibling correlations alone cannot identify the 
separate effects of family and neighborhood origins, but additional information might be 
gleaned from the covariance between neighboring children from different families in the 
same neighborhood h: 

Cov(y~,i/, Yl, i'j') = C o v ( T / F h i ,  YIFhi') + Var(6~Nh)  + 2 C o v ( y t F h i ,  61Nh) • (30)  

Eq. (30) formalizes another obvious point - that neighbors have correlated outcomes not 
only because they share community origins, but also because their family backgrounds are 
somewhat similar. The neighbor covariance in Eq. (30) is smaller than the sibling covar- 
iance in Eq. (29) because the neighboring children's families are merely somewhat simi- 
lar, not identical. The second term in Eq. (30) unambiguously reflects neighborhood 
effects, but the first term unambiguously stems from family effects, and the attribution 
of the third term between family and neighborhood effects is inherently ambiguous. There- 
fore, one can view an estimate of the neighbor covariance as setting an estimated upper 
bound on the portion of the population variance in Yhij that is due to variation in neighbor- 
hood background. Furthermore, as explained in Altonji (1988) and Solon et al. (1997), that 
upper bound can be tightened by regression adjustments that partial out part of the first 
term in Eq. (30) .  22 

5.2. Empirical studies 

Most of the empirical studies of neighborhood effects have estimated regression equations 
of the form of Eq. (27). 23 Examples from the US literature include Brooks-Gunn et al, 

22 Such regression adjustments, however, may partial out indirect neighborhood effects that operate through 
their influence on parental characteristics. Suppose, for example, that living in a better neighborhood enables the 
parents to obtain higher-paying jobs and that the parents' increased income benefits the children's later socio- 
economic outcomes. Controlling for parental income would subtract out this indirect neighborhood effect. 
Regression-adjusted estimates of neighbor correlations therefore should be viewed as bounding the direct effects 
of neighborhoods on children's outcomes. 
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(1993), Case and Katz ( 1991 ), Clark (1992), Corcoran et al. (1992), Crane ( 1991 ), Datcher 
(1982), Duncan (1994), and Kremer (1997). Only a few have examined neighborhood 
effects on children's later earnings; most have considered other outcomes, most frequently 
educational attainment. The studies also differ with respect to which family background 
variables they control for and which neighborhood characteristics they include in tile Nh 
vector. Of course, none achieves the omniscience required to account for all relevant 
elements of Nh and Fhi and to measure them all accurately. 

The results of the studies have been mixed, but it seems fair to say that, once a relatively 
thorough set of family background characteristics is controlled for, it is surprisingly 
difficult to produce robust evidence of strong neighborhood effects. Corcoran et al. 
(1992), for example, estimate small coefficients for their neighborhood variables and 
find that "F-tests of the joint hypothesis that all five community variables.., have zero 
coefficients accept the hypothesis at the 0.05 level in the equations for son's earnings and 
income." Even studies that report larger estimated neighborhood effects sometimes exhib- 
it symptoms that the results are fragile. Crane (1991), for example, candidly acknowledges 
that he settled on percentage of workers with professional or managerial jobs as the key 
neighborhood variable in his analysis of 1970 census data only after trying and discarding 
fifteen other neighborhood characteristics. Given the well-known dangers of "data 
mining," it should not be surprising that Clark's (1992) replication of Crane's study 
with 1980 census data fails to reproduce his pattern of results. 

The fragility of existing estimates of neighborhood effects can be interpreted in more 
than one way. One possibility is simply that neighborhoods really do not matter that much. 
Indeed, Jencks and Mayer (1990), Corcoran et al. (1992), and Evans et al. (1992) all have 
suggested the possibility that some estimates of neighborhood effects are as large as they 
are partly because the neighborhood variables are serving as proxies for unmeasured 
aspects of family background. For example, Borjas (1995) uses data from the National 
Longitudinal Survey of Youth to estimate regressions of son's education or log wage on 
father' s economic status and the average economic status of the family' s ethnic group in 
the father's generation. He finds that his coefficient estimates become smaller when he 
controls for a vector of neighborhood dummy variables. The apparent importance of the 
neighborhood variables leads him to infer that "neighborhood characteristics influence 
intergenerational mobility." His regressions, however, include only one measure of paren- 
tal status - either the father's years of education or the average log wage in the father's 
occupation. With such sparse controls for parental status, it is quite possible that the 
estimated neighborhood coefficients largely reflect the effects of unmeasured aspects of 
family background. And, because no study can possibly control for all imaginable aspects 
of family background, it is inevitable that conventional regression analyses will remain 
susceptible to this problem. 24 

Another possibility is that neighborhoods matter a lot, but their effects are hard to detect 
with the methods that have been used. Perhaps researchers have defined neighborhoods 

23 Some of the studies have estimated nonlinear regression models for binary outcome variables. 
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inappropriately or have focused on unimportant neighborhood characteristics while over- 
looking important ones. This point is reminiscent of the finding, emphasized in Section 3, 
that sibling correlations in socioeconomic status far exceed what has been explained by 
any particular m e a s u r e d  aspects of the siblings' shared background. Similarly, Hanushek' s 
(1986) survey of the related literature on school effects suggests that schools do matter 
even though it is difficult to attribute their effects to any particular commonly measured 
characteristics of schools. 

Serious attention to this possibility is encouraged by an unusual study by Rosenbaum 
(1991). This study is based on Chicago's Gautreaux program, which relocated black 
residents of public housing to subsidized private apartments in Chicago and its suburbs. 
Rosenbaum claims that the process by which program applicants were allocated between 
city apartments and suburban apartments was essentially random, and then he compares 
outcomes between those that moved to the predominantly middle-class suburbs and those 
that moved within the city. The children from the families that moved to the suburbs were 
much less likely to drop out of high school and had considerably higher rates of college 
attendance, employment, and good pay. Although the study's sample is very small and 
rather special, the results reinforce the possibility that neighborhoods may exert important 
influences. Fischer (1991), however, reports replicating only some of Rosenbaum's 
Gautreaux results with a similar dataset from Cincinnati. Fortunately, the currently 
ongoing Moving to Opportunity study, funded by the US Department of Housing and 
Urban Development, is imitating the Gautreaux "experiment" on a larger scale in Balti- 
more, Boston, Chicago, Los Angeles, and New York City. Once the results of this social 
experiment become available, they may add substantially to our limited information on 
neighborhood influences. 

Another approach to exploring the contribution of neighborhood background to inequal- 
ity is to measure the neighbor correlation in Yhij, that is, the ratio of the neighbor covar- 
lance in Eq. (30) to the variance in Eq. (28). This approach sidesteps the questions of 
which neighborhood variables are the important ones and how they ought to be measured. 
Much as the sibling correlation indicates the proportion of the variance in Yhij due to 
disparities in family and neighborhood background variables (even unobserved ones), 
the neighbor correlation gives an upper bound on how much of the variance arises from 
neighborhood variables. It identifies only an upper bound because, as explained in the 
previous subsection, the neighbor covariance reflects the effects of neighbors' similar 
family background as well as the influence of their shared community background. 

Solon et al. (1997) apply this approach to PSID data with years of education as the 

24 Some studies (Aaronson, 1995; Plotnick and Hoffman, 1995) have tried to control for fmnily background by 
relating between-sibling differences in outcomes to between-sibling differences in neighborhood environment. II 
remains unclear, however, whether the observed between-sibling differences in outcomes are really caused by the 
neighborhood differences or by other factors associated with changing neighborhoods (e.g., divorce of the parents 
or a parent's job loss). The possibility that using between-sibling variation may aggravate rather than reduce 
endogeneity bias has been clearly discussed by Griliches (1979) and Card (1995) in a different context (estimating 
earnings returns to schooling). 
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outcome variable Yhij. They estimate the sibling correlation in years of  education at a little 
more than 0.5, which is typical for US siblings data. In contrast, their estimate of  the 
neighbor correlation is less than 0.2, even though this conelation still encompasses some 
effects of  family background. The comparison suggests that the sibling resemblance in 
educational attainment is generated mostly by something about family background rather 
than neighborhood background. Furthermore, once a portion of  the family effect is 
partialed out by regression adjustments for a few observable family characteristics, the 
estimated proportion of the variance in educational attainment that can be ascribed to 
neighborhood factors drops below 0.1. Jencks and Brown (1975) and Altonji (1988) report 
similar results for correlations between students in the same high school. It remains to be 
seen whether these results will persist when earnings are used as the outcome variable. 

Even if they do, that will not deny that neighborhoods matter to some degree in deter- 
mining earnings. 25 Nor will it deny that neighborhoods may exert quite large effects on 
some people. Even if neighborhoods cannot account for much of  the population-wide 
variance in outcomes, children growing up in extreme neighborhood environments or 
with special sensitivity to those environments may be greatly influenced by their neigh- 
borhoods. The families in the Gautreaux program may be a prime example. These families 
began in extremely disadvantaged communities, and their choice to apply to the program 
presumably reflected a belief that changing neighborhoods would make a big difference in 
their lives. If  anyone should exhibit large neighborhood effects, the Gautreaux families 
should. 

5.3. Wha t  we have  l earned  a n d  wha t  we  s t i l l  do no t  k n o w  

Numerous researchers have conducted regression studies of neighborhood effects, but 
these studies have been inconclusive and are likely to remain so. The ongoing Moving 
to Opportunity project and measurement of  the correlation between neighboring children 
in their later earnings as adults are two promising alternatives for enhancing our very 
limited knowledge about the importance of  community origins as a source of  earnings 
inequality. 

If  it turns out that something about neighborhood background matters a great deal, we 
still will be left with the question of  what that something is. Peer group effects? Role- 
modeling by adults in the community? Effects of  neighborhood institutions? Coming up 
with feasible and convincing research designs for sorting out different avenues for neigh~ 
borhood effects will be a formidable challenge. 

25 Of course, introspection by most readers will reveN that our location choices are motiwtted partly by a belief 
that the neighborhoods we choose do have at least some effect on our children's outcomes. In accordance with 
that casual empiricism, Black's (1996) econometric evidence indicates that home purchasers do pay a premium 
for houses in the attendance districts of schools in which the students achieve higher average test scores. 
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Over the last decade or so, we have made considerable progress in measuring the inter- 
generational association in earnings and the overall impact of  family and community 
origins on earnings. Newly available intergenerational data from longitudinal surveys of 
national probability samples have revealed that intergenerational influences are stronger 
than social researchers had believed in the 1970s and 1980s. For men in the United States, 
for example, it appears that the intergenerational earnings elasticity is somewhere around 
0.4, which is twice what used to be viewed as an upper bound, The elasticity estimates for 
Canada, Finland, and Sweden are smaller than for the United States, but still are larger 
than would have been surmised from earlier research methodologies• In terms of  the 
example from this chapter 's introduction, we have learned that the societies we live in 
are more like society A and less like society B than we used to think. 

In light of  this new learning, concerns about inequality of  opportunity no longer can be 
summarily dismissed on the ground that our societies nearly attain the perfect intergenera- 
tional mobility of  society B. But whether our societies have too much inequality of 
opportunity (or not enough) remains quite open to debate. One's  views should depend, 
among other things, on one 's  beliefs about why intergenerational influences on earnings 
are as strong (and as weak) as they are. Unfortunately, we remain fairly ignorant about the 

• 0 6 

causal processes underlying the intergenerational transmission of  earnings.- For example, 
we presently have very little empirical basis for assessing why parental income matters as 
much as it does. Is it because high-income parents are able to invest more in their 
children's human capital, or because the genetic or cultural traits that contributed to the 
parents' high earnings are passed on to the children? In any case, a comparison of sibling 
and intergenerational correlations suggests that much, perhaps most, of  the intergenera- 
tional influence on earnings is unrelated to parental income. Where it does come from 
remains a fascinating and important puzzle for future research. 

Further advances will not come easily. Undoubtedly, we economists will continue our 
usual estimation of  regression models with the usual survey data, but, as discussed in 
Section 5, such analyses by themselves probably will not settle matters. We need to be 
alert for new, and sometimes rather peculiar, data that enable new perspectives. Some 
examples mentioned along the way in this chapter have been data on identical twins reared 
apart, adopted siblings not biologically related, the Gautreaux program, and the Moving to 
Opportunity project. International comparisons also may be illuminating. Of course, none 
of these natural and not-so-natural experiments achieves the ideal of  a clean and definitive 
experiment, but judicious interpretation of  the evidence they provide still may yield 
important clues about the processes underlying intergenerational influences on labor 
market status. 

26 Even when we have accumulated better evidence oil the sources of intergenerational transmission, well 
informed, well-intentioned people still will differ in their policy views because of different value judgments about 
what constitutes a fair earnings distribution and about the extent to which efficiency losses should be suffered to 
achieve it. 
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Abstract 

This paper surveys the recent literature on the causal relationship between education and earnings. I 
focus on four areas of work: theoretical and econometric advances in modelling the causal effect of 
education in the presence of heterogeneous returns to schooling; recent studies that use institutional 
aspects of the education system to form instrnmental variables estimates of the return to schooling; 
recent studies of the earnings and schooling of twins; and recent attempts to explicitly model sources 
of heterogeneity in the returns to education. Consistent with earlier surveys of the literature, I 
conclude that the average (or average marginal) return to education is not much below the estimate 
that emerges from a standard human capital earnings function fit by OLS. Evidence from the latest 
studies of identical twins suggests a small upward "ability" bias - on the order of 10%. A consistent 
finding among studies using instrnmental variables based on institutional changes in the education 
system is that the estimated returns to schooling are 20-40% above the corresponding OLS esti- 
mates. Part of the explanation for this finding may be that marginal returns to schooling for certain 
subgroups - particularly relatively disadvantaged groups with low education outcomes - are higher 
than the average marginal returns to education in the population as a whole. © 1999 Elsevier Science 
B.V. All rights reserved. 

JEL codes: I20; J30 

1. Introduct ion  and overv iew 

Education plays a central role in modern labor markets. Hundreds of studies in many 
different countries and time periods have confirmed that better-educated individuals earn 
higher wages, experience less unemployment,  and work in more prestigious occupations 
than their less-educated counterparts.~ Despite the overwhelming evidence of a positive 
correlation between education and labor market status, social scientists have been cautious 

to draw strong inferences about the causal effect of schooling. In the absence of experi- 
mental evidence, it is very difficult to know whether the higher earnings observed ~br 
better-educated workers are caused by their higher education, or whether individuals with 
greater earning capacity have chosen to acquire more schooling. 

Economists '  interest in this issue was stimulated in the late 1950s by growth accounting 
exercises which found that rising education levels could explain much of post-war US 
productivity growth, leaving little room for technological change (see, e.g., Becker, 1964; 
Griliches, 1970). Skeptics noted that this conclusion was only valid if the observed cross- 
sectional earnings differences between education groups reflected true productivity differ- 
entials, rather than inherent ability differences that happened to be correlated with educa- 
tion (e.g., Denison, 1964). The emergence of large-scale microeconomic datasets in the 
1960s lead to an outpouring of research on education and earnings, much of it focussed on 
the issue of "ability bias" in the earnings differentials between more- and less-educated 

i See Cohn and Addison (1997) for a selective review of recent international studies, and Psacharopoulos 
(1985, 1994) for a broad overview of the international literature on schooling and earnings. 
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workers. In his landmark survey of the 1960s and 1970s literature, Griliches (1977) 
concluded that such biases were small - potentially even smaller than other biases that 
lead measured earnings differences to unders ta te  the causal effect of  education. In his 
earlier review of the evidence, Becker (1964) had similarly concluded that ability biases 
were overstated by critics of  the human capital paradigm.2 Despite the careful reasoning of 
these earlier surveys, however, many analysts continue to believe that the measured partial 
correlation between schooling and earnings significantly overstates the true causal effect 
of education, and that findings to the contrary are counter-intuitive. 

The aim of  this chapter is to survey and interpret some of  the most recent evidence on 
the causal relationship between schooling and earnings. I locus on four key areas of 
research: 

1. theoretical and econometric advances in modelling the causal effect of education in the 
presence of  heterogenous returns to schooling; 

2. recent studies that use institutional aspects of the education system as "exogenous ~' 
sources of  variation in education outcomes; 

3. recent studies of the earnings and schooling outcomes of twins; 
4. recent studies that explicitly model heterogeneity in the returns to education across 

groups or individuals. 

A unifying theme in much of this work is that the return to education is not a single 
parameter in the population, but rather a random variable that may vary with other 
characteristics of  individuals, such as family background, ability, or level of schooling. 
In my opinion, this broader view of the effect of education helps to reconcile the various 
findings in the literature, and provides a useful framework for generating new hypotheses 
and insights about the connection between education and earnings. 

The chapter begins with a brief overview of the so-called human capital earnings 
fnnction, which is the primary econometric model that economists use to measure the 
return to education. I then present an extended discussion of  a simple theoretical model of 
endogenous schooling that is helpful in interpreting recent empirical studies. Finally, I 
present a selective review and synthesis of some of  the most interesting new work on 
education and earnings. 

2. The h u m a n  capital  earnings funct ion 

Recent studies of education and wage determination are ahnost always embedded in the 
framework of  Mincer 's  (1974) human capital earnings function (HCEF). According to this 
model, the log of  individual earnings (y) in a given time period can be decomposed into an 

2 Becker (1964, p. 88, footnote 30) oftered tile following interpretation of the prevailing opinioJa on the 
importance of ability biases: "A more cynical explanation would be that vocal observers are themselves primarily 
successful college graduates and, therefore, naturally biased toward the view that ability is a major cause of the 
high earnings received by college graduates." 
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additive function of a linear education term and a quadratic experience term: 

l o g y = a + b S + c X + d X  2 + e, (1) 

where S represents years of  completed education, X represents the number of years an 
individual has worked since completing schooling, and e is a statistical residual. In the 
absence of direct information on experience Mincer  proposed the use of  "potential  experi- 
ence":  the number of years an individual of  age A could have worked, assuming he started 
school at age 6, finished S years of  schooling in exactly S years, and began working 
immediate ly  thereafter: X =-- A - S - 6. Although Mincer  derived this equation from a 
theoretical model  of schooling choice and post-schooling training decisions, the basic 
patterns of variation of earnings by age and education had been known at least since 
the early 1950s (e.g., Miller,  1955). 3 Thus the HCEF can be seen as an extraordinarily 
successful marriage of  inductive and deductive reasoning. 

2.1. Funct ional  f o r m  

The simple specification of  Eq. (1) immediate ly  raises a number of questions that have 
been addressed directly and indirectly over the past 20 years. Many of these concern 
functional form. Mincer ' s  equation can be regarded as an approximation to a general 
functional form, 

logy = F ( S , A )  + e. 

Since both S and A are measured as discrete variables in most datasets, the function F(  ) 
can be est imated non-parametrically by including a complete set of  dummy vmiables  for 
all (S,A) pairs, or by using non-parametric smoothing methods (e.g., kernel density esti- 
mators) in smaller datasets. 4 Alternatively,  researchers have added higher-order terms in 
schooling and age or experience to (1) and examined the improvement  in fit relative to 
Mincer ' s  original specification, A comprehensive study along the latter lines by Murphy 
and Welch  (1990) concluded that a generalization of Mincer ' s  model  

logy = a + bS + g(X)  + e, (1 f) 

where g is a third or possibly Iburth-order polynomial ,  provides a significant improvement  
in fit. 

Some recent evidence on the shape of the F (  ) function and the performance of a 
specification like (1 I) is provided in Fig. 1, which shows actual age-earnings profiles for 

:3 Miller (1955, pp. 64-67) displays the age profiles of annual earnings data for men in the 1950 Census for three 
different education groups and remarks on both the concave nature of these profiles, and the fact that the profile 
for better-educated men peaks about 10 years later than the profile for less-educated men. Miller's analysis of the 
1960 Census data (Miller, 1966) confirmed these same tendencies. 

4 In most US datasets, for example, S takes on 18 or 20 discrete values and A ranges from 16 to 66, implying a 
maximum of about 1000 points in the range ofF(). Zheng (1996) uses formal testing methods to compare the fit 
of expanded various versions of (1) to kernel density estimates using March 1990 Current Population Survey data. 
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Fig, 1. Age profiles of hourly wags for men (a) and women (b). 

men and women using pooled samples from the 1994, 1995, 1996 March Current Popula- 
tion Surveys. The data represent mean log hourly earnings by single year of age for 
individuals with 10, 12 and 16 years of education. Plotted along with the actual means 
are the fitted values obtained from models like (1/) that include a cubic term in potential 
experience. 5 Comparisons of the fitted and actual data suggest that age-earnings profiles 
for US men and women are fairly smooth, and are reasonably well-approximated by a 
simple variant of the standard human capital earnings function. Nevertheless, even a cubic 
version of Mincer 's  model has some trouble fitting the precise curvature of the age profiles 
for different education groups in recent US data. In particular, the fitted models tend to 
understate the growth rate of earnings for younger college-educated men and women 
relative to high-school graduates, suggesting the need for more flexible interactions 

5 The samples include 102,718 men and 95,360 women age 16-66 with positive potential experience and 
average hourly earnings between $2.00 and $150.00 in 1995 dollars. Fifty-tlu'ee percent of the sample have 10, 
12, or 16 years of schooling and are used in graphs. The regression models are fit by gender to all education groups 
and include a linear education term, a cubic in experience, and a dummy wtriable lbr individuals of black race. 
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between education and experience. For some purposes these mis-specifications may not 
matter much. In other applications, however, biases in the fitted age profiles of different 
education groups may lead to serious misunderstandings. 

2.2. Measurement of  education 

In addition to imposing separability between the effects of education and experience, the 
standard human capital earnings function dictates that log earnings are a linear function of 
years of completed education. There are two (related) hypotheses embedded in this speci- 
fication: first, that the correct measure of education is the number of years of completed 
education; and second, that each additional year of schooling has the same proportional 
effect on earnings, holding constant years in the labor market. Assuming that these condi- 
tions are satisfied, the coefficient b in Eq. (1) completely summarizes the effect of educa- 
tion in the labor market. It is now conventional to refer to b as "the return to education" .6 
As shown in Willis (1986, p. 532) if (1) or (1 z) is correctly specified then b is in fact the 
internal rate of return to schooling investments, assuming that education is free and that 
students earn nothing while in school. 

The use of years of completed education as a measure of schooling has a long history in 
the United States. Such data were collected in the 1940-1980 Decennial Censuses and in 
the Cun'ent Population Surveys from the 1940s to the early 1990s. Years of schooling has 
substantial face validity in the US education system, but is less natural in countries with 
multiple education streams (e.g., Germany or France) where high school graduation may 
entail different years of schooling depending on whether a student plans to go to univer- 

v sity, vocational college, or start work right away. 
Even within the US many analysts have argued that credentials (such as a high school 

diploma or college degree) matter more than years of schooling per se. This hypothesis has 
come to be known as the "sheepskin effect" - the existence of wage premiums for 
fulfilling the final years of elementary school, high school, or college. Hungerford and 
Solon (1987) and Belman and Heywood (1991) augment a standard earnings function like 
(1) with variables to capture non-linearities at 8, 12, or 16 years of education. These 
authors find some evidence of non-linearity, especially around the 16th year of schooling 
(corresponding to college graduation), s Park (1994) analyzed a large sample of CPS data 
and concluded that most of the apparent non-linearity at 16 years of education arises from 
the relatively small difference in earnings between individuals with 14 and 15 years of 
schooling (i.e., an exceptionally low return to the 15th year of schooling, rather than an 

6 In fact, the education coefficient in any statistical model of wages (or earnings) is gener~ly referred to as the 
"return to education", regardless of what other control variables are included in the model. This can lead to some 
conthsion when age rather than potential experience (X) is included as a control, since the derivative of Eq. (1) 
with respect to schooling holding constant age is b - c - 2dX. Thus the "return to education" is generally lower 
in models that control for age rather than experience (Mincer, 1974, p. 84). 

7 Historically there were some inter-state differences in education systems in the US: for example, South 
Carolina had only three years of high school in the early 20th Century. 

See also Goodman (1979). 
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Fig. 2. Relationship between mean log hourly wages and completed education, men aged 40-45 in 1994 1996 
Current Population Survey. Mean education by degree category estimated from February 1990 CPS. 

exceptionally high return to tile 16th year of schooling). Apart f[Olil this feature, Park 
shows that the linear functional form provides a surprisingly good fit to the data. 

Despite economists' general satisfaction with the traditional measure of schooling, in 
the late 1980s the US Census Bureau decided to shift toward a degree-based system of 
measuring post-high-school education (see Kominski and Siegel, 1992). Thus, individuals 
in the 1990 Census and recent Current Population Surveys were no longer asked how 
many years of college they had completed: rather they were asked to report their college 
degrees. This change makes it more difficult to estimate the standard human capital earn- 
ings model with recent US data, or to measure changes in the structure of education-related 
wage differentials. Nevertheless, a concordance between the older years-of-education 
variable and the new degree-based variable can be constructed from a cross-tabulation 
of responses to the two questions included in a supplement to the February 1990 CPS. Use 
of this concordance provides some rather surprising support for the linearity assumption 
embedded in Mincer's original specification. 9 

Fig. 2 shows wage and schooling data for a sample of men age 40-55 in the 1994-1996 
CPS. m Mean log wages for each education group (e.g., men with a junior college or 
Associates degree in an academic program, denoted by "AA-Academic" in the graph) 
are graphed against the mean number of years of education for the group measured in the 
February 1990 concordance. Apart from men who report 11 years of schooling, or 12 years 

9 See Park (1994, 1996) for further analysis of the linearity assumption 
i01 use men in this age range to abstract from the effects of experience. As shown in Fig. la, after age 40 the 

age-earnings profiles of different education groups are roughly parallel. 
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with no high school degree, the data for individuals with between 7 and 18 years of 
education lie remarkably close to a line that joins the high school graduates and the college 
graduates (superimposed on the figure). The two highest-education groups are also off the 
line. My guess is that this reflects the censoring of the years-of-schooling variable, which 
was only reported to a maximum of 18 years. ~' Based on the patterns in Fig. 2, it may be 
reasonable to assign an estimate of the years of completed education to each reported 
education class and assume a linear functional form. 

2.3. Which measure of earnings? 

The literature on the human capital earnings function has analyzed a variety of earnings 
measures - annual, weekly, hourly - almost always in logarithmic form. The popularity of 
the log transformation reflects several factors. For one, the distribution of log earnings 
(especially log hourly wages) is surprisingly close to a normal distribution. Other things 
equal, many data analysts would therefore prefer to model the log of earnings. Another 
practical reason for using the log transformation is the apparent success of the standard 
(semi-logarithmic) human capital earnings function. As demonstrated in Fig. la,b, the 
distribution of log earnings across age and education groups is closely-approximated by 
the sum of a linear schooling term and a polynomial in experience. Conditional on the 
functional form of the right-hand side of Eq. (1), Heckman and Polachek (1974) investi- 
gated alternative transformations of earnings and concluded that the log transformation is 
the best in the Box-Cox class. Finally, and perhaps as important as any other considera- 
tion, the log transformation is convenient for interpretation. 

The choice of time frame over which to measure earnings is often dictated by necessity: 
some datasets report annual earnings whereas others report hourly or weekly wages. Since 
individuals with higher schooling tend to work more, the measured return to schooling will 
be higher for weekly or annual earnings than for hourly earnings. This fact is illustrated in 
Table 1, which reports the estimated education coefficients from models analogous to Eq. 
(1 ~) fit to earnings and hours data for men and women in the 1994-1996 March CPS. The 
CPS questionnaire inquires about earnings last year, total weeks worked in the previous 
year, and usual hours per week last year. By construction, 

Annual earnings = Hourly Earnings x Hours/Week x Weeks. 

When log annual earnings are regressed on education and other controls, the estimated 
education coefficient is therefore the sum of the education coefficients for parallel models 
fit to the log of hourly earnings, the log of hours per week, and the log of weeks per year. In 
the US labor market in the mid- 1990s, about two-thirds of the measured return to educa- 
tion observed in annual earnings data is attributable to the effect of education on earnings 

H Individuals with a medical or law degree, for example, have at least 20 years of schooling, and many have 
more. 
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Table 1 
Estimated education coefficients from standard human capital earnings function fit to hourly wages, annual 
earnings, and various measures of hours for men and women in March 1994-1996 Current Population Survey ~ 

Dependent variable 

Log Log Log Log Log 
hourly hours weeks annual annual 
earnings per per year hours earnings 

week 
(1) (2) (3) (4) (5) 

A. Men 
Education 0.100 0.018 0.025 0.042 0.142 
coefficient (0.001) (0.001) (0.001) (0.001) (0.001) 
R-squared 0.328 0.182 0.136 0.222 0.403 

B. Women 
Education 0.109 0.022 0.034 0.056 0.165 
coefficient (0.001) (0.001) (0.001) (0.001) (0.001) 
R-squared 0.247 0.071 0.074 0.105 0.247 

Notes: Table reports estimated coefficient of linear education term in model that also includes cubic in 
potential experience and an indicator for non-white race. Samples include men and women age 16-66 who report 
positive wage and salary earnings in the previous year. Hourly wage is constructed by dividing wage and salary 
earnings by the product of weeks worked and usual hours per week. Data for individuals whose wage is under 
$2.00 or over $150.00 (in 1995 dollars) are dropped. Sample sizes are: 102,639 men and 95,309 women. 

per  hour, wi th  the remainder  attr ibutable to the effects on hours per  week  and w e e k  per  
year. 

2.4. Summary  

This  br ief  o v e r v i e w  suggests  that the human  capital  earnings funct ion  is al ive and well .  A 

s imple  regress ion  m o d e l  with a l inear school ing term and a low-order  po lynomia l  in 

potent ial  exper ience  expla ins  2 0 - 3 5 %  of  the variat ion in observed  earnings data, with 

predictable  and prec i se ly-es t imated  coeff icients  in a lmost  all applicat ions.  Close examina-  

tion reveals  that the mode l  is too pars imonious  to fully character ize  the jo in t  distr ibution of  

earnings, age and school ing.  Never theless ,  it provides  a natural  starting point  for bui ld ing 

more  c o m p l e x  mode ls  of  earnings determinat ion,  and for inves t iga t ing  the effects o f  other  

covar ia tes  such as race, gender,  and firm characterist ics.  Moreove r ,  the convent iona l  

mode l  serves  as a useful  benchmark  for theor iz ing about  the effects of  educat ion in the 

labor  market .  F r o m  this poin t  of  view, the approximate  l inear i ty  o f  earnings with respect  to 

school ing and the separabil i ty o f  the effects of  educat ion  and exper ience  are useful 

s implif icat ions that can aid in the formula t ion  of  tractable theoret ical  models .  
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3. Causal modelling of the return to education 

D. Card 

3.1. Theoretical issues 

Most of the conceptual issues underlying the interpretation of recent studies of the return 
to education can be illustrated in the framework of a simple static model that builds on 
Becker (1967). According to this model, each individual faces a market opportunity locus 
that gives the level of earnings associated with alternative schooling choices. A static 
model abstracts from the dynamic nature of the schooling and earnings processes and 
lbcusses instead on the relationship between completed schooling and average earnings 
over the lifecycle. Such a focus is justified if people finish their formal schooling before 
entering the labor market (other than on a casual or part-time basis) and if the effect of 
schooling on log earnings is separable from the effect of experience, as is assumed in the 
standard human capital earnings function. In fact the transition from school to work is 
often a bumpy one, as young adults move back and forth between full-time or part-time 
enrollment and part-time or full-time work. 12 Nevertheless, most people have completed 

their formal schooling by their mid-20s]  3 
An analytically tractable version of Becker 's  model is developed in Card (1995a). 

Following that presentation, let y(S) denote the average level of earnings (per year) an 
individual will receive if he or she acquires schooling level S. 14 Assume that an individual 

chooses S to maximize a utility function U(S,y), where 

U ( S , y ) = l o g y - h ( s ) ,  (2) 

and h is some increasing convex function. This function generalizes the discounted present 

value (DPV) objective function 

f ~ y(S)exp(rt)dt = y(S)exp(-  rS)/r, 
s 

which is appropriate if individuals discount future earnings at a rate r, schooling is 
measured in years, and it is assumed that individuals earn nothing while in school and 
y(S) per year thereafter. The DPV objective function sets h ( S ) =  rS. More generally, 
however, h(S) may be strictly convex if the marginal cost of each additional year of 

~2 Angrist and Newey (1991) study the earnings changes associated with education increments acquired after 
young men enter the labor market on a full time basis. 

~3 By age 24, fewer than one-fifth of US adults were enrolled in school (even on a part-time basis) in tile early 
1990s. A simple tabulation of enrollment rates by age suggests that the transition between school and work has 
become sharper over the past two decades, in the US at least. For example although enrolhnent rates of 20 year 
olds are now higher than in the late 1970s (47% enrolled in 1992 versus 37% in 1977) the enrollment rates of 
people in their late 20s are lower today (e.g., 7% for 30 year olds in 1992 versus 10% in 1977). These tabulations 
are from the October Current Population Survey and combine men and women. 

~4 The market opportunity locus y(S) may reflect productivity effects of higher education, and/or other forces 
such as signalling. 
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Fig. 3. Determination of optilnuln schooling. 

schooling rises by more than the foregone earnings for that year, either because of credit 
market considerations (Becket, 1967) or taste factors. 1.~ 

An optimal schooling choice satisfies the first-order condition 

hi(S)  = y ' (S) /y (S) ,  

as illustrated in Fig. 3. An important feature of the class of preference functions defined by 
Eq. (2) is linearity in log earnings. This means that the indifference curves in Fig. 3 are 
vertically parallel, with the immediate implication that any factor that raises log earnings 
for all  levels of  schooling has no effect on the optimal schooling choice. In principle this 
need not be true. For example, Griliches (1977) presents a variant of  DPV preferences with 
the feature that a uniform upward shift in log earnings for all levels of  schooling leads to a 
lower schooling choice. 

Individual heterogeneity in the optimal schooling choice illustrated in Fig. 3 arises from 
two sources: differences in the costs of  (or tastes for) schooling, represented by hetero- 
geneity in h(S); and differences in the economic benefits of  schooling, represented by 
heterogeneity in the marginal return to schooling J ( S ) / y ( S ) .  A simple specification of  
these heterogeneity components is 

y ' (S ) / y (S )  = b i - k tS ,  (3a) 

hi(S)  = ri + k2S, (3b) 

~5 Note that the marginal rate of substitution (MRS) between income and schooling is y(S)h~(S). Under a DPV 
criterion MRS = ~y(S), since the opportunity costs of the Sth year schooling are just the foregone earnings y(S). If 
hi(S) is increasing in S, the MRS rises faster than y(S). 
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Fig. 4. Marginal benefit and marginal cost schedules for different individuals. 

where bi and ri are random variables with means/) and ~ and some joint distribution across 
the population i = 1, 2 ..... and kl and k2 are non-negative constants. This specification 
implies that the optimal schooling choice is l i n e a r  in the individual-specific heterogeneity 
terms, 

S i *  = (bi  - r i ) / k ,  (4) 

where k = kl + ke. Fig. 4 illustrates the determination of optimal schooling using the 
marginal benefit and marginal cost schedules described by Eqs. (3a) and (3b). 

Since formal schooling is usually completed early in life, individuals do not necessarily 
know the parameters of  their earnings functions when they make their schooling choices. 
Thus, bg should be interpreted as the individual's best estimate of his or her earnings gain 
per year of  education, as of early adulthood. One might expect this estimate to vary less 
across individuals than their realized values of  schooling• Moreover, the distribution of bi 

may change over time with shifts in labor market conditions, technology, etc. 16 For 
simplicity, however, I will treat bi as known at the beginning of the lifecycle and fixed 
over time: this assumption probably leads to some overstatement of the role of hetero- 
geneity of  bi in the determination of  schooling and earnings outcomes. 

At the optimal level of schooling described by Eq. (4) individual i 's  marginal return to 
schooling is 

~ i  = bi - k l S i *  - b i (1  - k l / k )  + r i k l / k .  

Even in this very simple model equilibrium entails a d i s t r i b u t i o n  o f  marginal returns 

16 If changes over time cause the mean return ,5 for a cohort to rise or fall, but leave the distribution of b~ 
otherwise unaffected, then the results presented below are unaffected. 
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across the population unless one of two conditions is satisfied: (a) r i = ? for all i and k 2 = 
0 (i.e., linear indifference curves with a uniform slope f in Fig. 3); or (b) bi = b for all i and 
kl = 0 (i.e., linear opportunity locuses with a uniform slope/~ in Fig. 3). 

In general equilibrium the distribution of  marginal returns to schooling is endogenous: a 
greater supply of highly-educated workers will presumably lower b, and might also affect 
other characteristics of the distribution of  bi. 17 From the point of view of a cohort of  young 
adults deciding on their education, however, the distribution of  returns to education is 
arguably exogenous. I therefore prefer to interpret Eq. (4) as a partial equilibrium descrip- 
tion of  the relative education choices of  a cohort of  young adults, given their family 
backgrounds and the institutional environment and economic conditions that prevailed 
during their late teens and early 20s. Differences across cohorts in these background 
factors will lead to further variation in the distribution of marginal returns to education 
in the population as a whole. 

3.2. O b s e r v e d  s c h o o l i n g  a n d  earn ings  o u t c o m e s  

To understand the implications of the preceding model lor observed schooling and earn- 
ings outcomes, note that Eq. (3a) implies a model for log earnings of  the form 

logyi ---- a i + biS i - ~ k l  $2, 

where ai is a person-specific constant of  integration. This is a somewhat more general 
version of  the semi-logarithmic functional form adopted in Mincer (1974) and hundreds of 
subsequent studies. In particular, individual heterogeneity potentially affects both the 
in tercep t  of the earnings equation (via ai)  and the s lope  of the earnings-schooling relation 
(via bi). It is convenient to rewrite this equation as 

l o g y i = a o  + b S i  - l k l s ~  + ai + (bi - b ) S i ,  (5) 

where a i =- o~ i - a o has mean 0. Eqs. (4) and (5) together describe a two-equation system 
for schooling and earnings in terms of  the underlying random variables ai, bi, and ri. 

To proceed, consider the linear projections of  ai and (bi - [~) on observed schooling: 

ai = h o ( S i  - S )  + ui, (6a) 

b i - {) = Oo(Si - S) + v i, (6b) 

where S represents the mean of schooling and E[Siui] --- E[Sivi] = O. The parameters A0 
and ~b0 in Eqs. (6a) and (6b) are theoretical regression coefficients: 

17 See Freeman (1986) and Willis (1986) for some discussion of the general equilibrium implications of 
optimal schooling models. 
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h 0 -- 

and 

% -  

c ° v ( a i '  S i )  - -  k °-b" - °-ra 

var(Si) ~ + ~ - 2err,,- 

D.  C a r d  

c o y ( h i ,  S i )  0 2 - o-b,. 
- k  

var(Si) ~ + ~ - 2o-b, ' 

where o-~,, o-~., and (r/,,. denote the variances and covariance of bi and ri, and ~rbc~ and or,.,, 
denote the covariances of  bi and r~ with a i. For simplicity, assume that b i and r~ have a 
jointly symmetric distribution. Ls Then, using Eq. (A.3), and the fact that a linear projection 
of S, ? on Si has slope 2S, it is readily shown that the probability limit of  the ordinary least 
squares (OLS) regression coefficient bols from a regression of log eanaings on schooling is 

plimboL~ =/~ + h 0 - klS + % S  = fi + A0 + %S, (7) 

where fi ~- E[fii] = E [ b  i - k t S  i] = {~ - k j  S is the average marginal return to schooling in 
the population, t9 

Eq. (7) generalizes the conventional analysis of ability bias in the relationship between 
schooling and earnings (see Griliches, 1977). 20 Suppose that there is no heterogeneity in 
the marginal benefits of  schooling (i.e., bi  =/~)  and that log earnings are linear in school- 
ing (i.e., k~ = 0). In this case (7) implies that 

plimboj~ - / ~  = h 0. 

This is the standard expression for the asymptotic bias in the estimated return to school- 
ing that arises by applying the "omitted variables" formula to an earnings model with a 
constant schooling coefficient/~. According to the model presented here, this bias arises 
through the con'elation between unobserved ability ai and the marginal cost of schooling 
ri. 21 If  marginal costs are lower for children from more privileged family backgrounds, and 
if these children would also tend to earn more at any level of schooling, then ~r~, < 0, 
implying that A0 > 0. 

I f  both the intercept and slope of the earnings function vary across individuals then the 
situation is more complicated. Since people with a higher return to education will tend to 
acquire more schooling, a cross-sectional regression of earnings on schooling yields an 
upward-biased estimate of  the average marginal return to schooling, even ignoring varia- 
tion in the intercepts of the earnings function. The magnitude of this endogeneity or self- 

Js This assumption implies that El(bi - ~)3] = E[(rl F) 3] - E[(ri - r)(bi --/~)2] . . . . .  0. 

19 If  the random variables rl and b i a r e  not syrmnetrically distributed then Eq. (7) contains an additional term 

equal to El(bi - f))(Si - ~)2]. See Appendix A. 
2o Throughout this paper I use the term "bias" to refer to the difference between the probability l inli t  of an 

est imator and some target parameter: typically the average marginal  return to schooling in the population under 

study. 
2~ As noted earlier, the form of Eq. (2) rules out a direct connection between ai and optimal schooling choice. 
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selection bias ~P0S depends on the importance of variation in bi in determining the overall 
variance of  schooling outcomes. 

To see this, note that the variance of  schooling is (o'~b + ~ - 2o-v,)/k 2 .The  fraction of 
the variance of  schooling attributable to differences in the slope of  the earnings-schooling 
relation (as opposed to differences in tastes or access to funds) can be defined as 

2 o- b - trb,. 

Assuming that o-b,. --~ 0 (i.e., that the marginal benefits of schooling are no  h i g h e r  for 
people with higher marginal costs of  schooling), this "fraction" is bounded between 0 
and 1. The auxiliary regression coefficient defined in Eq. (6b) is ~b 0 = k f  ~-- O. Thus, the 
endogeneity bias component in bots is 

~os = ~ f s  ~- 0.  

Even ignoring the traditional ability bias term A0, bo~s is therefore an u p w a r d - b i a s e d  

estimator ~;  moreover, the greater is f, the greater is the endogeneity bias. 
Superficially, the earnings model specified by Eq. (5) seems inconsistent with the 

observation that the cross-sectional relationship between log earnings and schooling is 
approximately linear. Because of the endogeneity of  schooling, however, Si and (b i - 1)) 

are positively correlated across the population, leading to a c o n v e x  relationship between 
log earnings and schooling in the absence of any concavity in the underlying opportunity 
locuses. More formally, substitution of  (6a) and (6b) into Eq. (5) leads to 

logyi = a o + bS  i - 1 / 2 k l S  ~ + A0(S i - S) + f f loSi (S  i - S )  -}- u i -1- S i P  i 

= c 4 ([~ + Ao -- ~/JoS)Si 4 (~o ---1/2kl)$2i + ui + S i v i ,  (5/) 

where c is a constant. If  E[uilSi] = E[vilSi] = 0 (assumptions which are somewhat stron- 
ger than the orthogonality conditions implicit in Eqs. (6a) and (6b)), then Eq. (5 ~) implies 
that E[logyi Si] is a quadratic function of schooling with second-order coefficient 
(~/J0 - l/2kl). The empirical relationship between log earnings and schooling will there- 
fore be approximately linear if and only if kr ~ 2~b0. The bigger is the contribution of 
variation in bi to the overall variance of  schooling, the larger is ~b0 and the more convex is 
the observed relationship between log earnings and schooling. 22 

3.3. M e a s u r e m e n t  e r ror  

An important issue in the literature on returns to schooling is the effect of survey measure- 
ment error in schooling. As emphasized by Griliches (1977, 1979) measurement errors in 

~2 The observation that the cross-sectional relationship between log earnings and schooling is approximately 
linear should not be pushed too far. Given the dispersion in residual earnings, a quadratic function of schooling 
with a non-trivial second order term may well appear linear over the limited range of school outcomes actually 
observed in any sample. 
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school ing would  be expected to lead to a downward  bias in any OLS est imator of  the 
re la t ionship be tween  schooling and earnings.  A convent iona l  assumpt ion  is that o b s e r v e d  

school ing (&o) differs f rom true school ing (Si) by an additive error 

S i  ° = S i -}- ,5.i, 

with E[~i] = 0, E[Sie i ]  = 0, and E[e, .2] = o-2~. Assuming  that Eq. (7) describes the prob- 
abil i ty l imi t  of  an OLS est imator  us ing  t r u e  schooling,  the use of  observed school ing wil l  
yield an OLS est imator with 

plim(bols) = R0{/3 + Ao + ~/'oS}, (8) 

where 

Ro ------ cov[Si °, Si] /var[Si°]  = var[S i ] / {var[S i ]  + o-2~} 

is the rel iabi l i ty  of  Si °, or the s ignal- to- total-var iance ratio of observed schooling.  Treat ing 
bols as an est imator  of D, the asymptot ic  bias is 

Biasols = Ro(Ao + tfloS) - (1 - R o ) / 3 .  

Research over the past three decades has general ly  found that the rel iabil i ty of  self- 
reported school ing is about  90%, 23 suggest ing that the second term in this expression is 

on the order of  - 0 . 1 D  in most  datasets. Depend ing  on  the magni tudes  of Ao and OoS, this 
m ay  part ial ly offset the p resumably  posi t ive biases imparted by the correlations be tween  
school ing and the abil i ty components  a i and bi. 

The preceding  argument  hinges on the assumpt ion  that measurement  errors in school ing 
are uncorre la ted with true schooling.  Since school ing is typical ly measured  as a discrete 
variable  with outcomes ranging be tween fixed upper  and lower limits, however,  the errors 
in reported schooling are probably mean-regress ive.  24 Specifically, individuals  with very 
high levels of schooling c a n n o t  report posi t ive errors in schooling,  whereas individuals  
with very low levels of school ing c a n n o t  report  negat ive  errors in schooling.  If  the errors 
in  observed schooling measures  are nega t ive ly  correlated with true schooling,  the actual 
rel iabi l i ty  of  an observed schooling measure  ma y  be slightly higher  than the est imated 
rel iabi l i ty  inferred from the correlat ion be tween  two alternative measures  of  schooling.  25 

23 See, e.g., Siegel and Hodge (1968), Miller et al. (1995), and Ashenfelter and Rouse (1998). Interestingly, the 
very limited available evidence on administrative measures of schooling suggests a similar reliability ratio; e.g., 
Kane et al. (1997); Isacsson (1997). 

24 This point is raised in a recent paper by Kane et al. (1997). 
25 To see this, suppose that there are two measures xl and x2 of a true quantity x, with x) = x q ej, and assume 

that E[@xl = -c~(x - / , ) ,  forj = 1, 2, where/* is the mean of x. Decompose the measurement errors as e /=  
-ce(x - t*) + vj, and assume that the vfs are independent of each other and x, and have equal variances. The 
reliability of xl is R = coy[x, x 1 ]/var[xl ]. Traditionally, reliability is measured by p = cov[xl, x2l/var[x t ] (assum- 
ing that xl and x2 have the same variance). It is straightforward to show that p -- (1 - c~)R. 
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3.4.  I n s t r u m e n t a l  v a r i a b l e s  e s t i m a t e s  o f  the  r e tu rn  to s c h o o l i n g  

Social scientists have long recognized that the cross-sectional correlation between educa- 
tion and earnings may differ from the true causal effect of education. A standard solution to 
the problem of causal inference is instrumental variables (IV): a researcher posits the 
existence of  an observable covariate that affects schooling choices but is uncorrelated 
with (or independent of) the ability factors a~ and b~. For example, suppose that the 
marginal cost component ri is linearly related to a set of variables Zi: 

r i = Zivr  I + TJi. 

In this case the school choice equation becomes 

Si = Zivr  + (bi - rh ) / k  = vro + Z d r  + ~i, (4') 

where vr = -v r t /k  and ~i =-  ( b i  - /3 - -  7 1 i ) l k .  In the recent literature much attention has 
focussed on what might be called institutional sources of variation in schooling, attribu- 
table to such features as the minimum school leaving age, tuition costs for higher educa- 
tion, or the geographic proximity of schools. Such institutional factors stand a reasonable 
chance of  satisfying the strict exogeneity assumptions required for a legitimate instru- 
mental variable. 

In tile presence of  heterogeneous returns to education the conditions required to yield an 
interpretable IV estimator are substantially stronger than those required when the only 
source of  ability bias is random variation in the constant of the earnings equation (i.e., 
variation in ai).26 Wooldridge (1997) presents a useful analysis that can be directly applied 
to the system of Eqs. (4 ~) and (5). Assume for the moment that kt = 0 in the earnings 
equation, and consider three additional assumptions on the unobservable components of 
(4 l) and (5): 

E['r/i Zi] = O, E [ a  i I Zi] = 0, E[(bi - / 3 )  ] Zi] = 0, (9a) 

E[(bi - ~)2  [ Zi ] = 0.2, (9b) 

E[~i bi, Zi] = Pl (bi - b).  (9c) 

Eq. (9a) specifies that the individual-specific heterogeneity components are all mean 
independent of  the instrument Z. Eq. (9b) states that the second moment of bi is also 
conditionally independent of Zi. Finally, Eq. (9c) states that the conditional expectation 
of  the unobserved component of optimal school choice (~i) is linear in bi. Since 
~i =~ (bi - /3 - 7li)]k, a sufficient condition for (9c) is that E[rl i lb i ,  Zi] =- p (b  i - / 3 ) ,  in 

26 If the only individual-specific component of ability is a i then Eqs. (4 l) and (5) constitute a standard 
simultaneous equations system and one need only a s s u m e  E [ a i Z i ]  = E [ ~ J i Z i ]  ~ 0. The interpretation of IV in 
the presence of random coefficients is pursued in a series of papers by Angrist and Imbens (1995) and Angfist et 
al. (1996). Heckman and Vytlacil (1998) present some results similar to those discussed here. 
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which case Pl = (1 - p)/k.  This will be true if bi and r/i have a bivariate normal distribu- 
tion that is independent of Zi, for example. 

Under assumptions (9a)-(9c), the conditional expectation of the residual earnings 
component attributable to heterogeneity in b~ is 

E[(bi - b)S  i [ Zi] = E[E[(bi - l~)Si I bi, Zi] I Zi] = E[(bi -/~)E[Si I bi, Z~] I Z~] 

= E[(bi - b)E[Zivr + ~i [ bi, Zi] ] Z  i] = Picr~b • 

It follows that 

E[logyi [Zi] = a0 + 6~7r + PlY.  

Thus, the use of Z~ as an instrument for education will lead to a consistent estimate of the 
mean return to schooling 6 (but an inconsistent estimate of a0).2v If earnings are a quadratic 
function of schooling (i.e., k~ > 0) Wooldridge notes that the squared predicted value of 
schooling from Eq. (4/) can be added to the list of conditioning variables and the previous 
argument remains valid. 

A closely-related alternative to IV estimation of a random coefficients model is a control 
function approach, first proposed in the schooling context by Garen (1984). In place of 
Eqs. (9b) and (9c), assume that the conditional expectations of ai and bi are linear in Si and 
Zg: 

E[a i ] Si, Zi] ~- h i S  i + A~Zi, ( 1 0 a )  

E[bi - [~ ] Si, Zi] = tPlSi + ~[JzZi, (10b) 

As noted in Appendix A, maintaining the assumptions that E[ailZi] = E[b i - [giZi] = O~ 
these conditions are equivalent to assuming 

E[a i ] Si, Zi] ~- Al~i,  (10d) 

E[bi - [~ I Si, Zi] = ~bj~i, (10b') 

where ~i is defined in Eq. (#).  It follows immediately that 

E[logyi I Si, Zi] = ao + [~Si - 1/2kjS2i + Al i~i + ~1 ~iSi. (11) 

The control function approach to estimation of the average return to schooling is to 
substitute the estimated residual ~:i from. the reduced form schooling Eq. (#)  in place of 
~:i in Eq. (11). Note that the inclusion of ~i as an additional regressor in the earnings 
function is numerically equivalent to IV using Zi as an instrument for Si. Under the 
assumption that E[ailZi] = 0 the addition of ~/to the estimated earnings function purges 

27 Assumptions (9a) and (9b) are not the only ones that lead to a consistent IV estimator. Wooldridge proposes 
as an alternative the pair of assumptions: E[~]Z/] -- o~ and E[ (b / - /~ ) ]  ~:i, Z i] = T~:i. The proof of consistency of 
the IV estimator then proceeds by noting that E[(bi - b)S i[Zi] = E[E[(b,. - b )S i ]~ i  , Z i ] l Z i ]  = TO~. 
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the effect of a~ on the observed relationship between log earnings and schooling. In 
general, however, standard IV will n o t  eliminate the influence of  b i o n  the covariance 
between schooling and earnings, unless E[(bi - b)Si lZi]  is independent of Z~ (as is the case 
under Wooldridge 's  assumptions). Under assumption (10b) (or equivalently (10b~)), the 
addition of  ~S~ as a second control variable is sufficient to eliminate the endogeneity bias 
arising from the correlation between b i and S~. Thus, the control function approach might 
be viewed as a generalization of instrumental variables. 

3 .5 .  L i m i t a t i o n s  o f  i n s t r u m e n t a l  v a r i a b l e s  

In the absence of  assumptions such as those underlying Eqs. (9) or (10), even an instru- 
mental variables estimator based on an exogenous instrument will not necessarily yield an 
asymptotically unbiased estimate of  the average return to education. To illustrate this 
point, consider IV estimation using the change in education associated with a "schooling 
reform" that leads to a proportional reduction in the marginal cost of schooling for 
students in a specific set of schools (or in a specific cohort). Assume that the joint 
distribution of  abilities and tastes (ai, bi, ri) is the same for individuals who attended the 
reformed schools (indexed by Zi  = 1) and those who did not (indexed by Zi = 0), but that in 
the reformed schools the optimal school choice is given by 

S i *  = (b i  - Ori) lk ,  (4//) 

where 0 < 0 < 1. Clearly, differences in Z~ will be associated with differences in average 
levels of  schooling. Moreover, by assumption the distributions of  ability are the same 
among students who attended the two sets of  schools. In this setting, however, the treat- 
ment effect of the school reform is larger for individuals who would have had lower 
schooling levels in the absence of the reform, causing potential difficulties for the inter- 
pretation of  an IV estimator based on Z~, 

Let r i = ~ + rt i, and observe that among the comparison group of individuals who 
attend the unreformed schools, 

Si = ([~ --  f i ) /k  -F (bi  - [9 - ~h ) / k  = ~r o + ~io, 

whereas among the treatment group of  individuals who attended reformed schools, 

S i = ([7 - -  O~:) /k  -[- ( b  i - b - O~h)/k  = 7r 1 + ~ii .  

Assume that E[~ i lb i ]  = p ( b i  - 6 ) .  Then 

E[~0 I bi] = p0(bi - b), 

where P0 = (1 - p ) / k ,  whereas 

E[~il I b i l  - -  Pl  ( b i  - [ 0 ,  

where Pl = (1 - Op)/k .  Thus, the correlation between the reduced form schooling error 
and unobserved ability is d i f f e r e n t  in the treatment and control groups, leading to a viola- 
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tion of  the assumptions needed for IV or a control function estimator to yield a consistent 
estimate of  the average marginal return to schooling. 

The school reform causes a given individual (characterized by the triplet (ai,bi,~i)) to 
increment his or her schooling by an amount 

ASi  = ~1 - ¢ro + hi(1 - O)/k. 

The (first-order) effect on this individual's earnings is 

A1ogyi  = ~iASi, 

where/3i is i 's marginal return to schooling in the absence of the intervention: 

[3 i = ~ + b i - [ 9 -  k l ( S  i - S ) =  ~ + (b i - { ~ ) ( 1 -  k J k )  + r l ikI /k .  

Using these expressions, the expected earnings differential between individuals in the 
treatment group and the control group is 

E[Alogyi] = / ] (~ '1  - 7r0) + k l / k 2 (  1 - 0)o'~1 + °)m(1 - 0)(1 - k J k ) / k ,  

where expectations are taken with respect to the joint distribution of  (ai,bi,~li). The IV 
estimator of  the return to schooling based on the instrument Zi, biv, has probability limit 

E[logyi [ Zi = 1] - E[logyi [ Z i = 0] 
plimbiv = 

EES~ I Z~ = 1] - E[S~ I Z~ = O] 

1 - _ 0 _ { O ~ k l / k  + ° ' b n ( 1  _ k l / k ) } "  
= ~ + l c ( ~  - ~ro) 

Note that if ~i is constant for all i (in which case everyone gets the same increment to 
schooling), then o-~ = o-bn ---- 0, and the IV estimator is consistent for /3. Otherwise, 
assuming that o-b~ -< 0, so that individuals with higher returns to schooling have higher 
tastes for schooling or lower discount rates, the IV estimator may be positively or nega- 
tively biased relative to / ] .  A positive bias arises because the marginal return to schooling 
is decreasing in education if kl > 0: thus people with initially higher marginal costs of 
schooling tend to have higher marginal returns to an additional year of  schooling. Lang 
(1993) labelled this phenomenon "discount rate bias". On the other hand, a negative bias 
arises because people with higher marginal costs of  education, who are most affected by 
the school reform, have lower marginal returns to schooling if o-bn < 0. The positive bias 

2 and the more concave are is more likely to dominate, the smaller is [~r~,l[ relative to o"~ 
individual earnings functions. 

To generalize this analysis slightly, suppose that the population can be divided into 
discrete subgroups of individuals (g = 1,2 .... ) who share common values for the latent 
ability and cost t e r m s  (ag,bgOTg). Consider an intervention (such as a change in the 
compulsory schooling age) that leads to a change 5S~ in the mean schooling of  group 
g, and let J3g denote the marginal return to schooling for group g in the absence of  the 
intervention. Finally, suppose that the intervention affects a treatment group of  students 
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who are otherwise identical to those in a comparison group. In particular, assume that 
individuals in the treatment group and comparison group with the same latent ability and 
cost terms would have the same education and earnings in the absence of the intervention, 
and that the joint  distributions of abilities and costs are the same in the two groups. Then an 
IV estimator of the return to schooling based on an indicator for treatment group status will 
have probability limit 

p l i m b i v -  E[~gASg] 
E [ ~ G ]  , 

where expectations are taken with respect to the probability distribution of the population 
across cells. 28 Note that if ASg _> 0 for all g (which need not be true) then this expression 

can be interpreted as a weighted average of the marginal returns to education for each 
group, with weight 2xSg. 29 A necessary and sufficient condition for plimbiv = / ~  is 

E_[t~gASg ] = E[t~g]E[ASg ]. Among the sufficient conditions for this equality are: (a) /~g = 

/3 (identical marginal returns for all groups); or (b) E[ASgl/3g] = AS (a homogeneous 
additive treatment effect of the schooling reform). In general, however, if there is some 
heterogeneity is the distribution of marginal returns to schooling, IV based on an inter- 
vention that affects a narrow subgroup of the population may lead to an estimated return to 
schooling above or below an OLS estimator for the same sample. 

Two other aspects of the instrumental variables estimator are worth emphasizing. First, 
the probability limit of the IV estimator is unaffected by measurement elTOr in schooling.B° 
This in itself will lead to tendency for an IV estimator to exceed the corresponding OLS 
estimator of the effect of schooling on earnings. Second, the validity of a particular IV 
estimator depends crucially on the assumption that the instruments are uncorrelated with 
other latent characteristics of individuals that may affect their earnings. In the case of an 
IV estimator based on an indicator variable Zi, for example, the IV estimator is numerically 
equal to the difference in mean log earnings between the Zi = 1 group and the Zi = 0 group, 
divided by the corresponding difference in mean schooling. 31 If the difference in schooling 
is small, even minor differences in mean earnings between the two groups will be blown up 
by the IV procedure. IfZi  were randomly assigned, as in a true experiment, this would not 
be a particular problem. In the case of quasi or natural experiments, however, inferences 
are based on difference between groups of individuals who attended schools at different 
times, or in different locations, or had differences in other characteristics such as month of 

28 This analysis can be generalized by allowing the latent variables to have different distributions mnong tile 
treatment and comparison groups. This can be handled in principle by "reweighting" the comparison group, 
although the weights may not be directly observable. 

29 If 2xS~, is dichotomous (so that the change in schooling is either zero or a one unit effect) then the preceding 
analysis can be placed in the "local average treatment effect" framework developed by Angrist and Imbens 
(1995). See also Angrist et al. (1996). 

3o This assumes that the instrumental variable is uncorrelated with tlie measurement error in schooling. 
3~ If other cowariates are included in the model then the means for each subsample are adjusted for the effects of 

the covariates. 
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birth. The use of  these differences to draw causal inferences about the effect of schooling 
requires careful consideration of the maintained assumption that the groups are otherwise 
identical. 

3.6. F a m i ~  b a c k g r o u n d  

While  some of the most innovative recent research on the value of schooling has used 
institutional features of the education system to identify the causal effect of  schooling, 
there is a long tradition of using family background information - such as mother ' s  and 
father '  s education - to either directly control for unobserved ability or as an instrumental 
variable for completed education. 32 Interest in family background is driven by the fact that 
chi ldren 's  schooling outcomes are very highly correlated with the characteristics of their 
parents, and in particular with parents '  education. 33 The strength of this correlation is 
i l lustrated in Table 2, which reports est imated coefficients from a simple regression of  
completed education on father 's  and mother '  s education, using samples of adult household 
heads from the 1972-1996 General  Social  Survey (GSS). 34 For a variety of subsamples, 
each additional year of schooling of either parent raises completed education by about 0.2 
years, while a rise of 1 year in the parent ' s  average education raises completed schooling 
by about 0.4 years. Roughly 30% of  the observed variation in education among US adults 
is explained by parental educa t ion]  5 

Despite the strong intergenerational con'elation in education, it is far from clear that 
family background measures are legit imate instrumental variables for completed educa- 
tion, even if  family background has no independent causal effect on earnings. To illustrate 
this point, assume for the moment  that there is no heterogeneity in the return to education 
(i.e., bi = b) and ignore any concavity in the log earnings function (i.e., assume kt = 0). In 
this case Eq. (5) becomes 

logyi -= a o + I)S i + ai, (5") 

Consider a linear projection of the unobserved ability component on individual schooling 
and some measure of family background (Fi): 

a i = A I ( S  i - S )  -}- A2(F  i - if') + uri, (12) 

This bivariate projection can be compared to the projection of ai on Si alone (i.e., Eq. (6a)) 
by considering two other auxiliary regressions 

37 Griliches (1979) presents a survey of research on family-based models of education and earnings. 
33 See Siebert (1985) for references to some of the literature on family background and education. Ashenfelter 

and Rouse (1998) show that up to 60% of the cross-sectional variation in schooling outcomes in their twins 
sample can be explained by (observable and unobservable) family factors. 

34 The models reported in Table 2 include controls for the age and birth year of the respondents, although the 
estimated coefficients (and R-squared coefficients) are not much different without these controls. 

35 The results in Table 2 are fairly typical of those found in the literature using other samples, if family 
background is measured by only one parent's education, the coefficient is generally in the range of 0.3-O.4. 
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Father' s education Mother' s education R-squared 

By race and gender 
1. White men 0.23 0.20 0.26 

(N = 7330) (0,0l) (0.01) 
2. White women 0.20 0.21 0.32 

(N = 8547) (0,01) (0.01) 
3. Black men 0AS 0.22 0.33 

(N = 705) (0.03) (0.04) 
4. Black women 0.09 0.22 0.28 

(N = 1030) (0.02) (0.03) 

Men (all races) by birth cohort 
5. Born before 1920 0.25 0.22 0.23 

(N = 430) (0.05) (0.05) 
6. Born 1920-1934 0.26 0.24 0.22 

(N = 1590) (0.03) (0.03) 
7. Born 1935-1944 0.24 0.24 0.26 

(N = 1785) (0.02) (0.02) 
8. Born 1945-1954 0.22 0.19 0.23 

(N = 2482) (0.02) (0.02) 
9. Born 1955-1964 0.26 0.11 0.23 

(N = 1593) (0.02) (0.02) 

Women (all races) by birth cohort 
10. Born before 1920 0.21 0.25 0.29 

(N = 492) (0.04) (0.04) 
11. Born 1920-1934 0.19 0.25 0.28 

(N = 1936) (0.02) (0.02) 
12. Born 1935-1944 0.17 0.23 0.25 

(N = 2112) (0.02) (0.02) 
13. Born 1945-1954 0.19 0.18 0.25 

(N = 2911) (0.01) (0.02) 
14. Born 1955-1964 0.20 0.20 0.26 

(N = 1960) (0.01) (0.02) 

~' Notes: Dependent variable in all models is years of completed education. Samples include individuals age 
24-64 in the 1972-1996 General Social Survey with valid information on their own and both parents' education. 
Models in rows l -4  include quadratic functions of respondent's age and birth year, in addition to father's and 
mother's education. Models in rows 5 14 include only a linear age term. 

Fi = 8o q 6,Si  + el i ,  ( i 3 a )  

Si - ~0 + "ITFFi + e2i, (13b)  

w h e r e  eti is o r t h o g o n a }  to  Si and  e2i is o r t h o g o n a l  to F~. T h e  c o n v e n t i o n a l  omi t t ed  va r i ab l e s  
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formula implies that the coefficients in Eqs. (6a) and (12) are related by 

A0 = ~1 @ /~2~s • 

Moreover, 6, and ~ry are related to the correlation coefficient between Si and Fi (PsF) by 

Using these results it is possible to compare three potential estimators of Eq. (5 H): the OLS 
estimator from a univariate regression of earnings on schooling (bo~s); the OLS estimator 
from a bivariate regression of earnings on schooling and family background (bbiv); and the 
IV estimator using Fi as an instrument for Si (biv). The probability limits of these three 
estimators are 

plimbols = / )  + ho = 6 + h 1 + A2P2F/~'F, 

plimbbiv = ,~ + hi, 

p l i m b i v  = c o v [ l o g y i ,  F i ] / c o v [ S i ,  F i ]  = / 9  + A 1 + A2/Tr  F.  

In addition, the probability limit of the coefficient on Fi in the bivariate regression is just 
h2. 36 Assuming that ,~1 -> 0, A2 --> 0, and 1r F > 0, 

_< plimbbi v <-- plimbds _< plimbiv. 

Ifai  and Si are uncorrelated, controlling for Fi, then hj = 0 and the bivariate OLS estimator 
is consistent for/~. Otherwise all three estimators are likely to be upward biased, with 
bigger biases in the univariate OLS and IV estimators than in the bivariate estimator unless 
A2 = 0.37 

This analysis is readily extended to the case in which b i varies across individuals. 
Assume that earnings are given by Eq. (5) and consider the projection of bi on Si and Fi: 

h i - [) = ~ t l ( S  i - S )  -}- ~ t 2 ( F  i - [?) -F vii . (14) 

As with the coefficients A0 and A1, the coefficients ~0 in Eq. (6b) and ~1 in Eq. (14) are 
related by 

I/JO = ~tl -}- '/J2~.s ' = Ol -}- ~J2O2F/TrF " 

Using Eq. (A.3) of the Appendix, and assuming that bi, Si ,  and Fi have a jointly symmetric 
distribution, it is straightforward to show that 

plimbols = / 3  + A0 + OoS = ~ + hi + tklS + (h2 + ~¢2X)P~'F/%', 

36 If F, has an independent causal effect 3' on earnings then Eq. (5 H) includes a term 3"F~. In this case the 
probability limit of the regression coefficient of Fi i sy  + h~, and plimbiv includes a component equal to y/cry. 

37 Suppose that family background is measured by the average of mother's and father's education. The results 
in Table 2 suggest that ~rv ~ 0.4 and p2v ~ 0.3, implying that the univariate OLS estimator will exceed the 
bivariate OLS by about 0.75A2, while the IV estimator will exceed the bivariate OLS by 2.5t2. 
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plimbiv = / ~  + A~ + ~blS + (/~2 -}- ~t2g)/rrF. 

Moreover, the probability limit of the coefficient on Fi in the bivariate regression is 
A2 + ~2S. In the presence of heterogeneity in bi one can effectively reinterpret A1 as 
(A1 + ~blS) and A2 as (A 2 + ~2S). Assuming that A 1 + ~blS--> 0, A2 + ~b2S--> 0, and 
rr F > 0, the probability limits of the three estimators continue to satisfy the inequalities 

/3 --< plimbbiv ----- plimbol~ ~ plimbiv. 

In summary, unless A1 = A2 = ~bl = ~'2 = 0 in the projection equations for the intercept 
and slope components of  individual ability ai and bi, family background is not a legitimate 
instrument for schooling, even if family background has no direct causal effect on earn- 
ings. The addition of  controls for family background may reduce the biases in the 
measured return to education, but may still lead to an upward-biased estimate of the 
average marginal return to schooling unless all of the unobserved ability components 
are absorbed by the family background controls (i.e., unless A1 = ~bl = 0). Finally, notice 
that in the special case where A~ + ~blS = A2 + ~fl2S, the upward bias in the estimated 
schooling coefficient from a bivariate model that controls for family background is equal 
to the probability limit of  the coefficient on the family background variable itself. Under 
these circumstances, one can recover an unbiased estimate of the average marginal return 
to schooling by subtracting the family background coefficient from the own-schooling 
coefficient. This is equivalent to a "within-family" estimator, and will be discussed in 
more detail in the next section. 

The preceding analysis assumes that true schooling is observable. In the more realistic 
case in which only a noisy measure of  educational attainment is available, a comparison 
between the three estimators must take account of the differential impact of measurement 
errors on the univariate OLS, bivariate OLS, and IV estimators. Let Ro represent the 
reliability of  measured education and assume for the moment that Fi is measured without 
error. As noted earlier, the univariate OLS estimator is attenuated by the factor Ro: 

plimbo/,~ = Ro[/3 + AI + ~PjS + (a2 + t f l2S)p2F/yrF].  

The addition of  F, to the earnings model will tend to lead to greater attenuation of  the 
coefficient on measured schooling, since some part of true education can be inferred from 
Fi. As shown in Appendix A, the bivariate OLS estimator is attenuated by a factor RI: 

plimbbi v = R~[/3 -b A 1 + qqS], 

where R1 = (R0 - p2F) / (1  -- p2SF) < Ro. For example, if R 0 ~ 0.9 a n d  192 F ~ 0.3 then 
RI ~ 0.85. In contrast to either OLS estimator, the IV estimator is unaffected by measure- 
ment error. Thus, if Fi is measured without error, measurement errors in schooling will 
tend to reinforce the expected ranking of the univariate OLS, bivariate OLS, and IV 
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estimators by introducing the greatest attenuation bias in the bivariate OLS estimator, an 
intermediate bias in the univariate OLS estimator, and none in the IV estimator. 

In many datasets family background information is collected from children or gathered 
retrospectively from older adults. In either case, one might expect Fi to contain substantial 
reporting errors. Indeed, Ashenfelter and Rouse (1998, Appendix 1 ) find that the reliability 
of twins' reports of their mother's education is about 80%, compared to a 90% reliability 
ratio for their own education. The presence of measurement era'ors in F~ creates a more 
complex expression for the probability limit of the bivariate OLS estimator. Specifically, 
the bivariate measurement eiTor formula presented in the Appendix implies that 

p l i m b b i  v = R I [ / ~  + a I + ~1S']  + (A 2 + ~/t2S)(1 - R F ) p 2 j ( , r r l . ( 1  - -  p 2 F ) ) ,  

where Rt,, is the reliability of measured family background. The second term in this 
expression is 0 if the true coefficient of family background in the bivariate model is 0 
(i.e., if A2 + 02S = 0), or if RF = 1. If the true coefficient of Fi is positive and 7r F > 0, 
however, then measurement en'ors in Fi induce a positive bias in the schooling coefficient 
that may partially offset the direct attenuation effect of measurement error in Si. For 
example, if R F ~ 0.8, p2 F ~- 0.3, and ~r F ~ 0.4, the second term is on the order of 20% 
of the true coefficient of family background. 

3. Z M o d e l s  f o r  s ibl ings  and  twins  

An alternative to the instrumental variables approach to the problem of causal inference is 
to study education and earnings outcomes for siblings, twins, or father-son/mother- 
daughter pairs. The key idea behind this strategy is that some of the unobserved differences 
that bias a cross-sectional comparison of education and earnings are reduced or eliminated 
within families. 3s For example, suppose that two observations (indexed by j  = 1 or 2) are 
available for each family (indexed by i), and that the earnings of personj from family i are 
generated by 

logyij = ao + [~Sij - l /2k iS i j  + alj + (b i j  - [))Sii .  (15) 

A "pure family effects" model is one in which aij - ai and bii = b i. Consider the linear 
projections of ai and bi - /~ on the observed schooling outcomes of the two family 
members: 

ai  ~:- AI (S i l  - S l )  @ ~2(Si2 - S2) + ui ,  (16a) 

bi  - b .... ~ I ( S i l  - S l )  -}- ~2(Si2  - S2)  q v i .  ( 1 6 b )  

Assuming that bi, Sil, and Si2 have a jointly symmetric distribution, Eq. (A.3) in Appendix 
A implies that the observed earnings outcomes of the family members are related to their 

3~ Of  course a witlfin-family estimator can be given an IV interpretation: the instrument lbr schooling is the 
deviation of an individual 's  schooling from the average for his or her family. 
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logyil = c  I q- (~ + A 1 + ~blS1)Sil q- (A 2-1 ~281)Si2 + ell , 
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(17a) 

logyi2 = c 2 -t- (A I + t)IS2)Sil + (/~ + A 2 + ~2S1)Si2 + eil , (17b) 

where c~ and c2 are constants and the residuals eij are orthogonal to both Sil and Si2. Eqs. 
(17a) and (17b) constitute a system of  seemingly unrelated regressions. 39 Since there are 
no exclusion restrictions, the system can be estimated efficiently by applying OLS one 
equation at a time. Alternatively,  one can construct the within-family difference in log 
earnings Alogyi = logyil - l o g y i 2 ,  and consider a model  of  the form 

Alogyi = t z lS i l  + I.raSi2 + e i. (18) 

Numerically,  OLS estimates of the coefficients of (18) will be equal to the d i f f e r e n c e s  in 
the corresponding OLS estimates of the coefficients in (17a) and (17b). 4° 

The attractiveness of  the "pure family effects" model  arises from the fact that one can 
potentially recover estimates of/~ from the differences in the coefficients of Eqs. (17), or 
from the coefficients of  the differenced Eq. (18). For example,  suppose there is no hetero- 
geneity in bi. In this case ~PI = ~P2 = 0 in Eqs. (17a) and (17b), and therefore the coeffi- 
cients of Eq. (18) satisfy 

plim/xj = pl im - / x  2 = / 3 .  

A test of  the hypothesis P~l = - / ~  therefore provides a specification test of the "pure 
family effects" model  when heterogeneity in the education slopes bi is ignored. 41 

A "pure family effects" model  is part icularly plausible for identical twins, since iden- 
tical twins share genetics and almost always share the same family background environ- 
ment. For  identical twins, it also seems natural to impose the symmetry conditions 
Ai = A2 = A, ~b 1 = ~b 2 = ~, and St = $2 = S, since the identity of  specific twins is arbi- 
trary. With these simplifications Eqs. (17a) and (17b) reduce to 

1ogyil = C 1 + (/~ -I A + @S)Sil ~- (A  -}- ~'8)Si2 q eil 

= C I -I- ~ S i l  -I- (t~ -~- ~¢8)(Sil -}- Xi2 ) -~ eit  , (17a I) 

39 A system of equations like (17a) and (17b) is sometimes called a "correlated random effects" specification. 
The idea of projecting the unobservable residual component (i.e., the £amily effect) on the observed outcomes of 
the pair and then substituting the projection equation back into the earnings equation was popularized by 
Chamberlain (1982). 

40 If other covariates X~I are included in the model then the first-differenced model has to contain Xi~ and X,~ in 
order for the "adding up" condition to hold. 

4t Such tests have been widely used in other applications of the correlated random effects model: e.g, Jakubson 
(1988)~ 
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logyi2 = c 2 -~- (}k Jr- ffyS)Sil q- ( ~  q- ~ Jr- I[JS)Si2 -I- el2 

= c2 + ~ S i 2  + (A + OS)(Si~ + Si2) + el2. (17b/) 

These equat ions  express log earnings of  a part icular  twin  in terms of  his or her  own 
educat ion and the total (or average) educat ion of  the pair. 42 Under  the assumptions  of  a 
"pure  fami ly  effects" specification, all of  the biases arising from the correlations be tween  
unobserved  abil i ty and schooling are loaded onto the coefficient associated with the total 
or average educat ion of the family,  and the own-school ing  coefficient provides an 
unb iased  est imate of  the average margina l  return to schooling. (This est imate is numer i -  
cally equiva len t  to subtracting the est imated sibl ing educat ion coefficient from the own  
school ing coefficient). Note that if  the pure fami ly  effects and symmetry  assumptions  are 
satisfied, one can es t imate /3  with data on earnings  for only  one twin, provided that both 
tw in ' s  school ing levels are known.  43 

In the case of siblings or fa ther -son  pairs it may be less plausible  that individuals  f rom 
the same fami ly  have exactly the same abil i ty parameters.  For  example,  older siblings may  
be treated differently than younger  ones, leading to differences in  their potential  labor 
market  outcomes.  44 The assumptions  of  a "pure  family  effects" model  can be relaxed as 

follows. Consider  the l inear  projections,  

all  = A I I ( S i l  - S l )  -}- /~12(Si2 - $ 2 )  -Jc Uil , (19a) 

a i e =  AaI(S i l  - S1) + A22(Siz - $2) + ui l ,  (19b) 

bil - b = OlI(Sil - SI) + 0 1 2 ( S i 2  - $ 2 )  q- v i i ,  (19c) 

bi2 - [) = ~21(Sil - S1) + ~22(Si2 - $2) -t- vi2 , (19d) 

where u i / and  vii are orthogonal to Si~ and S~2. For randomly-ordered  siblings or fraternal 
twins it is natural  to assume that the project ion coefficients satisfy the symmetry  restric- 

tions: At~ = A22, A12 = A21,011 = 022, and ~12 = ~O2J, although for fa ther -son  or m o the r -  
daughter  pairs these assmnpt ions  are less appealing.  4~ Subst i tut ing these equat ions into the 
earnings  mode l  (15) and consider ing the l inear  project ion onto the observed school ing 
variables leads to a general ized vers ion of  Eqs. (17a) and (17b): 46 

logyil = c I Jr T I I S i l  -~- T12Si2 @ ell , (20a) 

4z Similar equations are derived by Ashenfelter and Rouse (1998). 
43 Exchangeability arguments suggest that symmetry should hold for a random ordering of twins in each 

family. However, if the "twin 1" sample is conditioned on employment and some of the individuals in the 
"twin 2" sample do not work, the ordering is no longer random, and symmetry might not be a valid restriction. 

44 See Kessler (1991). Kessler concludes that birth order has little or no effect on economic outcomes once 
family size is properly accounted for. 

45 For father-son pairs, Ashenfelter and Zimmerman (1997) propose a slightly generalized model in which 
A~j = c~A~i. They ignore heterogeneity in b~. 
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logyi2  = C 2 + ~'21S/1 + ~-22Si2 + ei2, 

where 

TII = /~ -~- All  -}- @itS1,  TI2 = A12 -}- iPl2Sl, 
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(20b) 

~-2~ = A21 + ~P2~$2, ~h2 = / 3  + A22 + ~22S2. 

Clearly/3 is not identifiable from the seemingly unrelated regression coefficients in (20a) 
and (20b) even with the within-family symmetry assumptions, although if ~ij - 0 or S~ = 
$2 then symmetry imposes two linear restrictions on the coefficients (~'H = ~-22 and 

~'2~ = ~-12). 
Nevertheless, it may be possible to place an upper bound on the average marginal return 

to schooling using data on fraternal twins or siblings. Specifically, suppose that A]~ --> A12 
and 0~ -> ~P~2; loosely, these assumptions mean that individual l ' s  own schooling is more 
informative about his or her ability than individual 2 's  schooling. 47 In this case, 

p l i m z l ~  - ~-~2 = ~ + All -~ ~tl lSi  - -  /~12 --  IPlRS/ 

= / ~  + (&~ - &2) + (4'tt - ~P12)St 

so an u p p e r  b o u n d  estimator of/3 is ~'ll ~'12, the difference between the own-schooling 
effect and the other-family-member 's-schooling effect in an equation for one family 
member ' s  earnings. 4s Mechanically, this difference is equal to the coefficient of own- 
schooling when average family schooling is included in the regression, as in Eq. (17a~). 49 

Unfortunately, there is no guarantee that this bound is tighter than the bound implied by 
the cross-sectional OLS estimator. In other words, it is possible that the OLS estimator has 
a s m a l l e r  upward bias than the within family estimator based on Eq. (17a). A necessary 
and sufficient condition for the within-family estimator to have a smaller asymptotic bias 
is 

]/~0 @ I/toSll > IAll - A[2 -}- (~11 - ~/Jl2)Si], 

46 Note that I am continuing to assume that (bij, S~i, Si2) have a jointly symmetric distribution. 
47 Assmnptions on the relative magnitudes of the projection coefficients are most natural if S~ and S~2 have the 

same variances. In that case, All A12 = A(covlai~, Si~ ] - cov[ail, Si2]) for some positive coefficient A; a similar 
expression holds for 01i - ~//12. 

~ If  the "pure family effects" and syimnetry assumptions are satisfied then plim0-jj - ~'J2) = / 3 .  
49 It is also closely related to the coefficient of the difference in schooling in an inter-family differenced model: 

zMogyi = "r~xS i + Ae i. This specification is appropriate if the symmetry restrictions hit -- A22, A[2 = A21, 
Oil = ~b22, 4'12 = qJ21, and S1 = $2 are valid, in which case z~l = r22 and zal = ~'12. For example, in the case 
of same-sex fraternal twins the identity of the individual twins is arbitrary so an "exchangeability" argulnent 
suggests that symmetry should hold. Under this assumption plim~- a = plim(zj~ ~-21) = p l i m 0 5 1 -  ~52), 
although the estimate of "ra is not mechanically equal to the difference in the estimates of zH and ~12. 
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where A0 and ~0 are the projection coefficients defined in Eqs. (6a) and (6b). To illustrate 
the issues underlying the comparison between the OLS and within-family estimators, 
ignore heterogeneity in the earnings function intercepts ai:, so that the relative asymptotic 
biases of  the OLS and within-family estimators depend on the comparison between ~0 and 
~Pll - ~b12. Suppose first that the marginal costs of  schooling are identical for members of 
the same family (rii = ri )  but that ability has no family component (i.e., c o v [ b i l  , bi2 ] = 0 ) .  

In this case al l  of the schooling differences within families are due to differences in ability, 
2 o'~) of the variance whereas across the population as a whole only a f rac t ionf  = o'b/(o~b + 

of  schooling is attributable to ability. As noted earlier, the endogeneity bias component in 
the cross-sectional OLS estimator is ~0 = k f .  Using Eq. (19) it is easy to show that ~Jl = 
k f / ( 1  - (1 _ f ) 2 )  and ~12 = kf(1 f)/(1 - (1 - f)2). Hence ~Pll - ~12 = k, implying 
that the within-family estimator has a greater endogeneity bias than the cross-sectional 
estimator. 

At the other extreme, suppose that abilities are the same for members of the same family 
(blj = b i )  but that tastes are uncorrelated within families. In this case schooling differences 
within families are clue entirely to differences in tastes, even though in the population as a 
whole a fraction f of the variance in schooling is due to differences in ability. Hence the 
within-family estimator is free of endogeneity biases whereas the OLS estimator has an 
endogeneity bias component tp0 = k f .  More generally, the relative magnitudes of the 
endogeneity biases in the within-family and cross-sectional estimators depend on the 
relative contributions of ability differentials to the within-family and cross-sectional 
variances of schooling outcomes. 5° A within-family estimator will have a smaller bias 
if and only if ability differences are less important determinants of  schooling within 
families than across the population as a whole. 

Measurement error concerns play a fairly important role in the interpretation of  esti- 
mates from sibling and family models. This is especially true in studies of  identical twins, 
who tend to have very highly correlated education outcomes. For example, consider the 
estimation of  Eq. (17a) using noisy measures of  schooling for both twins. The multivariate 
measurement error forlnula implies that the probability limit of  the coefficient on own- 
schooling is 

R0 __ p2 1 - R 0 C o v [ S i l  , Sil -t- Si2 ] 
_ _ _ _  ) ~  

/3 1 -- p5 + (A + ~tS) 1 - p2 var[Sil] ' 

where R0 is the reliability of measured schooling and p is the correlation of twin's school-° 
ing. Assuming that R0 "-~ 0.9 and p ~ 0.75 (see e.g., Ashenfelter and Rouse, 1998), this 
formula implies that the probability limit of  the own schooling coefficient is roughly 
0.8/3 + 0.3(A + ~pS). 

Much of  the twins literature focusses on estimation of a within-tamily differences 
model: 

50 A similar argument applies to the asymptotic biases in the two estimators associated with the correlation 
between a:j and S:j. 
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Alogyi = 7"AASi + A e  i. 

Assuming that the "pure family effects" assumptions are satisfied and ignoring measure- 
ment en'or, 

plim~L = /3 ,  

as can be seen by differencing Eqs. (20a) and (20b). The within-family differenced esti- 
mator is particularly susceptible to measurement error, however, since differencing within 
families removes much of the true signal in education. In particular, if the reliability of 
observed schooling is R0 and the correlation between family members' schooling is p then 
the reliability of the observed difference in schooling is 

R0(1 - p) 
RA-- 

1 -- p R  o 

When R0 ~ 0.9 and p --~ 0.75, for example, RA ~ 0.7, implying a 30% attenuation bias in 
the OLS estimate of ~'A for identical twins. Among fraternal twins the correlation of 
schooling is lower: Ashenfelter and Krueger (1994) aud Isacsson (1997) both estimate a 
correlation for fraternal twins of about 0.55. Assuming R0 ~ 0.9 and p ~ 0.55, RA "-~ 0.8, 
so one would expect a 20% attenuation bias in the OLS estimate of ~'A for fraternal twins. 

3.8. S u m m a r y  

Table 3 summarizes some of the key models, assumptions, and estimating equations that 
are useful in interpreting the returns to schooling literature. One estimation strategy not 
included in the table is instrumental variables based on a comparison between a quasi- 
experimental treatment group and a comparison group when the treatment has potentially 
different effects on the schooling attainment of different subgroups of the population. As 
noted above, under ideal conditions such an estimator will recover a weighted average of 
the marginal returns to education for different subgroups, where the weight applied to each 
subgroup is the change in schooling induced by the treatment. This weighted average may 
be above or below the average marginal return to education, depending on the nature of the 
intervention and the extent of heterogeneity in marginal returns. 

Among the implications of the results summarized in Table 3 are: 

1. The OLS estimator has two ability biases relative to the average marginal return to 
education (/3): one attributable to the correlation between schooling and the intercept of 
the earnings function (ai), the other attributable to the correlation between schooling 
and the slope of the earnings function (hi). The latter is unambiguously positive, but 
may be small in magnitude if the heterogeneity in returns to education is small (or if 
people lack perfect foresight about their abilities). 

2. The necessary conditions for IV or control function estimators to yield a consistent 
estimate of/~ in the presence of heterogeneity in the returns to education are fairly 
strict. Plausible sources of exogenous variation in education choices (such as shifts in 
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the cost of schooling) may not satisfy these conditions, in which case IV will recover a 
weighted average of marginal returns for the affected subgroups. 

3. If  the OLS estimator is upward-biased by unobserved ability, one would expect an 1V 
estimator based on family background to be even more upward-biased. 

4. If  twins or siblings have identical abilities (and the distributions of abilities among 
twins are the same as those in the population as a whole) then a within-family estimator 
will  recover an asymptotically unbiased estimate of the average marginal return to 
education. Otherwise, a within-family est imator may be more or less biased by unob- 
served abili ty effects than the corresponding cross-sectional OLS estimator, depending 
on the relative fraction of the variance in schooling attributable to ability differences 
within families versus across the population. 

5. Measurement  error biases are potentially important  in interpreting the estimates from 
different procedures. Conventional OLS estimates are probably downward-biased by 
about 10%; OLS estimates that control for thmily background (or the education of  a 
sibling) may be downward-biased by 15% or more; and within-family differenced 
estimates may be downward-biased by 20-30%, with the upper range more l ikely 
for identical twins. 

4. A selective review of recent empirical s tudies  

I now turn to a selective review of the recent literature on estimating the return to school- 
ing. I summarize three sets of findings: instrumental variables estimates of the return to 
education based on institutional features of the education system; estimates based on either 
controlling for family background or using family background as an instrument for school- 
ing; and estimates based on the schooling and earnings of twins. I also briefly review 
recent efforts to model observable heterogeneity in the returns to schooling. One strand of 
literature that I do not consider are studies of  the return to schooling that attempt to control 
for abili ty using observed test scores. Some of  the subtle issues involved in developing a 
causal f ramework for the interpretation of test scores, schooling outcomes, and earnings 
are considered in Griliches (1977, 1979), Chamberlain (1977) and Chamberlain and 
Griliches (1975, 1977). 

4.1. Instrumental variables based on institutional features of the school system 

One of the most important new directions of research in the recent literature on schooling 
is the use of  institutional features of the schooling system as a source of  credible identify- 
ing information for disentangling the causal effects of schooling. 51 Table 4 summarizes 
seven recent studies that estimate the return to schooling using instrumental variables 

5~ This idea is also proving useful in studies of the effect of school quality. For example, Angrist and Lavy 
(1997) use information on maximum class size to identify the effect of class size on student achievement. 
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based on this idea. For each study I report both OLS and IV estimates derived from the 
same sample with the same control variables. 

Angrist and Krueger's (1991) landmark study uses an individual's quarter of birth 
(interacted with year of birth or state of birth in some specifications) as an instrument 
for schooling. They show that men born from 1930 to 1959 with birth dates earlier in the 
year have slightly less schooling than men born later in the year - an effect they attribute to 
compulsory schooling laws. Angrist and Krueger note that people born in the same 
calendar year typically start school at the same time. As a result, individuals born earlier 
in the year reach the minimum school-leaving age at a lower grade than people born later 
in the year, allowing those who want to drop out as soon as legally possible to leave school 
with less education. Assuming that quarter of birth is independent of taste and ability 
factors, this phenomenon generates exogenous variation in education that can be used in 
an IV estimation scheme. It is worth emphasizing that compulsory schooling laws presum- 
ably raise the education of people who would otherwise choose low levels of schooling. If 
these individuals have higher or lower marginal returns to education than other people, a 
quarter-of-birth-based IV estimator may over- or under-estimate the average marginal 
return to education in the population as a whole. 

Angrist and Krueger's empirical analysis confirms that the quarterly pattern in school 
attainment is paralleled by a similar pattern in earnings. As shown in Table 4, their IV 
estimates of the return to education are typically higher than the corresponding OLS 
estimates, although for some cohorts and specifications the two estimators are very 
close, and in no case is the difference between the IV and OLS estimators statistically 
significant. 

Angrist and Krueger's findings have attracted much interest and some criticism. Bound 
et al. (1995) point out that several of Angrist and Krueger's IV models (specifically, those 
that use interactions between quarter of birth and state of birth as predictors for education) 
include large numbers of weak instruments, and are therefore asymptotically biased 
toward the corresponding OLS estimates. This "weak instruments" bias is less of an 
issue for the specifications reported in Table 4, which rely on a more parsimonious set 
of instruments. Moreover, to the extent that Angrist and Krueger's IV estimates are above  

the corresponding OLS estimates, one might infer that asymptotically unbiased estimates 
of the causal effect of education are even higher. This is confirmed by the findings of 
Staiger and Stock (1997), who re-analyze the 1980 Census samples used by Angrist and 
Krueger and compute a variety of asymptotically valid confidence intervals for standard 
IV and limited information maximum likelihood (LIML) estimates. Staiger and Stock's 
preferred LIML estimates, utilizing quarter of birth interacted with state of birth and year 
of birth as instruments, are reported in row 2 of Table 4. These are somewhat above the 
corresponding conventional IV estimates and, 50-70% higher than the OLS estimates. 

A second criticism of Angrist and Krueger's findings, raised by Bound and Jaeger 
(1996), is that quarter of birth may be correlated with unobserved ability differences. 
Bound and Jaeger examine the schooling outcomes of earlier cohorts of men who were 
not subject to compulsory schooling institutions and find some evidence of seasonal 
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patterns. They also discuss evidence fi'om the sociobiology and psychobiology literature 
which suggests that season of birth is related to family background and the incidence of 
mental illness. 

To evaluate the differences in family background by quarter of birth for cohorts roughly 
comparable to the ones in Angrist and Krueger's study, I compared the mean levels of 
parents' education by quarter of birth for children under 1 year of age in the 1940 
Census. 52 The mean years of education for mothers of children born in quarters I, II, 
Ill, and IV, are 9.04, 8.95, 8.97, and 8.95, respectively (with standard errors of about 
0.05). The corresponding means of father's education are 8.61, 8.50, 8.52, and 8.58. These 
comparisons give no indication that children born in the first quarter come fi'om relatively 
disadvantaged family backgrounds, and suggest that the seasonality patterns identified by 
Angrist and Krneger are probably not caused by differences in family background. 

The third study summarized in Table 4, by Kane and Rouse (1993), is primarily 
concerned with the relative labor market valuation of credits from regular (4-year) and 
junior (2-year) colleges. Their findings suggest that credits awarded by the two types of 
colleges are interchangeable: in light of this conclusion they measure schooling in terms of 
total college credit equivalents. In analyzing the earnings effects of college credits, Kane 
and Rouse compare OLS specifications against IV models that use the distance to the 
nearest 2-year and 4-year colleges and state-specific tuition rates as instruments. Their IV 
estimates based on these instruments are 15-50% above the corresponding OLS specifica- 
tions. 

Two subsequent studies by Card (1995b) and Conneely and Uusitalo (1997) examine 
the schooling and earnings differentials associated with growing up near a college or 
university. The Cord (1995b) study finds that when college proximity is used as an 
instrument for schooling in the National Longitudinal Survey (NLS) Young Men sample, 
the resulting IV estimator is substantially above the corresponding OLS estimator, 
although rather imprecise. Consistent with the idea that accessibility matters more for 
individuals on the margin of continuing their education, college proximity is found to have 
a bigger effect for children of less-educated parents. This suggests an alternative specifi- 
cation that uses interactions of college proximity with family background variables as 
instruments for schooling, and includes college proximity as a direct control variable. The 
IV estimate from this interacted specification is somewhat lower than the estimate using 
college proximity alone, but still about 30% above the OLS estimate. 

The Conneely and Uusitalo (1997) study utilizes a very rich Finnish dataset that 
combines family background information, military test scores, and administrative earnings 
data for men who served in the army in 1982. Like Kane and Rouse (1993) and Card 
(1995b) they find that 1V estimates of the returns to schooling based on college proximity 
exceed the corresponding OLS estimates by 20-30%, depending on what other controls 
are added to the model. It is worth noting that all three of these studies report models that 

52 Quarter of birth is only reported in the 1940 Census for children under 1 year of age. There are 19,089 

children under 1 year of age in the public use file, of whom 98.4% can be matched to a female head of household 

and 95.3% can be matched to a male head of household. 
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control for a fairly detailed set of family background characteristics. Such controls are 
desirable i f  families that l ive near colleges have different family backgrounds, and if 
family background has some independent causal effect on earnings. Conneely and Uusi- 
ta lo ' s  IV est imate controlling for parental education and earnings is below the IV estimate 
that excludes these controls, but is still above the simplest  OLS estimate without family 
background controls. Despite the rather large size of  their sample (about 22,000 observa- 
tions) and the very high quality of their underlying data, Conneely and Uusi ta lo 's  IV 
estimates are somewhat imprecise, and are not significantly different from their OLS 
estimates. 53 

The sixth study in Table 4, by Maluccio (1997), applies the school proximity idea to 
data from the rural Philippines. Maluccio combines education and earnings infolrnation 
for a sample of  young adults with data for their parents '  households,  including the distance 
to the nearest high school and an indicator for the presence of  a local private high school. 
These variables have a relatively strong effect on completed education in this sample. 
Maluccio estimates OLS and conventional IV models using school proximity as an instru- 
ment, as well as IV models  that include a selectivity correction for employment  status and 
location. Both IV estimates are substantially above the corresponding OLS estimates. 
Maluccio ' s  analysis suggests that the rel iabil i ty of  his schooling variable is somewhat 
lower than in conventional US or European datasets (R 0 ~ 0.8), accounting for some of 
the gap between the IV and OLS estimates. Unfortunately, Maluccio does not present OLS 
or 1V models  that control for family background. Rather, he presents IV models that use 
parental education and wealth as additional instruments for education, leading to slightly 
smaller but somewhat more precise IV estimates. 

The final study summarized in Table 4, by Harmon and Walker  (1995), examines the 
returns to education among a relatively large sample of  British male household heads. 
Harmon and Walker  use as instrumental variables for schooling a pair  of  dummy variables 
that index changes in the minimum school leaving age in Britain - from 14 to 15 in 1947, 
and from 15 to 16 in 1973. These are effectively cohort dummies that distinguish between 
men born before 1932, those born from 1933 to 1957, and those born after 1957. As shown 
in Table 4 their 1V estimate is considerably above their OLS estimate (2.5 times higher) 
and is relat ively precise. There are several aspects of their est imation strategy that suggest 
the need for caution in the interpretation of  these findings, however.  Most  importantly, the 
1947 law change - which is the major source of  identification in their results - came just 
after World  War  II. 54 Moreover,  Harmon and Walker  do not allow for systematic growth 
in educational attainment for consecutive cohorts of men, other than that attributable to the 
law changes in 1947 and 1973. 55 Both these factors may bias their IV estimator up. 

5:~ Conneely and Uusitato also implement a more general control function estimator, as described above. 
54 Ichino and Winter-Ebmer (1998) document that across Europe, the educational attaimnents of children born 

between 1930 and 1935 were substantially below those of children born just earlier or later. 
5s Their specifications control for age and survey year. One can infer the presence of important cohort effects 

from the tact that their survey year effects show a 0.5 year rise in educational attaimnent between surveys in 1979 
and 1986, controlling for age and the school leaving age indicators. 
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In addition to the studies included in Table 4, a number of other recent studies have used 
IV techniques to estimate the return to schooling. One innovative example is Hausman and 
Taylor (1981), which uses the means of  three time-varying covariates (age and indicators 
for the incidence of bad health and unemployment) as instruments for education in a panel 
data model of earnings outcomes for prime-age men. Hausman and Taylor find that the 
return to schooling rises from about 0.07 in OLS specifications to 0.12-0.13 in their IV 
specifications. Although more recent studies have not directly followed Hausman and 
Taylor 's  methodology, their use of mean age as an instrument for schooling is equivalent 
to using a linear cohort variable, and is thus similar in spirit to Harmon and Walker. 

A very recent study by lchino and Winter-Ebmer (1998) also utilizes birth cohort as a 
source of variation in schooling outcomes. In particular, Ichino and Winter-Ebmer focus 
on the earnings and schooling outcomes of  Austrian and German men born from 1930 to 
1935. They argue that World War lI  had a particularly strong effect on the educational 
attainment of  children who reached their early teens during the war and lived in countries 
directly subject to hostilities. Using data for 14 countries they find relatively big differ- 
ences in completed education for children in the 1930-1935 cohort in countries that were 
most heavily affected by the war (e.g., Germany, Austria and the UK) but relatively small 
differences for this cohort in other places (e.g., the US and Ireland). When they use an 
indicator for the 1930-1935 cohort as an instrument for low educational attainment they 
find that the earnings disadvantage roughly doubles  from its OLS value. While one might 
be concerned that the 1930-1935 cohort suffered other disadvantages besides their 
disrupted education careers, these results are comparable to Harmon and Walker 's  
(1995) in terms of the magnitude of the IV/OLS gap. 

Another study not reported in Table 4, by Angrist and Krueger (1992), examines the 
potential effect of "draft avoidance" behavior on the education and earnings of men who 
were at risk of induction in the 1970-1973 Vietnam war draft lotteries. Since enrolled 
students could obtain draft exemptions, many observers have argued that the draft lottery 
led to higher college enrollment rates, particularly for men whose lottery numbers implied 
the highest risk of induction. If true, one could use draft lottery numbers - which were 
randomly assigned by day of bhth - as instruments for education. While Angrist and 
Krueger (1992) report IV estimates based on this idea, subsequent research (Angrist 
and Krueger, 1995) showed that the link between lottery numbers and completed educa- 
tion is quite weak. In fact, the differences in education across groups of  men with different 
lottery numbers are not statistically significant. Thus, the IV estimates are subject to the 
weak instruments critique of Bound et al. (1995), and are essentially uninformative about 
the causal effect of education. 56 

A conclusion that emerges from the results in Table 4 and from other IV-based studies is 
that instrumental variables estimates of the return to schooling typically exceed the corl-e- 
sponding OLS estimates - often by 30% or more. If  one assumes on a priori grounds that 

56 The conventional IV estimates are typically equal to or just above the OLS estimates. Angrist and Krueger 
(1995) propose a "split sample" IV method to deal with the weak instruments problem. The split-sample IV 
estimates are all very imprecise. 
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OLS methods lead to upward-biased estimates of the true return to education, the even 
larger IV estimates obtained in many recent studies present something of a puzzle. A 
number of  hypotheses have been offered to explain this puzzle. The first - suggested by 
Bound and Jaeger (1996), for example - is that the IV estimates are even fur ther  upward 
biased than the corresponding OLS estimates by unobserved differences between the 
characteristics of the treatment and comparison groups implicit in the 1V scheme. This 
is certainly a plausible explanation for some part of the gap between OLS and IV in studies 
that do not control directly for family background, but it is less compelling for studies that 
include family background controls. 

A second explanation - proposed by Griliches (1977) and echoed by Angrist and 
Krueger (1991) - is that ability biases in the OLS estimates of  the return to schooling 
are relatively small, and that the gaps between the IV and OLS estimates in Table 4 reflect 
the downward  bias in the OLS estimates attributable to measurement errors. The impreci- 
sion of most of the IV estimates in Table 4 makes it difficult to rule out this explanation on 
a study-by-study basis. Since measurement error bias by itself can only explain a 10% gap 
between OLS and IV, however, it seems unlikely that so many studies would find large 
positive gaps between their IV and OLS estimates simply because of measurement error. 57 

A third possibility, suggested in a recent overview of the returns to education literature 
by Ashenfelter and Harmon (1998), is "publication bias". They hypothesize that in 
searching across alternative specifications for a statistically significant 1V estimate, a 
researcher is more likely to select a specification that yields a large point estimate of 
the return to education. As evidence of this behavior they point to a positive correlation 
across studies between the IV-OLS gap in the estimated return to education and the 
sampling error of the IV estimate. 58 

While all three of  these explanations have some appeal, I believe a fourth explanation 
based on underlying heterogeneity in the returns to education is also potentially important. 
Factors like compulsory schooling or the accessibility of schools are most likely to affect 
the schooling choices of  individuals who would otherwise have relatively low schooling. 
If  these individuals have higher-than-average marginal returns to schooling, then instru- 
mental variables estimators based on compulsory schooling or school proximity might be 
expected to yield estimated returns to schooling above the corresponding OLS estimates. 
A necessary condition for this phenomenon is that marginal rates of  return to schooling are 
negatively correlated with the level of schooling across the population. In the model 
presented in Section 3, the covariance of the return to schooling with the level of schooling 
is E [ ~ i ( S  i - S)]  = (k f  - k l ) V a r [ S i ]  , where k = kl + k2 andf i s  the fraction of the variance 
of schooling outcomes attributable to variation in ability. If  individual discount rates are 
constant (i.e., k2 = 0) this covariance is necessarily negative. Even if individuals have 

57 One caveat to this conclusion is the possibility that measurement errors are larger, or more systematically 
correlated with schooling levels, lbr individuals most affected by the interventions underlying the analyses in 
Table 4. Kane et al. (1997) find some evidence of this. 

5s Across the studies in Table 4 the IV-OLS gap is negatively related to the sampling error of the IV estimate, 
although the correlation is positive if the Harmon-Walker study is excluded. 
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increasing marginal discount rates (because of taste factors or financial constraints) 
marginal returns to education will be higher for less-educated individuals if ability differ- 
ences are not "too important" in the determination of schooling outcomes, and if the 
marginal return to schooling is decreasing. In this case, 1V estimates of the return to 
schooling based on institutional changes that raise schooling levels among less-educated 
subgroups may well exceed the corresponding OLS estimates. 

4.2. Estimators using family background as a control or instrument 

Table 5 summarizes some findings on the use of family background (typically parental 
education or the education of a sibling) as either a control variable or instrument in models 
of the return to education. For most of the studies presented in the table, I report three 
estimates of the return to education: an OLS estimate that excludes family background 
controls; an OLS estimate that controls for one or more family background characteristics; 
and an IV estimator that uses the same family background variable(s) as an instrument for 
education. For two of the studies (Miller et al., 1995; Ashenfelter and Rouse, 1998) I also 
present measurement-error corrected IV estimates for models that include both an indi- 
vidual's education and his or her sibling's education, using multiple reports of the siblings' 
education as instruments. 59 It should be noted that most of the studies described in Table 5 
do not focus directly on the specifications I have summarized, but rather report these 
results incidentally. 

The first group of studies in the table utilize parental education as a family background 
indicator. The Card (1995b) and Conneely and Uusitalo (1997) studies have already been 
described. ~° I prepared the estimates for the General Social Survey (GSS) sample speci- 
fically for this review. 6~ The Ashenfelter and Zimmerman (1997) paper uses father's 
education as a background variable in one set of models, and brother's education in 
another. With the exception of the results for women in the GSS, the results for these 
four studies are remarkably consistent. In all four cases the addition of parental education 
as a control variable (or set of controls) lowers the measured return to education by 5-10% 
(about the magnitude of the decline expected on account of measurement error factors 
alone); while the use of parental education as an instrument leads to IV estimates that are 
at least 15 % above the corresponding OLS estimates. Moreover (although not shown in the 
table), the coefficient of the parental education variable itself is positive and significant, 
but small in magnitude. For women in the GSS sample the addition of mother's education 
has essentially no effect on the return to a woman's own education, and higher mother's 

5~ Specifically, fbllowing the lead of Ashenfelter and Krueger (1994), both Miller et al. and Ashenfelter and 
Rouse make use of information collected from twins on their own and their sibling's education. 

60 The IV estimate associated with the data in my 1995b study is not reported in the published version of the 
paper. 

<,1 The GSS has tile advantage of including large samples of men and women. Earnings infolanation in this 
survey pertains to annual income: I imputed interval midpoints to the categorical data in the survey. 
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Table 5 
Estimates of the return to education with and without controlling for family background, and IV estimates using 
family background ~ 

Author Seanple and family background variable(s) OLS coefficients IV 
coefficient 

No Control 
control 

1. Card (1995b) NLS Young Men (see Table 4). Family 0.073 0.069 0.084 
background variables are both parents' (0.006) (0.006) (0.009) 
education (main effects and interactions) 
plus family structure u 

2. This chapter General Social Survey of adult household Men 0.073 0.067 0.106 
heads age 24-61, 1974-1996 data. Annual (N = 7860) (0.003) (0.003) (0.007) 
earnings (imputed from categorical data). 
Controls include cubic in age, race, Women 0.112 
survey year and region. Family back- (N = 7500) (0.004) 
ground variable is mother's education 

0.113 0./10 
(0.004) (0.01 l) 

3. Conneely and Finnish male veterans (see Table 4). 0.085 0.082 0.114 
Uusitalo Farnily background variable is parent's (0.001) (0.001) (0.006) 
(1997) education 

4. Ashenfetter NLS Young Men (1966 Cohort) merged Brother 1, 0.059 0.052 0.080 
and with NLS Older Men. Family background using other (0.014) (0.015) (0.027) 
Zimmerman variables are brother's or father's brother's 
(1997) education. Controls include quadratic education 

in age 
Sons, using 0.057 0.049 0.109 
father's (0.009) (0.009) (0.025) 
education 

5. Miller et al. Australian Twins Register (male and No allowance 0.064 0.048 
(1995) female identical twins). Income imputed for measure- (0.002) (0.003) 

from occupation. F~unily background ment error 
variable is twin's education. 
Controls include quadratic in age 
and marital status 

IV using 0.073 0.078 
twin's reporff (0.003) (0.009) 

6. Ashenl)lter 1991-1993 Princeton Twins Survey (men No allowance 0.102 0.092 
and Rouse and women). Identical twins. Family for measure- (0.010) - 
(1998) background variable is twin's education, ment error 

Controls include gender, race, and 
quadratic in age IV using 0.112 0.108 

twin's report ~ - 
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Table 5 (continued) 

Author Sample and family background variable(s) OLS coefficients IV 
coefficient 

No Control 
control 

7. Isacsson Swedish Twins Registry (men and Identical twins 0 .046 0.040 0.055 
(1997) women). Same-sex twins born 1926- (0.001) (0.002) 

1958. Administrative earnings data 
(average of 3 years). Family background 
variable is other twin's education. 

Fraternal 0.047 0.046 0.054 
twins (0.001) - (0.002) 

~ Notes: See text for sources and information on individual studies. 
b In this study the IV specification treats education and experience as endogenous and uses family background 

variables and age as instruments. 
c In these specifications each twin's education is instrumented by the other twin's report of their education. 

educat ion  has a very  small  nega t ive  effect  on earnings. As a consequence  the IV es t imate  

for the GSS  female  sample is sl ightly lower  than the OLS estimate.  62 

The  fifth, sixth and seventh studies descr ibed  in Tab le  5 all uti l ize samples  of  twins: in 

each case fami ly  background is measured  by a s ib l ing ' s  education.  Interest ingly,  the effect  

o f  adding a twin ' s  educat ion in these samples  is s imilar  to the effect  of  adding parental  

background  in the other studies: the coeff ic ient  o f  own-schoo l ing  falls by 10-25%.  Since  

tw in ' s  educat ion  levels  are even  more  h ighly  con 'e la ted  than fa ther - son  or  sibling educa-  

tion levels,  the magni tude  of  this drop is not  far off  the decl ine  attr ibutable to measu remen t  

error factors  alone. The Mil ler  et al. and A s h e n f e l t e r - R o u s e  studies a l low a direct test o f  

the "pure  measu remen t  error"  explanat ion,  s ince in both cases the authors report  es t imates  

for IV mode l s  that include both twins '  educat ion  levels  (as reported by one  twin) instru- 

men ted  by the educat ion levels  reported by the other  twin. 63 As shown in the table, the 

measuremen t -e r ro r  corrected est imates  o f  the return to own-educa t ion  with controls  for 

twin ' s -educa t ion  are about equal  to the cor responding  measuremen t  error-corrected OLS 

est imates  that do not  control  for fami ly  background.  

Based  on these findings for twins, and the results in the other studies in Table  5, I 

conc lude  that whatever  biases exist  in conven t iona l  OLS  est imates o f  the return to educa-  

t ion are also present  in models  that control  for fami ly  background.  Apar t  f rom an effect  

at tr ibutable to measuremen t  error, the return to educat ion  is about the same when  controls  

are in t roduced  for the educat ion of  one ' s  parents  or  siblings. In the context  of  the mode ls  

summar ized  in Table  3, this finding suggests  that the bias componen t  in the s imple  OLS 

6~_ Recall that these three estimators are mechanically linked. If mother's education has a negative ellect 
controlling for daughter's education, then the IV estimate using mother's education as an instrument is necessa- 
rily below the OLS estimate. 

63 Ashenfelter and Rouse (1998) actnally report estimates of models that include S~t and (Si~ + Si2)/2 (i.e., 
average family education). These coefficients can be "unscrambled" to show the direct effects of S~ and S~2, 
,although there is not enough information to construct standard errors for these effects. 
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estimator, A0 + ~90S, is about the same size as, or only slightly bigger  than, the bias in the 
estimator that controls for family background, Al + fflS. 

On the other hand, measures of  family background such as parental  or sibling education 
typically exert a small positive effect on earnings (i.e., the term A2 + ~2S is positive). 
Thus, IV estimates using family background as an exogenous determinant of schooling are 
often (but not always) substantially above the corresponding OLS estimates. 64 This 
conclusion is potential ly important for interpreting other IV estimates of the return to 
education based on factors like proximity to college or other institutional features of the 
education system. To the extent that individuals in the treatment and control groups of a 
quasi-experimental  analysis have different family backgrounds, one might expect a posi- 
tive upward bias in the resulting IV estimators. The IV results in Table 5 suggest that it is 
part icularly important to control for family background (or verify that family background 
is the same in the treatment and control groups) in any instrumental variables analysis of 
the return to schooling. 

As noted in Section 3, although the addition of controls for family background will not 
necessarily lead to consistent estimates of  the true return to schooling, under certain 
assumptions estimates from models that control for family background can be used to 
obtain consistent estimates of  the average marginal return to education. Specifically, if  one 
assumes that A1 + ~biS = A2 + ~92S, the upward bias in the est imated own schooling 
coefficient is equal to the probabili ty l imit  of  the family background var iable 's  coefficient. 
Thus one can subtract the latter from the former and obtain a consistent estimate o f /3 .  
Given that family background variables like the education of a parent or sibling typically 
exert a small positive effect on earnings, application of  this procedure to the studies in 
Table 5 would lead to estimates of the average marginal return to schooling that are 
somewhat below the OLS estimates. Subtraction of the coefficient of  a parent '  s or s ibl ing 's  
education from the own schooling coefficient is equivalent to a within-family estimator. 
Since the assumptions required to justify this estimator are most appealing in the case of 
twins, I defer a more detailed discussion to the next section. 

Under slightly weaker  assumptions but  with more information - specifically, with 
information on the earnings of the family member whose data is used as a control - it 
still may be possible to estimate the average marginal return to schooling. In particular, 
under the "pure family effects" assumption that siblings or parents share the same abil- 
ities, one can derive an estimate o f / 3  from the coefficients of a seemingly unrelated 
regression of  each family members '  earnings on his or her own schooling, and the other 

~,4 This conclusion differs slightly fi'om Griliches' (1979, p. $59) tentative conclnsion that "measured parental 
characteristics.., appear to affect earnings primarily via their effect on the level of achieved schooling. The 
market does not appear to pay for them directly." Another dimension of family background that seems to have 
stone effect on education of women is the sex composition of one's siblings. Butcher and Case (1994) show that 
women with brothers (rather than sisters) have slightly more education. They also use sex composition as an 
instrument for schooling and find much larger IV than OLS estimates of the return to schooling. Even though sex 
composition is random, it is unclear that its only effect on earnings is via education: thus Butcher and Case's 
(1994) IV estimates may be biased. 
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family members  schooling (see Eqs. (17a) and (17b)). Ashenfelter and Zimmerman report  
estimates from this procedure applied to brothers and la ther-son pairs, with and without 
corrections for measurement error biases. Their est imation methods ignore heterogeneity 
in the returns to schooling. This is not a problem for their sample of  brothers, who have 
roughly the same mean education, but may be more of an issue for their father-son sample, 
since the sons have about four years more education than the fathers. 65 

After  accounting for plausible measurement error biases, Ashenfelter and Zimmerman '  s 
findings for brothers imply estimates of/~ about equal to the corresponding OLS estimates. 
Their estimates for father-son pairs are more sensitive to assumptions about whether the 
true return to education is the same for fathers and sons, and whether fathers and sons are 
exchangeable in the projection equations for the latent family abili ty term. Their least 
restrictive specifications suggest a slightly lower estimate of/~ for fathers than the corre- 
sponding OLS estimate, but a much lower estimate of /~ for sons. Given their results for 
brothers, however,  an alternative interpretation is that the "pure family effects" assump- 
tion is inappropriate for father-son pairs. In fact, Ashenfelter  and Zimmerman find that a 
slightly modified model that allows latent family abili ty to have a differential effect on the 
intercepts of  fathers'  and sons' earnings equations seems to fit the data fairly well. After 
correcting for measurement error, this specification implies estimates of/~ for fathers and 
sons that are 25-50% lower than the corresponding OLS estimates. 

4.3. Studies of education and earnings using twins 

Table 6 summarizes five recent studies that compare the education and earnings of  twins. 
Two features of  these studies contrast with the earlier literature on twins surveyed by 
Griliches (1979). First, the samples in the recent literature are relatively large, and tend to 
include a broader  range of age and family background groups. Second, following the lead 
of Ashenfelter  and Krueger 's  (1994) innovative paper, most of  the recent studies squarely 
address the problem of measurement error. For  each study I report a cross-sectional (OLS) 
return to education, and two within-family differenced estimates: one estimated by OLS 
and the other corrected for measurement error. 

The Ashenfel ter  and Rouse (1998) study utilizes 3 years of data collected in the Prin- 
ceton Twins Survey (PTS): their sample includes 340 pairs of identical twins, 60% of  
whom are women. As shown for the two specifications in Table 6, Ashenfelter and 
Rouse 's  within-family estimates of the return to education are about 30% lower than 
their corresponding OLS estimates. This finding contrasts with the results in Ashenfelter 
and Krueger (1994) based on only 1 year of data from the PTS, which indicated a bigger 
within-family than OLS estimate. 66 The PTS questionnaire asked each twin their own 
education and their sibling's  education. This extra set of  responses allow Ashenfelter and 

65 If there is heterogeneity in returns to education Eqs. (17a) and (17b) imply that the coefficients of the 
seemingly unrelated regression depend on the mean levels of education of the different family members. 

66 Rouse (1997, Table 3) presents some results which suggest that Ashenfelter and Krueger's findings are 
attributable to sampling variability associated with their relatively small sample. 



Ch. 30: Causal Effect of  Education on Earnings 1847 

Rouse  to use one  tw in ' s  responses  about  the difference in school ing  for the pair as an 

ins t rument  for the other  tw in ' s  responses.  67 The  IV est imates,  presented  in the third 

co lumn of  Tab le  6, are 25% larger than the s imple  d i f ferenced est imates,  and about 

10% below the cor responding  OLS estimates.  Rouse  (1997) extends the analysis in Ashen-  

fel ter  and Rouse  wi th  one  further year  o f  data f rom the PTS.  Her  findings, summar ized  in 

row 2 of  Tab le  6, are genera l ly  consistent  wi th  those in Ashenfe l t e r  and Rouse  (1998), 

a l though R o u s e ' s  IV es t imate  is somewhat  above  the es t imate  repor ted  by Ashenfe l te r  and 

Rouse,  and actual ly  exceeds  the OLS es t imate  for the same sample.  68 

The study by Mi l le r  et al: (1995) uses data for 1170 Austra l ian  twin pairs (about one- 

ha l f  female) .  The  advantage  o f  the large sample  size is offset by the absence o f  useable  

i n c o m e  data: Mi l le r  et al. have  to impute  incomes  based on two-dig i t  occupat ion.  Thus, 

twins with the same two-dig i t  occupat ion  are coded  as hav ing  the same income.  69 For  

ident ical  twins Mi l le r  et al. (1995) find that the wi th in- fami ly  es t imate  of" the return to 

educat ion is a lmos t  50% lower  than the cross-sect ional  es t imate;  for fl 'aternal twins, tile 

wi th in- fami ly  es t imator  is 40% lower.  L ike  the PTS,  the Austra l ian  twins  dataset includes  

mul t ip le  reports  o f  each tw in ' s  educat ion.  Mi l le r  et al. (1995) fo l low Ashenfe l te r  and 

Kruege r ' s  (1994) procedure  of  using one twin ' s  responses  on the dif ference in school ing 

for the pair  as an ins t rument  for the o ther ' s  responses.  For  ident ical  twins,  the resul t ing IV 

est imate  is about  40% above  the di f ferenced OLS est imate,  but  still 25% below the cross- 

sect ional  est imate.  For  fraternal  twins the IV est imate  is actual ly  s l ight ly above the OLS 

estimate.  
B e h n n a n  et al. (1994) analyze  a dataset that pools  the N A S - N R C  sample  of  white male 

Wor ld  War  II ve terans  wi th  data on men  f rom the Minneso ta  Twins  Registry.  7° Whi le  the 

main  focus o f  their  paper  is on models  o f  in ter- famil ia l  resource  al locat ion,  an appendix  

table reports c ross-sec t ional  and wi th in- fami ly  est imates  o f  the return to schooling.  For  

ident ical  twins, B e h r m a n  et al. (1994) find that the wi th in - fami ly  es t imate  of  the return to 

school ing is about  50% as large as the cross-sect ional  O L S  est imate,  7~ whi le  for fraternal 

67 With two measures of each twin' s education there are four possible estimates of the differences in education. 
Ashenfelter and Krueger (1994) and Rouse (1997) examine the covarimme structure of these differences and 
conclude that the measurement errors in a given twin's reports of her own education and her sibling's education 
are slightly correlated. Differences in the reports that a given twin provides of the two education levels will 
eliminate this correlation. 

~,8 The IV estimate for Rouse (1997) in Table 6 (which uses one twin's report of the difference in the pair'~ 
education as an instrument for the other twin' s) is not reported in her paper, but was reported by Rouse in a private 
communication to Gary Solon. 

69 It would be interesting to compare the use of actual income data and imputed incomes in a dataset that 
includes both, such as the PTS, to judge whether the imputation differentially affects cross-sectional versus 
within-family estimates of the return to education. 

7(~ The NAS-NRC sample has been extensively analyzed by some of the same co-authors, e.g., Behrman et al. 
(1980). Behrman et al. impute earnings for the Minnesota sample using occupation. 

71 This ratio is slightly higher than the ratio reported in earlier work by Behrman et al. (1980)for identical twins 
in the NAS-NRC sample. Griliches (1979) characterized their results as showing a 65% reduction in the retnrn to 
schooling between the OLS and within-family estimators. 
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twins the relative ratio is 80%. Although they do not actually estimate IV models to correct 
for measurement error, Behrman et al. (1994) report that the reliability of the within- 
family difference in schooling for identical twins in the NAS-NRC sample is 0.62. Using 
this estimate, a corrected estimate of the within-family return to schooling for identical 
twins is 0.056. Behrman et al. (1994) do not give a comparable estimate of the reliability 
ratio for fraternal twins. Results in Miller et al. (1995) and Ashenfelter and Krueger 
(1994), however, suggest that the reliability of within-family differences in schooling 
for fraternal twins is about 0.8. Using this estimate, a corrected estimate of the within- 
family return to schooling for fraternal twins is 0.071. The relative magnitudes of the OLS 
and within-family estimators for identical and fraternal twins in BeN'man et al. (1994) and 
Miller et al. (1995) are therefore very comparable. 

Finally, Isacsson (1997) analyses earnings and schooling differences among a large 
sample of Swedish twins (about one-half women). For a subsample of the data he has 
information on two measures of schooling: one in a register held by Statistics Sweden; 
another based on self-reported education qualifications. 72 As shown in Table 6, Isacsson 
finds that the within-family estimate of the return to schooling for identical twins in the 
subsample with two schooling measures is less than 50% as large as the corresponding 
OLS estimator, while for fraternal twins the ratio is 80%. He constructs IV estimates for 
the within-family model using the difference in the survey measures of schooling as an 
instrument for the differences in the registry measures. 73 For identical twins, the within- 
family IV estimator is only marginally above the within-family OLS estimate, implying 
almost no measurement error bias. For fraternal twins, on the other hand, the IV procedure 
raises the within-family estimate by 35%. Since one would have expected a bigger 
measurement error attenuation for identical twins than fi'aternal twins, the patterns of 
Isacsson's findings are somewhat puzzling. 

Isacsson (1997) also constructs measurement-error-corrected estimates of the return to 
education for a broader sample of twins, assuming "low" and "high" estimates of the 
reliability of his main schooling measure (reliabilities of 0.85 and 0.95, respectively). The 
results are summarized in the last two rows of Table 6. For fraternal twins the corrected 
within-family estimates lie in a fairly fight range (0.044-0.060) that brackets the within- 
family IV estimate based on the two schooling measures (0.054). For identical twins the 
range of the corrected estimates is wider (0.027-0.060) and lies above the within-family 
IV estimate based on the two schooling measures (0.024). 

Taken as a whole, Isacsson's results suggest that the measurement-error-corrected 
within-family estimate of the return to education for fraternal twins in Sweden is about 
as big or even bigger than the corresponding OLS estimate. The precise relative magnitude 
of the measurement-error-corrected within-family estimate for identical twins is more 

72 There is a substantial difference in t iming in the two measures. The register-based estimate pertains to 1990 

while  the self-reported measures were collected in 1974. i sacsson 's  earnings data are based on administrat ive 
records for 1987, 1990, and 1993. 

73 He also reports some evidence on the appropriateness of the assumptions that are needed to justify consis- 

tency of these estimates. 
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uncertain, and seems to be very sensitive to assumptions about measurement error. A 
cautious interpretation of  Isacsson's findings is that there may be some upward bias in 
OLS estimates of  the return to schooling relative to the within-family estimate for identical 
twins. 

What general conclusions can be drawn from the recent twins literature? Suppose on a 
priori grounds one believes that identical twins have identical abilities. Then the within- 
family estimator for identical twins, corrected for measurement error biases, is consistent 
for the average marginal return to schooling in the overall twins population. 74 Assuming 
that this is the case, the estimates in Table 6 suggest that a cross-sectional OLS estimator 
yields a slightly upward-biased estimate of the average marginal return to education: the 
magnitude of  the bias ranges across studies l¥om 50% (lsacsson) to zero (Rouse, 1997). 
Given the limitations of  the imputed earnings data used by Miller et al. (1995) and Behr-- 
man et al. (1994), and the uncertainties in the measurement error corrections for Isacsson's 
study, I put more weight on the Ashenfelter-Rouse and Rouse studies, which suggest a 
smaller range of  biases - more like 10-15%. 

A second conclusion emerges from the three studies that present results for' fraternal 
twins. In these studies the measurement-error-corrected within-family estimator of  the 
return to education for fraternal twins is about equal to the corresponding OLS estimator. 
Interestingly, Ashenfelter and Zimmerman's  measurement-error-corrected estimate of the 
return to schooling for brothers - constructed under the assumption that brothers have 
identical abilities - is also about equal to the corresponding OLS estimate. Since fraternal 
twins are essentially brothers (or sisters) with the same age, the similarity of the findings 
for fraternal twins and brothers is reassuring. Assuming that OLS estimates are upward- 
biased relative to the true average causal effect of education, the within-family estimates 
based on fi'aternal twins or brothers must also be upward-biased. Moreover, since the OLS 
estimator is downward biased by measurement error, whereas the corrected within-family 
estimates for fraternal twins or brothers are not, one can conclude that the ability bias in 
within-family estimators for fraternal twins or brothers are smaller than the ability bias in 
cross-sectional OLS estimators: on the order of one-half as large. 75 This implies that 
ability differences between brothers or sisters are relatively less important determinants 
of  within-family schooling outcomes than are overall ability differences in the determina- 
tion of schooling outcomes for the population as a whole. 

Such a finding opens up the interesting question of  how and why families affect the 
schooling decisions of  children with differential abilities. Behrman et al. (1982) present a 
model incorporating parental preferences in the distribution of  education resources across 
siblings that is consistent with either reinforcing or compensatory behavior (i.e., families 
may spend more educating either their more- or less-able children). Their empirical find- 
ings support the notion of  compensatory parental behavior - behavior that would lead to a 

74 The "twins population" may be lairy broad or very narrow, depending on the dataset. 
75 Write the plim of the OLS estimator as R0(/3 + Gols) and the plim of the measurement-error con'ected 

fraternaI-twins-based estimator as (/3 + @). If the OLS and corrected fraternal twins estimators are about 
equal, then R0(/3 + Gol 0 = (/3 + Gj). Assuming that R0 ~ 0.9, if Gjis 10-20% of/3, G/IGoI~ is 45-60%. 
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reduction in the relative importance of ability differences in determining education 
outcomes within families than between families, v(' 

If one does not believe that identical twins have identical abilities, then even the within- 
family estimator of the return to education for identical twins may be biased by ability 
differences. Ashenfelter and Rouse (1998) present a variety of indirect evidence in support 
of the hypothesis that identical twins are truly identical, and that differences in their 
schooling levels are attributable to random factors rather than to ability differences. For 
example, they report that schooling differences among identical twins are uncorrelated 
with birth order and with their spouse's education. 77 Despite this evidence, and the strong 
intuitive appeal of the "equal abilities" assumption for identical twins, however, I suspect 
that observers with a strong a priori belief in the importance of ability bias will remain 

unconvinced. 

4.4. Direct  evidence on the heterogeneity in returns to education 

A final set of results in the recent literature that are worth briefly reviewing concern 

observable sources of variation in the return to education. Among the potential sources 
of heterogeneity that have been identified and studied are school quality, family back- 
ground, and ability, as measured by IQ or aptitude test scores. 

Much interest in the connection between school quality and the return to education was 
stimulated by the observation that black men had substantially lower returns to schooling 
than white men in the early 1960s (e.g., Welch, 1973). Moreover, most of the convergence 
in black-white relative wages that occurred in the 1960s and 1970s can be attributed to a 
combination of rising relative returns to education for more recent cohorts of black men, 
and the increasing relative education of blacks relative to whites (Smith and Welch, 1986; 
1989). Since the relative quality of schools attended by black students in the segregated 
southern states improved significantly between 1920 and 1960 (Card and Krueger, 1992b), 
these facts have led researchers to speculate that increases in school quality may lead to 
increasing educational attainment and higher returns to education. 

Card and Krueger (1992a,b) estimate rates of return to schooling for different cohorts of 
white and black men who were born in different states and correlate these returns with 
measures of school quality by cohort and state-of-birth.78 A distinctive feature of measured 

returns to education which complicates this analysis is the fact that education-related wage 
differentials are higher in some parts of the US than others. 79 Card and Krueger address 

76 Tile more recent study by Behnnan et al. (1994), however, finds reinforcing behavior in the allocation of 
school resources within families. 

77 The latter finding seems to be at odds with results in Behrman et al. (1994, Table A2) who report a strong 
relationship between differences in education and differences in spouses' education among identical twins. 

78 Previous studies that model school quality effects on the return to education include Akin ~md Garfinkel 
(1980) and Link et al. (1980). 

79 This feature of the US labor market was documented in Chiswick (1974). Dahl (1997) presents a thorough 
summary of the variation in returns to education by state in 1980 and 1990, and evaluates the contribution of 
selective migration to these patterns. 
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this by assuming an additive structure to the return to education: an individual born in one 
state and working in another receives the sum of a state-of-birth component (that presum- 
ably varies with school quality); and a state-of-residence component,  so Under this assump- 
tion, Card and Krueger (1992a,b) show that the state-of-birth components in the returns to 
schooling are systematical ly correlated with characteristics of  the school system. For 
example, their results suggest that lowering the state-wide pupil- teacher ratio by 10 
students raises the rate of  return to education earned by students from the state by about 
0.9 percentage points. 

From the point of  view of the models presented in Section 3, another interesting finding 
reported by Card and Krueger  is that students who grew up in states with better quality 
schools acquired more education. For example,  their results for white men imply that a 
reduction in the statewide pupil-teacher ratio by 10 students raises average educational 
attainment by 0.6 years. In principle, school quality may affect educational attainment by 
lowering the marginal  cost of  schooling, or by raising the marginal  benefits of schooling, 
or both. I f  one ignores the cost effect, then the implied estimate of  the parameter k in Eq. 
(4) for white men born in the 1920-1950 period is 0.013. sl This in turn suggests that the 
magnitude of  the endogeneity component (~/JoS = k fS)  in the OLS estimate of the return to 
schooling is about 0.15f, w h e r e f i s  the fraction of  the variance in school outcomes that is 
attributable to differences in ability versus differences in tastes. Assuming that the endo- 
geneity bias is about 0.015 (as implied by the results in Ashenfelter  and Rouse, 1998) f i s  
about 10%. These calculations are obviously speculative: nevertheless, they illustrate the 
potential usefulness of  data on observable determinants of  the return to education in 
developing a better understanding about the causal effects of  education. 

Further evidence on the extent of heterogeneity in returns to education and its relation- 
ship to school quality and family background is presented in a series of  papers by Altonji  
and Dunn (1995, 1996a,b) that study earnings and schooling data for sibling pairs in the 
National Longitudinal  Surveys of Young Men and Young Women  and the Panel Study of 
Income Dynamics.  Altonji  and Dunn fit models of log earnings that include education, 
various control variables, and interactions of  education with parental education, IQ, and 
school quality characteristics. 82 They estimate these models  excluding and including 
family fixed effects. The latter specifications are perhaps the most interesting aspect of 
their work, since in these models the direct or main effects of family background are held 

so This assmnption is criticized by Heckman et al. (1996) because it ignores the possibility of selective 
migration. Interestingly, Heckman et al. find larger average effects of school quality in models that control for 
selective migration by including a function of the distance that individuals have migrated between their state of 
residence and state of birth. See Card and Krueger (1996) lbr a summary and discussion. 

81 In the model, Si = ( b i  - r i ) [ k .  If a rise in school quality that raises the average return to schooling by 0.009 
leads to 0.6 years of added schooling then k ~/).013. 

8~ There is an earlier literature that includes interactions of family background and ability measures with 
schooling. Hauser (1973) found little evidence that father's occupational status affected the return to schooling 
of sons. Similarly, Olneck (1979) concludes that IQ and father's education have little systematic effect on the 
return to education. On the other hand, Hause (1972) and Willis and Rosen (1979) find positive interactions 
between aptitude test scores and education. 
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constant. As one would expect from the discussion of sibling and twin models in Section 3, 
measurement error plays a potentially important role in the within-family models: Altonji 
and Dunn develop estimates of the likely magnitude of the attenuation biases that arise in 
these models and interpret their estimates accordingly. 

Altonji and Dunn's results suggest that higher school quality, as measured by spending 
per pupil, average teacher salaries, or a composite index, raises the return to education. 
With respect to family background and ability their results are less conclusive. In some of 
their models that include family fixed effects they find that higher mother's education 
raises the return to education, although in other samples and specifications the effects are 
weak and even opposite-signed. Like the earlier literature, they find small and unsyste- 
matic effects of parental education on the returns to education in models that exclude 
family fixed effects. The effects of IQ on the return to education are generally positive (but 
imprecisely estimated) in the within-family models but negative in the models that exclude 
family effects. 

Ashenfelter and Rouse (1998) also analyze the effects of family background on the 
returns to schooling for identical twins. Consistent with Altonji and Dunn, their estimates 
of the interactions between parental education and the difference in schooling between 
identical twins are positive but imprecise. 

Finally, Ashenfelter and Rouse (1998) present some interesting evidence on the exis- 
tence of declining marginal returns to schooling (i.e., concavity in the relationship 
between log earnings and schooling at the individual level). They augment a simple 
within-family differenced earnings equation for identical twins with an interaction 
between the twins' average education and their difference in education. In the context 
of the model represented by Eq. (15) the coeffÉcient on this interaction is an estimate of the 
coefficient kl. 83 Ashenfelter and Rouse find that returns to schooling decline with the 
average level of schooling - from about 0.12 at 9 years of schooling to 0.08 at 16 years 
of schooling - although the gradient is not precisely measured. Such direct evidence of a 
declining marginal return to schooling supports the interpretation of the IV estimators in 
Table 4 as yielding estimates of the marginal return to schooling for people who would 
otherwise have below-average schooling outcomes (relative to the population analyzed in 
each study). 

This brief review suggests three main conclusions. First, the return to education is 
related to some observable covariates, such as race, school quality, family background 
measures, and perhaps measured ability. Second, factors such as race, school quality, and 
mother's education that are associated with higher re turns  to education are also generally 
associated with higher levels" of education. These patterns are compatible with an optimiz- 
ing model of school quality in which individuals are more likely to choose higher levels of 
education if the return to education is higher. Third, but more tentatively, individual 
returns to education are declining with the level of education. 

s~ Assmmng equal abilities for identical twins, Eq. (15) implies that Alogyi- b i A S  i " 112k~(S~1 S}~) 
b i z X S  i - k l S i A S i ,  where Si is the average education of the twins in family i. 
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Taken as a whole, I bel ieve that the recent literature on the returns to education points to 
five key conclusions: 

1. Consistent with the summary of the literature from the 1960s and 1970s by Griliches 
(1977, 1979) the a v e r a g e  (or average marginal) return to education in a given popula- 
tion is not much below the estimate that emerges from a simple cross-sectional regres- 
sion of  earnings on education. The "best  avai lable" evidence from the latest studies of 
identical twins suggests a small upward bias (on the order of  10%) in the simple OLS 
estimates. 

2. Estimates of  the return to schooling based on comparisons of  brothers or fraternal twins 
contain some posit ive ability bias, but less than the corresponding OLS estimates. 
Abil i ty differences appear to exert relat ively less influence on within-family schooling 
differences than on between-family differences. 

3. IV estimates of  the return to education based on family background are systematically 
higher than corresponding OLS estimates and probably contain a bigger upward ability 
bias than the OLS estimates. 

4. Returns to education vary across the population with such observable factors as school 
quality and parental education. 

5. IV estimates of the return to education based on interventions in the school system tend 
to be 20% or more above the corresponding OLS estimates. Whi le  there are several 
competing explanations for this finding, one plausible hypothesis is that the marginal 
returns to schooling for certain subgroups of the population - particularly those 
subgroups whose schooling decisions are most affected by structural innovations in 
the schooling system - are somewhat higher than the average marginal returns to 
education in the population as a whole. 

While  research over the past decade has made genuine progress on the question of the 
causal effect of education, it may be useful to conclude with a brief  list of related topics 
that have not been as thoroughly addressed. One unresolved question is whether the 
private return to education - which is the focus of  the microeconometric  work surveyed 
here - is equal to, bigger, or smaller than the social return. This question lay at the center of 
the growth accounting controversy that stimulated much of  the modern literature on the 
return to education, and has re-emerged in the past decade with the return of interest in 
sources of  long-run economic growth. Indeed, much of  the "new" growth theory focusses 
on the possible existence of significant externalities to education. 84 The study of market- 
level externalit ies is obviously more difficult than the study of  individual-level private 
returns to education: there are no "identical  twins" at the market  level. Nevertheless, some 
of  the ideas that underlie the quasi-experimental  studies of the private return to education 

~4 See the chapter by Topel in this volume for a summary of the this literature with an emphasis on human 
capital issues. 
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may be useful at the more aggregate level. For  example,  institutional changes in the school 
system may  lead to shifts in the relative supply of better-educated workers in one area 
relative to another that can be used to construct market- level  quasi-experimental  contrasts. 

A second (and related) question is whether the private return to education operates 
through a homogeneous shift in the productivity of better-educated workers, or through 
a more complex mechanism, such as differential access to different types of jobs. Some 
authors interpret the research on sheepskin effects described in Section 2 as distinguishing 
between these alternatives (see, e.g., Weiss,  1995). An innovative study of the market  
returns to a General  Educational Development  (GED) certificate by Tyler  et al. (1998) 
suggests that credentials per se have a significant value in the US labor market, while other 
work (e.g., Cameron and Heckman, 1993) has questioned this hypothesis. 85 

A third question that has received renewed interest in the recent literature is how returns 
to education vary with observable characteristics, such as family background, school 
quality, ability, or location. One worthy goal of future research is to develop a better 
understanding of  the extent to which the effects of  permanent characteristics l ike family 
background on the returns to education "expla in"  their effects on educational attainment. 
A loftier goal is to understand the joint  determination of schooling attainment and other 
endogenous outcomes like location or occupation in the context of a structural model  of 
schooling and earnings determination. 

A final issue that I have ignored in this chapter is variation in the returns to education 
over time: either for the economy as a whole, or for fixed cohorts of  individuals. Over the 
past 15 years the conventionally measured return to education has risen by 35-50% (see 
Autor et al., 1997, or the chapter by Katz and Autor in this volume). Relative to these 
shifts, the abili ty biases that are the focus of the literature reviewed here seem very modest  
in magnitude. Nevertheless, some authors have argued that changes over t ime in the 
overall return to education may be driven in part by changes in the magnitude of the 
abili ty bias components (e.g., Taber, 1998; Cawley et al., 1998). Some of the methods 
developed to study the extent of ability bias in a cross-sectional dataset can be extended to 
panel data, offering the possibil i ty of modell ing t ime-varying ability biases. 

Appendix A 

A. 1. OLS estimation o f  a random coefficients model 

Let y denote a (scalar) outcome variable that is related to a k-dimensional covariate X 

~.5 Tyler et al.'s (I 998) research design underscores the value of detailed institutiomd knowledge in helping to 
untangle causal mechanisms in the labor market. The GED certificate is awarded in lieu of high school graduation 
for successful completion of a test. In some states, however, the required test score to earn a GED is lower, 
allowing one to test whether the certificate itself is rewarded in the labor market, or only the underlying "knowl- 
edge". Tyler et al.'s results suggest that the certificate itself is important, since people with the same scores who 
would earn the degree in one state but not another appear to earn more when they have the degree. 
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through a linear regression model with random intercept c~ and random slope coefficients 

/3: 

y = c~ + X~/3 + u = c~ + X'/3 + (c~ - 6z) + X~(/3 - ~]) + u, (A.1) 

where c~ and/3  denote the means of ~ and/33, respectively,  and E[X~u] = 0. Denote the 

linear projections of  c~ and/3  on X by 

c~ - 6z = A/(X -- Jr) + vl, (A.2a) 

/3 - /3 = tp(X - 3~) + v2, (A.2b) 

where E[X~Vl] = E[X~v2] = 0 (by definition of A and ~p). Using these definitions, 

El(/3 - ~ ) (X  - X')] = OE[(X - X ) ( X  - 2 ) ' ]  = ~bvar[X], 

and therefore 

c o v [ X ,  x ' ( / 3  - f i ) ]  = E [ ( X  - 2 ) ( / 3  - / 3 ) ' X l  = E [ ( X  - 2 ) ( / 3  - [3 ) ' (X  + ( X  - 2 ) ) ]  

= var[X] ~ /2  + D, 

where 

D = E[(X - X)(X - 2) ' ( /3 - / 3 ) ] .  

The probabil i ty l imit  of the OLS estimator of 13 for Eq. (A.I)  is therefore 

var[X] lcov[X,y]  = var[X] -1 {var[X]/3 + var[X]A + var[X]O/X + D} 

---=/3 + A + ~0'J( + vat[X] ID. 

Notice that if  X and/3 are jointly symmetrical ly distributed then D = 0. In this case the 

probabili ty l imit  of the OLS regression coefficient is just  

plim(fio~s) = / 3  + A + ~ff2. (A.3) 

A.2. Es t ima t ion  o f  a r a n d o m  coef f icients  m o d e l  

Consider the estimation of  Eq. (A.I)  when a set of instruments Z is available with the 

property that 

E[(c~ - 60 [ Z] = 0, (A.3a) 

E[(/3 - fi)  I Z ] -  0. (A.3b) 

Assuming that Z includes a vector of constants, denote the reduced form projection of X on 

Z by 

X = I I Z  + v. (A.4) 
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Finally, assume that 

g[u  i x ,  z ]  = 0, E[v I Z] = 0 ,  (A.5a) 

E[o~ -- 6 IX,  Z] = A~X + A~zZ, (A.5b) 

E[]3 - fi IX, Zl = GX + 0~Z. (A.Sc) 

Assumption (A.5a) strengthens the orthogonality conditions defining the error components 
u and v into assumptions on conditional expectations. Assumptions (A.5b) and (A.5c) 
specify that the conditional expectations of  ~ and ]3 are linear in X and Z. Under these 
assumptions, 

0 = E[~ - a I Z] = E[A'x(//Z + v) + A'zZ [ Z] = (A~.ll + A'z)Z, 

implying that AZ~ = - A l d L  Similarly 

0 = E[]3 - fi I Z] = E[~px(//Z + v) + qJzZ I Z] -- Oh.ill + tkz)Z, 

implying that ~pz = - ~/J~H. Substituting (A.5b) and (A.5c) into (A. 1) and taking expections 
conditional on (X,Z) yields 

ELy I X, Z] = 6 + X' f i  + A~x x + A/zZ + X f ( G X  + OzZ) 

= a + x ' f i  + & ( x  - / / z )  + x ' G ( x  - I I z )  

= de + X1fi + G v  + XIGv .  (A.6) 

Using standard arguments, (A.6) implies that consistent estimates of  fi can be obtained 
from a "control function" estimator that includes X, ff (the residual from a regression of X 
on Z) and interactions of X and ~ (see also Garen, 1984). Notice that if ]3 is constant then 
the control function is simply • yielding the conventional IV estimator. (In this case the 
preceding assumptions can be weakened by replacing the expectations operator in Eqs. 
(A.3) and (A.5) by the linear projection operator.) 

A.3. Measurement  error in a bivariate regression model 

Consider a bivariate regression modem 

y = X~b 1 + X2b 2 + u, (A.7) 

where XI and X2 are measured with error. Denote the observed value of Xi by X~ ~ (i = 1,2), 
and assume that 

XI  ° = XI  -{ g'l, X2 ° - -  X2 -}- g2, 

where E[Xi,~/] = E[ele2] = 0. Let R~ and R2 denote the reliability ratios of XI and X2, 
respectively, where 
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R i =-- cov[Xi °, Xi] /var[Xi°] .  

Finally, consider the auxiliary regressions 

XI = X l ° a l l  + X2°a12 + Vl, 

X 2 : X l ° a 2 1  q -X2°a22  + v 2, 
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(A.8a) 

(A.8b) 

where vi is orthogonal to X]' and X~ for i = 1,2. The coefficients of these regressions can be 
expressed in terms of the variances of the observed X's, the reliability ratios, and p, the 
correlation of the observed covariates, X~ and X~. If y is regressed on the observed X's: 

y = Xl°Cl  -l- X2°c2 -t- e, 

the regression coefficients will equal 

Cl = b i a l l  + baa21, c2 = b l a t 2  + b2a22. 

It is easy to show that 

RI - p2 
Cl = b l  1 _ p 2  

R2 - p2 
C2 = b 2  1 "- p2 vat [X2 o] 

1 - R 2 c o y [ X / o ,  X2 o] 
- -  + b 2 -  X o] 

1 - p2 var [Xt  

1 - R 1 cov [Xj  o, X2 o] 
- -  + b l - - X  

1 - p2 

(A.9a) 

(A.9b) 
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Abstract 

J. J. H e c k m a n  et al. 

Policy makers view public sector-sponsored employment and training programs and other active 
labor market policies as tools for integrating the unemployed and economically disadvantaged into 
the work force. Few public sector programs have received such intensive scrutiny, and been 
subjected to so many different evaluation strategies. This chapter examines the impacts of active 
labor market policies, such as job training, job search assistance, and job subsidies, and the methods 
used to evaluate their effectiveness. Previous evaluations of policies in OECD countries indicate that 
these programs usually have at best a modest impact on participants'  labor market prospects. But at 
the same time, they also indicate that there is considerable heterogeneity in the impact of these 
programs. For some groups, a compelling case can be made that these policies generate high rates of 
return, while for other groups these policies have had no impact and may have been harmful. Our 
discussion of the lnethods used to evaluate these policies has more general interest. We believe that 
the same issues arise generally in the social sciences and are no easier to address elsewhere. As a 
result, a major focus of this chapter is on the methodological lessons learned from evaluating these 
programs. One of the most important of these lessons is that there is no inherent method of choice for 
conducting program evaluations. The choice between experimental and non-experimental methods 
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or among alternative econometric estimators should be guided by the underlying economic models, 
the available data, and the questions being addressed. Too much emphasis has been placed on 
formulating alternative econometric methods for correcting for selection bias and too little given 
to the quality of the underlying data. Although it is expensive, obtaining better data is the only way to 
solve the evaluation problem in a convincing way. However, better data are not synonymous with 
social experiments. © 1999 Elsevier Science B.V. All rights reserved. 

JEL codes: J24; J31; C50; C93; J64 

1. Introduction 

Public provision of job  training, of wage subsidies and of job  search assistance is a feature 
of  the modern welfare state. These activities are cornerstones of  European "active labor 
market pol ic ies" ,  and have been a feature of US social welfare pol icy  for more than three 
decades. Such policies also have been advocated as a way to soften the shocks adminis- 
tered to the labor markets  of  former East Block and Latin economies cun-ently in transition 
to market-based systems. 

A central characteristic of the modern welfare state is a demand for "object ive" knowl- 
edge about the effects of  various government tax and transfer programs. Different parties 
benefit and lose from such programs. Assessments of these benefits and losses often play 
critical roles in pol icy decision-making. Recently, interest in evaluation has been elevated 
as many economies with modern welfare states have floundered, and as the costs of 
running welfare states have escalated. 

This chapter examines the evidence on the effectiveness of welfare state active labor 
market policies such as training, job  search and job subsidy policies,  and the methods used 
to obtain the evidence on their effectiveness. Our methodological  discussion of alternative 
approaches to evaluating programs has more general interest. Few US government 
programs have received such intensive scrutiny, and been subject to so many different 
types of evaluation methodologies,  as has governmental ly-supplied job  training. In part, 
this is due to the fact that short-run measures of  government training programs are more 
easily obtained and are more readily accepted. Outcomes such as earnings, employment,  
and educational and occupational attainment are all more easily measured than the 
outcomes of  health and public school education programs. In addition, short-run measures 
of  the outcomes of  training programs are more closely l inked to the "treatment" of 
training. In public school and health programs, a variety of  inputs over the lifecycle 
often give rise to measured outcomes. For these programs, attribution of specific effects 
to specific causes is more problematic. 

A major focus of  this chapter is on the general lessons learned from over 30 years of 
experience in evaluating government training programs. Most of  our lessons come from 
American studies because the US government has been much more active in promoting 
evaluations than have other governments, and the results from the evaluations are often 
used to expand - or contract - government programs. We demonstrate that recent studies 
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in Europe indicate that the basic patterns and lessons from the American case apply more 
generally. 

The two relevant empirical questions in this literature are (i) adjusting for their lower 
skills and abilities, do participants in government employment and training programs 
benefit from these programs? and (ii) are these programs worthwhile social investments? 
As currently constituted, these programs are often ineffective on both counts. For most 
groups of participants, the benefits are modest, and at worst participation in government 
programs is harmful. Moreover, many programs and initiatives cannot pass a cost-benefit 
test. Even when programs are cost effective, they are rarely associated with a large-scale 
improvement in skills. But, at the same time, there is substantial heterogeneity in the 
impacts of these programs. For some groups these programs appear to generate significant 
benefits both to the participants and to society. 

We believe that there are two reasons why the private and social gains from these 
programs are generally small. First, the per-capita expenditures on participants are usually 
small relative to the deficits that these programs are being asked to address. In order for 
such interventions to generate large gains they would have to be associated with very large 
internal rates of return. Moreover, these returns would have to be larger than what is 
estimated for private sector training (Mincer, 1993). Another reason that the gains from 
these programs are generally low is that these services are targeted toward relatively 
unskilled and less able individuals. Evidence on the complementarity between the returns 
to training and skill in the private sector suggests that the returns to training in the public 
sector should be relatively low. 

We also survey the main methodological lessons learned from thirty years of evaluation 
activity conducted mainly in the United States. We have identified eight lessons from the 
evaluation literature that we believe should guide practice in the future. First, there are 
many parameters of interest in evaluating any program. This multiplicity of parameters 
results in part because of the heterogeneous impacts of these programs. As a result of this 
heterogeneity, some popular estimators that are well-suited for estimating one set of 
parameters are poorly suited for estimating others. The understanding that responses to 
the same measured treatment are heterogenous across people, that measured treatments 
themselves are heterogeneous, that in many cases people participate in programs based in 
part on this heterogeneity and that econometric estimators should allow for this possibility, 
is an important insight of the modem literature that challenges traditional approaches to 
program evaluation. Because of this heterogeneity, many different parameters are required 
to answer the interesting evaluation questions. 

Second, there is inherently no method of choice for conducting program evaluations. 
The choice of an appropriate estimator should be guided by the economics underlying the 
problem, the data that are available or that can be acquired, and the evaluation question 
being addressed. 

A third lesson from the evaluation literature is that better data help a lot. The data 
available to most analysts have been exceedingly crude. Too much has been asked of 
econometric methods to remedy the defects of the underlying data. When certain features 
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of the data are improved, the evaluation problem becomes much easier. The best solution 
to the evaluation problem lies in improving the quality of the data on which evaluations are 
conducted and not in the development of formal econometric methods to circumvent 
inadequate data. 

Fourth, it is important to compare comparable people. Many non-experimental evalua- 
tions identify the parameter of interest by comparing observationally different persons 
using extrapolations based on inappropriate functional forms imposed to make incompar- 
able people comparable. A major advantage of non-parametric methods for solving the 
problem of selection bias is that, rigorously applied, they force analysts to compare only 
comparable people. 

Fifth, evidence that different non-experimental estimators produce different estimates of 
the same parameter does not indicate that non-experimental methods cannot address the 
underlying self-selection problem in the data. Instead, different estimates obtained from 
different estimators simply indicate that different estimators address the selection problem 
in different ways and that non-random participation in social programs is an important 
problem. Different methods produce the same estimates only if there is no problem of 
selection bias. 

Sixth, a corollary lesson, derived fi'om lessons three, four and five, is that the message 
from LaLonde's (1986) influential study of non-experimental estimators has been misun- 
derstood. Once analysts define bias clearly, compare comparable people, know a little 
about the unemployment histories of trainees and comparison group members, administer 
them the same questionnaire and place them in the same local labor market, much of the 
bias in using non-experimental methods is attenuated. Variability in estimates across 
estimators arises from the fact that different non-experimental estimators solve the selec- 
tion problem under different assumptions, and these assumptions are often incompatible 
with each other. Only if there is no selection bias would all evaluation estimators identify 
the same parameter. 

Seventh, three decades of experience with social experimentation have enhanced our 
understanding of the benefits and limitations of this approach to program evaluation. Like 
all evaluation methods, this method is based on implicit identifying assumptions. Experi- 
mental methods estimate the effect of the program compared to no programs at all when 
they are used to evaluate the effect of a program for which there are few good substitutes. 
They are less effective when evaluating ongoing programs in part because they appear to 
disrupt established bureaucratic procedures. The threat of disruption leads local bureau- 
crats to oppose their adoption. To the extent that programs are disrupted, the program 
evaluated by the method is not the ongoing program that one seeks to evaluate. The 
parameter estimated in experimental evaluations is often not likely to be of primary 
interest to policy makers and researchers, and under any event has to be more carefully 
interpreted than is commonly done in most public policy discussions. However, if there is 
no disruption, and the other problems that plague experiments are absent, the evidence 
from social experiments provides a benchmark for learning about the performance of 
alternative non-experimental methods. 
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Eighth, and finally, programs implemented at a national or regional level affect both 
participants and non-participants. The current practice in the entire "treatment effect" 
literature is to ignore the indirect effects of programs on non-participants by assuming they 
are negligible. This practice can produce substantially misleading estimates of program 
impacts if indirect effects are substantial. To account for the impacts of programs on both 
participants and non-participants, general equilibrium frameworks are required when 
programs substantially impact the economy. 

The remainder of the chapter is organized as follows. In Section 2, we distinguish 
among several types of active labor market policies and describe the types of employment 
and training services offered both in the US and in Europe, their approximate costs, and 
their intended effects. We introduce the evaluation problem in Section 3. We discuss the 
importance of heterogeneity in the response to treatment for defining counterfactuals of 
interest. We consider what economic questions the most widely used counterfactuals 
answer. In Section 4, we present three prototypical solutions to the evaluation problem 
cast in terms of mean impacts. These prototypes are generalized throughout the rest of this 
chapter, but the three basic principles introduced in this section underlie all approaches to 
program evaluation when the parameters of interest are means or conditional means. In 
Section 5, we present conditions under which social experiments solve the evaluation 
problem and assess the effectiveness of social experiments as a tool for evaluating employ- 
ment and training programs. In Section 6, we outline two prototypical models of program 
participation and outcomes that represent the earliest and the latest thinking in the litera- 
ture. We demonstrate the implications of these decision rules for the choice of an econo- 
metric evaluation estimator. We discuss the empirical evidence on the determinants of 
participation in government training programs. 

The econometric models used to evaluate the impact of training programs in non- 
experimental settings are described in Section 7. The interplay between the economics 
of program participation and the choice of an appropriate evaluation estimator is stressed. 
In Section 8, we discuss some of the lessons learned from implementing various 
approaches to evaluation. Included in this section are the results of a simulation analysis 
based on the empirical model of Ashenfelter and Card (1985), where we demonstrate the 
sensitivity of the performance of alternative estimators to assumptions about heterogeneity 
in impacts among persons and to other data generating processes of the underlying econo- 
metric model. We also reexamine LaLonde's (1986) evidence on the performance of non- 
experimental estimators and reinterpret the main lessons from his study. 

Section 9 discusses the problems that arise in using microeconomic methods to evaluate 
programs with macroeconomic consequences. A striking example of the problems that can 
arise from this practice is provided. Two empirically operational general equilibrium 
frameworks ,are presented, and the lessons from applying them in practice are summarized. 
Section 10 surveys the findings from the non-experimental literature, and contrasts them 
with those from experimental evaluations. We conclude in Section 11 by surveying the 
main methodological lessons learned from the program evaluation literature on job train- 
ing. 
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2. Public job training and active labor market policies 

1871 

Many  g o v e r n m e n t  pol ic ies  affect e m p l o y m e n t  and wages.  The  "ac t ive  labor  marke t "  

pol icies  we  analyze  have  two impor tant  features that dis t inguish them f rom genera l  poli-  

cies, such as i n c o m e  taxes, that also affect  the labor  market .  First, they are targeted toward 

the u n e m p l o y e d  or toward those with  low skills or  little w o r k  exper ience  w h o  have 

comple ted  (usually at a low level)  their  formal  school ing.  Second,  the pol ic ies  are 

a imed at p romot ing  e m p l o y m e n t  and/or  wage  growth among  this populat ion,  rather 

than jus t  p rov id ing  i n c o m e  support. 

Table  1 descr ibes  the set o f  pol ic ies  we  consider.  This  set includes:  (a) c lassroom 

training (CT) consis t ing of  basic educat ion  to r e m e d y  def ic iencies  in general  skills or 

vocat ional  t raining to provide  the skills necessary  for par t icular  jobs;  (b) subsidized 

e m p l o y m e n t  wi th  publ ic  or private employers  (WE),  which  includes publ ic  service 

Table l 
A classification of government employment and training programs 

Classroom training 
Basic education 

Classroom training in 
occupational skills 

Wage and employment subsidies 
Wage and employment subsidies 
to private finns 

Temporary work experience in 
the public or non-profit sector 
Public service employment 

On-the-job training 

Job search assistance 
Employment service 

Job readiness training 

Job search training and subsidies 

Provides remedial general education, usu~flly with the goal of 
high school certification 
Provides general skills for a specific occupation or industry; 
duration usually less than 17 weeks 

Provides payments to firms, either as a lump sum per employee 
or as a fraction of employee wages, for hiring new workers; 
usually targeted at specific groups 
Provides general work skills to youth and economically 
disadvantaged persons with little past employment 
Provides temporm-y public sector jobs to the unemployed, 
especially the longterm unemployed 

Provides subsidies to employers to hire and train members of 
specific groups; when subsidy ends after 3-12 months, the 
employer may retain the trainee as a regular employee; training 
content varies from little to some; sometimes coordinated with 
classroom training 

Provides information on job vacancies and assists in matching 
workers to jobs 
Provides career counseling, assessment and testing to determine 
job readiness and to indicate appropriate search strategies; may 
also recommend training 
Provides counseling, instruction in job search skills and resume 
preparation, job clubs, and resources such as job listings and free 
phones to call employers 
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employment (wholly subsidized temporary government jobs) and work experience (subsi- 
dized entry-level jobs at public or non-profit employers designed to introduce young 
people to the world of work) as well as wage supplements and fixed payments to private 
firms for hiring new workers; (c) subsidies to private firms for the provision of on-the-job 
training (OJT); (d) training in how to obtain a job; and (e) in-kind subsidies to job search 
such as referrals to employers and free access to job listings. Policies (d) and (e) tall under 
the general heading of job search assistance (JSA), which also includes the job matching 
services provided by the US Employment Service and similar agencies in other countries. 

As we argue in more detail below, distinguishing the types of training provided is 
important for two reasons. First, different types of training often imply different economic 
models of training participation and impact and therefore different econometric estimation 
strategies. Second, because most existing training programs provide a mix of these 
services, heterogeneity in the impact of training becomes an important practical concern. 
As we show in Section 7, this heterogeneity has important implications for the choice of 
econometric methods for evaluating active labor market policies. 

We do not analyze privately supplied job training despite its greater quantitative impor- 
tance to modern economies (see Mincer, 1962, 1993; Heckman et al., 1997b). For exam- 
ple, in the United States, Mincer has estimated that such training amounts to 
approximately 4-5% of GDP, annually. Despite the magnitude of this investment there 
are surprisingly few publicly available studies of the returns to private job training, and 
many of those that are available do not control convincingly for the non-random allocation 
of training among private sector workers. Governments demand publicly justified evalua- 
tions of training programs while private firms, to the extent that they formally evaluate 
their training programs, keep their findings to themselves. An emphasis on objective 
publicly accessible evaluations is a distinctive feature of the modern welfare state, espe- 
cially in an era of limited funds and public demands for accountability. 

Table 2 presents the amount spent on active labor market policies by a number of OECD 
countries. Most OECD countries provide some mix of the employment and training 
services described in Table 1. Differences among countries include the relative emphasis 
on each type of service, the particular populations targeted for service, the total resources 
spent on the programs, how resources are allocated among programs and the extent to 
which employment and training services are integrated with other programs such as 
unemployment insurance or social assistance. In addition, although the programs we 
study are funded by governments, they are not always condncted by governments, espe- 
cially in the US and the UK. In decentralized training systems, private firms and local 
organizations play an important role in providing employment and training services. 

Table 2 reveals that many OECD countries spend substantial sums on active labor 
market policies. In nearly all countries, total expenditures are more than one-third of 
total expenditures on unemployment benefits, and some countries' expenditures on active 
labor market policies exceed those on unemployment benefits. Usually only a fraction of 
these expenditures are for CT. Further, even in countries that emphasize classroom train- 
ing, governments spend substantial sums on other active labor market policies. Denmark 
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spends 1% of  its GDP on CT for adults, the most of any OECD country. However,  this 
expenditure amounts to only 40% of  its total spending on active labor market  programs. 
Only in Canada is the fraction spent on CT larger. At  the opposite extreme, Japan and the 
US spend only 0.03% and 0.04% of their GDP, respectively,  on CT. However,  as the table 
shows, these two countries also spend the smallest  share of GDP on active labor market  
policies. 

The low percentage of GDP spent on active labor market  programs in the US has led 
some researchers to comment on the irony that despite these low expenditures, US 
programs have been evaluated more extensively and over a longer period of  t ime than 
programs elsewhere (Haveman and Saks, 1985; Bj6rklund, 1993). Indeed, much of what is 
known about the impacts of these programs and many of  the methodological  develop- 
ments associated with evaluating them come from US evaluations.1 

We now consider in detail each type of  employment  and training service in TabLe 1. 
This discussion motivates the consideration of  alternative economic models of  program 
participation and impact in Sections 6 and 7, and our focus on heterogeneity in program 
impacts. It also provides a context for the empirical  literature on the impact of  these 
programs that we review in Section 10. 

The first category listed in Table 1 is classroom training. In many countries, CT repre- 
sents the largest fraction of  government expenditures on active labor market  policy, and 
most of  that expenditure is devoted to vocational  training. Even in the US, where remedial  
programs aimed at high school dropouts and other low-skill  individuals play a larger role 
than elsewhere, most CT programs provide vocational training. By design, most CT 
programs in the OECD are of  l imited duration. For  example in Denmark, CT typical ly 
lasts 2 -4  weeks (Jensen et al., 1993) while in Sweden a duration of  4 months and in the 
United Kingdom and the United States 3 months is more typical. Per capita expenditures 
on such training vary substantially, with a training slot costing approximately $7500 in 
Sweden and between $2000 and $3000 in the United States. 2 The Swedish figures include 
stipends for participants while the US figures do not. 

An important  difference among OECD countries that provide CT is the extent to which 
the training is relatively standardized and therefore less tailored to the requirements of 
firms or the market  in general. In the 1980s and early 1990s, the Nordic countries usually 
provided CT in government training centers that used standardized materials and teaching 
methods. However,  the emphasis has shifted recently, especially in Sweden, toward 
decentral ized and firm-based training. In the United Kingdom and the US, the provision 
of  CT is highly decentralized and its content depends on the choices made by local 

However, the level of total expenditure in the US is still quite large. Relative total expenditures on active 
labor market policies can be inferred t¥om Table 2 using the relative sizes of each economy compared with the 
US. For example, the German economy is somewhat less than one-fourth the size of the US economy, and the 
French, Italian and British economies are approximately one-sixth the size of the US economy. Accordingly, 
training expenditures are somewhat greater in Germany mad France, about the same in Italy, and less in the United 
Kingdom than in the US (see OECD, 1996, Table 1.1, p. 2). 

2 Unless otherwise indicated all moneta2¢ units are expressed in 1997 US dollars. 
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councils of business, political, and labor leaders. The local councils receive funding from 
the federal government and then subcontract for CT with private vocational and proprie- 
tary schools and local community colleges. Due to this highly decentralized structure, both 
participant characteristics and training content can vary substantially among locales, 
which suggests that the impact of training is likely to vary substantially across individuals 
in evaluations of such programs. 

The second category of services listed in Table 1 is wage and employment subsidies. 
This category encompasses several different specific services which we group together due 
to their analytic similarity. The simplest example of this type of policy provides subsidies 
to private firms for hiring workers in particular groups. These subsidies may take the form 
of a fixed amount for each new employee hired or some fraction of the employee' s wage 
for a period of time. In the US, the Targeted Jobs Tax Credit is an example of this type of 
program. Heckman et al. (1997b) discuss the empirical evidence on the effectiveness of 
wage and employment subsidies in greater detail. 

Temporary work experience (WE) usually targets low-skilled youth or adults with poor 
employment histories and provides them with a job lasting 3-12 months in the public or 
non-profit sector. The idea of these programs is to ease the transition of these groups into 
regular jobs, by helping them learn about the world of work and develop good work habits. 
Such programs constitute a very small proportion of US ta'aining initiatives, but substantial 
fractions of services provided to youth in countries such as France (TUC) and the United 
Kingdom (Community Programmes). In public sector employment (PSE) programs, 
governments create temporary public sector jobs. These jobs usually require some amount 
of skill and are aimed at unemployed adults with recent work experience rather than youth 
or the disadvantaged. Except for a brief period during the late 1970s, they have not been 
used in the United States since the Depression era. However, they have been and remain an 
important component of active labor market policy in several European countries. 

The third category in Table 1 is subsidized on-the-job training at private firms. The goal 
of subsidized OJT programs is to induce employers to provide job-relevant skills, includ- 
ing firm-specific skills, to disadvantaged workers. In the US, employers receive a 50% 
wage subsidy for up to 6 months; in the UK employers receive a lump sum per week 
(O'Higgins, 1994). Although evidence is limited and firm training is difficult to measure, 
there is a widespread view that these programs in fact provide little training, even informal 
on-the-job training, and are better characterized as work experience or wage subsidy 
programs (e.g., Breen, 1988; Hutchinson and Church, 1989). 3 Survey responses by 
employers who have hired or sponsored OJT trainees suggest that they value the program 
for its help in reducing the costs associated with hiring and retaining suitable employees 
more than for the opportunity to increase the skills of new workers (Begg et al., 1991). 

3 The provision of subsidized OJT is particularly hard to monitor both because on-the-job training has proven 
difficult to measure with survey methods (Barron et al., 1997) and because trainees often do not perceive that they 
have been treated any differently than their co-workers who are not subsidized. In fact, both groups may have 
received substantial amounts of informal on-the-job training. For evidence of the importance of informal on-the~ 
job training in the US, see Bah'on eta|. (1989). 
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For purposes of evaluation, it is almost always impossible to distinguish those OJT 
experiences from which new skills were acquired from those that amounted to work experi- 
ence or wage subsidy without a training component. In addition, because OJT is provided by 
individual employers, this indeterminacy is not simply a program-specific feature, but holds 
among individuals within the same program. Consequently, OJT programs will likely have 
heterogeneous effects, and the impact, if any, of these programs will result fi'om some 
combination of learning by doing, the usual training provided by the firm to new workers, 
and incremental training beyond that provided to unsubsidized workers. 

The fourth category of services in Table 1 is job search assistance. The purpose of these 
services is to facilitate the matching process between workers and firms both by reducing 
time unemployed and by increasing match quality. The programs are usually operated by 
the national or local employment service, but sometimes may be subcontracted out to third 
parties. Included under this category are direct placement in vacant jobs, employer refer- 
rals, in-kind subsidies to search such as free access to job listings and telephones for 
contacting employers, career counseling, and instruction in job search skills. The last of 
these, which often includes instruction in general social skills, was developed in the US, 
but is now used in the UK, Sweden, and recently France (Bj6rklund and Regner, 1996, p. 
24). In recent years, JSA has become more popular due to its low cost, usually just a few 
hundred dollars per participant, and relatively solid record of performance (which we 
discuss in detail in Section 10). 

To conclude this section, we discuss five features of employment and training programs 
that should be kept in mind when evaluating them. First, as the operation of these programs 
has become more decentralized in OECD countries, differences have emerged between 
how these programs were designed and how they are implemented (Hollister and Freed- 
man, 1988). Actual practice can deviate substantially fi'om explicit written policy. 4 There- 
fore, the evaluator must be careful to characterize the program as implemented when 
assessing its impacts. 

Second, participants often receive services from more than one category in Table 1. For 
example, classroom training in vocational skills might be followed by job search assistance. 
In the UK, the Youth Training Scheme (now Youth Training) was explicitly designed to 
combine OJT with 13 weeks of CT. Some expensive programs combine several of the 
services listed in Table 1 into a single package. For example, in the US the Job Corps 
program for youth combines classroom training with work experience and job search 
assistance in a residential setting at a cmxent cost of around $19,000 per participant. 
Many available survey datasets do not identify all the services received by a participant. 
In this case, the practice of combining together various types of training, particularly when 
combinations are tailored to the needs of individual trainees as in the US JTPA program, 
constitutes another source of heterogeneity in the impact of training. Even when adminis- 
trative data are available that identify the services received, isolating the impact of particular 

4 For example, see Breen (1988) and Hollister and Freedman (1990) describing the implementation of WEP in 
IreIand and Hollister and Freedman (1990) and Leigh (1995) describing the implementation of JTPA in the 
United States. 
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individual services often proves difficult or impossible in practice due to the small samples 
receiving particular combinations of services or due to difficulties in determining the 
process by which individuals come to receive particular service combinations. 

Third, certain features of active labor market programs affect individuals' decisions to 
participate in training. In some countries, such as Sweden and the United Kingdom, 
participation in training is a condition for receiving unemployment benefits rather than 
less generous social assistance payments. In the US, participation is sometimes required by 
a court order in lieu of alternative punishment. 

Fourth, program administrators often have considerable discretion over whom they 
admit into government training programs. This discretion results from the fact that the 
number of applicants often exceeds the number of available training positions. It has long 
been a feature of US programs, but also has characterized programs in Austria, Denmark, 
Germany, Norway, and the United Kingdom (Westergard-Nielsen, 1993; Bjtrklund and 
Regner, 1996; Kraus et al., 1997). Consequently, when modeling participation in training, 
it may be important to account for not only individual incentives, but also those of the 
program operators. In Section 6, we discuss the incentives facing program operators and 
how they affect the characteristics of participants in government training programs. 

Finally, the different types of services require different economic models of program 
participation and impact. For example, the standard human capital model captures the 
essence of individual decisions to invest in vocational skills (CT). It provides little 
guidance to behavior regarding job search assistance or wage subsidies. In Section 6 we 
present economic models that describe participation in alterative programs and discuss 
their implications for evaluation research. 

3. The evaluation problem and the parameters  of interest in evaluating social 
programs 

3.1. The evaluation problem 

Constructing counterfactuals is the central problem in the literature on evaluating social 
programs. In the simplest form of the evaluation problem, persons are imagined as being 
able to occupy one of two mutually exclusive states: "0" for the untreated state and " l "  
for the treated state, where D = 1 denotes treatment and D = 0 denotes non-treatment. 
Treatment is associated with participation in the program being evaluated. 5 Associated 
with each state is an outcome, or set of outcomes. It is easiest to think of each state as 
consisting of only a single outcome measure, such as earnings, but just as easily, we can 
use the framework to model vectors of outcomes such as earnings, employment and 

5 In this chapter, we only consider a two potential state model in order to focus on the main ideas. Heckman 

(1998a) develops a mult iple state model  of potential  outcomes for a large number of mutually exclusive states. 

The basic ideas in his work arc captured in the two outcome models  we present here. 
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participation in welfare programs. In the models  presented in Section 6, we study an entire 
vector of  earnings or employment  at each age that result from program participation. 

We can express these outcomes as a function of  conditioning variables, X. Denote the 
potential outcomes by Y0 and Y~, corresponding to the untreated and treated states. Each 
person has a (Yo,YO pair. Assuming that means exist, we may write the (vector) of 
outcomes in each state as 

Y0 = /zoO( )  + U0, (3.1a) 

YI = /x/(X) + UI, (3.1b) 

where E(Y0 IX) =/z0(X)  and E(Yt IX) =/x~(X).  To simplify the notation, we keep the 
condit ioning on X implicit  unless it serves to clarify the exposition by making it explicit. 
The potential outcome actually realized depends on decisions made by individuals, firms, 
families or government bureaucrats. This model  of  potential outcomes is wu-iously attrib- 
uted to Fisher (1935), Neyman (1935), Roy (1951), Quandt (1972, 1988) or Rubirl (1974). 

To focus on main ideas, throughout most of  this chapter we assume E(UI I X ) =  
E(U0 IX) = 0, although as we note at several places in this paper, this is not strictly 
required. These conditions do not imply that E(U1 - U0 I X, D = 1) = 0. D may depend 
on UI, U0 or UI - U0 and X. For many of  the estimators that we consider in this chapter we 
allow for the more general case 

Yo = go(X) + Uo, Y~ = gl(X) + Uj, 

where E(U0 [ X) ~ 0 and E(U 1 IX) ~ 0. Then/x0(X ) = go(X) + E(U0 ] X) and /x l (X  ) = 
gi(X) + E(Uj IX). 6 Thus X is not necessari ly exogenous in the ordinary econometric 
usage of  that term. 

Note also that Y may be a vector of  outcomes or a time series of  potential outcomes: 
(Y0t, Yit), for t = 1 .. . .  , T, on the same type of  variable. We will encounter the latter case 
when we analyze panel data on outcomes. In this case, there is usually a companion set of 
X variables which we will sometimes assume to be strictly exogenous in the conventional 
econometric meaning of  that term: E(U0t IX)  = 0, E(Ujt IX) = 0 where X = (Xl . . . . .  X~.). 
In defining a sequence of  "treatment on the treated" parameters, E(Yjt - Y0t [ X, D = 1), 
t = 1 . . . . .  T, this assumption allows us to abstract from any dependence between Ull, Uol 
and X. It excludes differences in Uj, and U0t arising from X dependence and allows us to 
focus on differences in outcomes solely attributable to D. While  convenient, this assump- 
tion is overly strong. 

However,  we stress that the exogeneity assumption in either cross-section or panel 
contexts is only a matter of  convenience and is not strictly required. What  is required 
for an interpretable definition of  the "treatment on the treated" parameter  is avoiding 
conditioning on X variables caused by D even holding YP = ((Y01,Y/0 .. . . .  (YoT, Yvr)) fixed 

(' For example, an exogeneity assumption is not required when using social experiments to identify 
E(Y1 - Y0 IX, D = 1). 
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where YP is the vector of  potential outcomes. More precisely, we require that for the 
conditional density of  the data 

f ( X  I D, yg) = f ( X  [ YP), 

i.e., we require that the realization of D does not determine X given the vector of  potential 
outcomes. Otherwise, the parameter E(YI - Y0 [ X, D = 1) does not capture the full effect 
of treatment on the treated as it operates through all channels and certain other technical 
problems discussed in Heckman (1998a) arise. In order to obtain E(Ylt - Yot I X, D = 1) 
defined on subsets of  X, say X,:, simply integrate out E(Yll - Y0t I X, D) against the density 
.f()?, I D = 1) where Xc is tile portion of  X not in X,. : X =  (Xc,-~c). 

Note, finally, that the choice of a base state "0" is arbitrary. Clearly the roles of  "0" and 
"1" can be reversed. In the case of human capital investments, there is a natural base state. 
But for many other evaluation problems the choice of  a base is arbitrary. Assumptions 
appropriate for one choice of "0" and "1" need not can'y over to the opposite choice. With 
this cautionary note in mind, we proceed as if a well-defined base state exists. 

In many problems it is convenient to think of "0" as a benchmark "no treatment " state. 
The gain to the individual of moving from "0" to " l "  is given by 

A = I71 - g0. (3.2) 

If  one could observe both Y0 and YI for the same person at the same time, the gain A would 
be known for each person. The fundamental evaluation problem arises because we do not 
know both coordinates of  (Y1,Yo) and hence A for anybody. All approaches to solving this 
problem attempt to estimate the missing data. These attempts to solve the evaluation 
problem differ in the assumptions they make about how the missing data are related to 
the available data, and what data are available. Most approaches to evaluation in the social 
sciences accept the impossibility of constructing A for anyone. Instead, the evaluation 
problem is redefined from the individual level to the population level to estimate the mean 
of  A, or some other aspect of  the distribution of A, for various populations of interest. The 
question becomes what features of the distribution of  A should be of  interest and for what 
populations should it be defined? 

3.2. The counterJhctuals of  interest 

There are many possible counterfactuals of  interest for evaluating a social program. One 
might like to compare the state of the world in the presence of  the program to the state of 
the world if the program were operated in a different way, or to the state of  the world if the 
program did not exist at all, or to the state of  the world if alternative programs were used to 
replace the present program. A full evaluation entails an enumeration of all outcomes of 
interest for all persons both in the cm-rent state of the world and in all the alternative states 
of interest, and a mechanism for valuing the outcomes in the different states. 

Outcomes of  interest in program evaluations include the direct benefits received, the 
level of  behavioral variables for participants and non-participants and the payments for the 
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program, for both participants and non-participants, including taxes levied to finance a 
publicly provided program. These measures would be displayed for each individual in the 
economy to characterize each state of the world. 

In a Robinson Crusoe economy, participation in a program is a well-defined event. In a 
modem economy, almost everyone participates in each social program either directly or 
indirectly. A training program affects more than the trainees. It also affects the persons with 
whom the trainees compete in the labor market, the firms that hire them and the taxpayers 
who finance the program. The impact of the program depends on the number and composi- 
tion of the trainees. Participation in a program does not mean the same thing for all people. 

The traditional evaluation literature usually defines the effect of participation to be the 
effect of the program on participants explicitly enrolled in the program. These are the 
Direct Effects. They exclude the effects of a program that do not flow from direct parti- 
cipation, known as the Indirect Effects. This distinction appears in the pioneering work of 
H.G. Lewis on measuring union relative wage effects (Lewis, 1963). His insights apply 
more generally to all evaluation problems in social settings. 

There may be indirect effects for both participants and non-participants. Thus a parti- 
cipant may pay taxes to support the program just as persons who do not participate may 
also pay taxes. A firm may be an indirect beneficiary of the lower wages resulting from an 
expansion of the trained workforce. The conventional econometric and statistical literature 
ignores the indirect effects of programs and equates "treatment" outcomes with the direct 
outcome YI in the program state and "no treatment" with the direct outcome Y0 in the no 
program state. 

Determining all outcomes in all states is not enough to evaluate a program. Another 
aspect of the evaluation problem is the valuation of the outcomes. In a democratic society, 
aggregation of the evaluations and the outcomes in a form useful for social deliberations 
also is required. Different persons may value the same state of the world differently even if 
they experience the same "objective" outcomes and pay the same taxes. Preferences may 
be interdependent. Redistributive programs exist, in part, because of altruistic or paterna- 
listic preferences. Persons may value the outcomes of other persons either positively or 
negatively. Only if one person's preferences are dominant (the idealized case of a social 
planner with a social welfare function) is there a unique evaluation of tile outcomes 
associated with each possible state from each possible program. 

The traditional program evaluation literature assumes that the valuation of the direct 
effects of the program boils down to the effect of the program on GDP. This assmnption 
ignores the important point that different persons value the same outcomes differently and 
that the democratic political process often entails coalitions of persons who value 
outcomes in different ways. Both efficiency and equity considerations may receive differ- 
ent weights from difl~rent groups. Different mechanisms for aggregating evaluations and 
resolving social conflicts exist in different societies. Different types of information are 
required to evaluate a program under different modes of social decision making. 

Both for pragmatic and political reasons, government social planners, statisticians or 
policy makers may value objective output measures differently than the persons or institu- 
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tions being evaluated. The classic example is the value of non-market time (Greenberg, 
1997). Traditional program evaluations exclude such valuations largely because of the 
difficulty of imputing the value and quantity of non-market time. By doing this, however, 
these evaluations value labor supply in the market sector at the market wage, but value 
labor supply in the non-market sector at a zero wage. By contrast, individuals value labor 
supply in the non-market sector at their reservation wage. In this example, two different 
sets of preferences value the same outcomes differently. In evaluating a social program in 
a society that places weight on individual preferences, it is appropriate to recognize 
personal evaluations and that the same outcome may be valued in different ways by 
different social actors. 

Programs that embody redistributive objectives inherently involve different groups. 
Even if the taxpayers and the recipients of the benefits of a program have the same prefer- 
ences, their valuations of a program will, in general, differ. Altruistic considerations often 
motivate such programs. These often entail private valuations of distributions of program 
impacts - how much recipients gain over what they would experience in the absence of the 
program (see Heckman and Smith, 1993, 1995, 1998a; Heckman et aL, 1997c). 

Answers to many important evaluation questions require knowledge of the distribution 
of program gains especially for programs that have a redistributive objective or programs 
for which altruistic motivations play a role in motivating the existence of the program. Let 
D = 1 denote direct participation in the program and D = 0 denote direct non-participa- 
tion. To simplify the argument in this section, ignore any indirect effects. From the 
standpoint of a detached observer of a social program who takes the base state values 
(denoted "0")  as those that would prevail in the absence of the program, it is of interest to 
know, among other things, 

(A) the proportion of people taking tile program who benefit from it: 

Pr(Yj > Y 0 [ D = I ) = P r ( A > 0 I D =  1); 

(B) the proportion of the total population benefiting from the program: 

Pr(Y~ > Y0 [ D = 1)Pr(D = 1) = Pr(A > 0 ] D = 1)Pr(D = 1); 

(C) selected quantiles of the impact distribution: 

inf{A : F(ZI [D = 1) > q}, 
a 

where q is a quantile of the distribution and "inf" is the smallest attainable value of 
d that satisfies the condition stated in the braces; 

(D) the distribution of gains at selected base state values: 

F ( A [ D =  1, Y0=y0);  

(E) the increase in the proportion of outcomes above a certain threshold y due to a 
policy: 

Pr(Y, > y I D =  1 ) - - P r ( Y 0 > y l D -  1), 
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Measure (A) is of interest in determining how widely program gains are distributed 
among participants. Participants in the political process with preferences over distributions 
of  program outcomes would be unlikely to assign the same weight to two programs with 
the same mean outcome, one of which produced favorable outcomes for only a few 
persons while the other distributed gains more broadly. When considering a program, it 
is of  interest to determine the proportion of  participants who are harmed as a result of  
program participation, indicated by Pr(Y~ < I10 [ D = 1). Negative mean impact results 
might be acceptable if most participants gain from the program. These features of the 
outcome distribution are likely to be of  interest to evaluators even if the persons studied do 
not know their 110 and Yj values in advance of  participating in the program. 

Measure (B) is the proportion of the entire population that benefits from the program, 
assuming that the costs of  financing the program are broadly distributed and are not 
perceived to be related to the specific program being evaluated. If  voters have con'ect 
expectations about the joint distribution of  outcomes, it is of  interest to politicians to 
determine how widely program benefits are distributed. At the same time, large program 
gains received by a few persons may make it easier to organize interest groups in support 
of  a program than if the same gains are distributed more widely. 

Evaluators interested in the distribution of program benefits would be interested in 
measure (C). Evaluators who take a special interest in the impact of  a program on reci- 
pients in the lower tail of the base state distribution would find measure (D) of interest. It 
reveals how the distribution of gains depends on the base state tbr participants. Measure 
(E) provides the answer to the question "does the distribution of outcomes for the parti- 
cipants dominate the distribution of  outcomes if they did not participate?" (see Heckman 
et al., 1997c; Heckman and Smith, 1998a). Expanding the scope of  the discussion to 
evaluate the indirect effects of the program makes it more likely that estimating distribu- 
tional impacts plays an important part in conducting program evaluations. 

3.3. The counterfactuals most commonly estimated in the literature 

The evaluation problem in its most general form for distributions of outcomes is formid- 
able and is not considered in depth either in this chapter or in the literature (Heckman et 
al ,  1997c; Heckman and Smith, 1998a, consider identification and estimation of counter- 
factual distributions). Instead, in this chapter we focus on counterfactual means, and 
consider a form of the problem in which analysts have access to information on persons 
who are in one state or the other at any time, and for certain time periods there are some 
persons in both states, but there is no information on any single person who is in both 
states at the same time. As discussed in Heckman (1998a) and Heckman and Smith 
(1998a), a crucial assumption in the traditional evaluation literature is that the no treat- 
ment state approximates the no program state. This would be true if indirect effects are 
negligible. 

Most of  the empirical work in the literature on evaluating government training programs 
focuses on means and in particular on one mean counterfactual: the mean direct effect of  
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treatment on those who take treatment. The transition from the individual to the group 
level counterfactual recognizes the inherent impossibility of  observing the same person in 
both states at the same time. By dealing with aggregates, rather than individuals, it is 
sometimes possible to estimate group impact measures even though it may be impossible 
to measure the impacts of  a program on any particular individual. To see this point more 
formally, consider the switching regression model with two regimes denoted by " I "  and 
"0" (Quandt, 1972). The observed outcome Y is given by 

Y = DY~ + (1 - D ) Y  o. (3.3) 

When D = 1 we observe YI; when D = 0 we observe Y0. 
To cast the foregoing model in a more familiar-looking form, and to distinguish it from 

conventional regression models, express the means in (3. la) and (3. l b) in more familiar 
linear regression form: 

E %  f x )  = ~ j (x )  = x/3j, j = o, 1. 

With these expressions, substitute from (3.1a) and (3. lb) into (3.3) to obtain 

Y = D( t z l (X )  + U1) + (1 - D)(ixo(X ) + Uo). 

Rewriting, 

Y = ~o(X) + D(/,~ (X) - / * o ( X )  + Uj - Uo) + Uo. 

Using the linear regression representation, we obtain 

Y = X~o + D(X(/31 - / 30 )  + Ui - Uo) + Uo. (3.4) 

Observe that from the definition of a conditional mean, E(U 0 ] X) = 0 and E(UI ] X) = O, 
The parameter most commonly invoked in the program evaluation literature, although 

not the one actually estimated in social experiments or in most non-experimental eva lua  
tions, is the effect of  randomly picking a person with characteristics X and moving that 
person from "0"  to "1 ": 

E(Y, - Yo IX) = E(A Ix). 

In terms of the switching regression model this parameter is the coefficieiat o~ D m ~i~c 
non-error component of  the following "regression" equation: 

Y =/xo(X) + D(/21(X) - -  #o(X)) + {go + D(UI  - Uo)} 

= / , o (X)  + D(E(A IX)) + {Uo + D ( U j  - Uo) } 

= X3o  + DX(/3~ /30) + {go + D(Uj  - go) l ,  (3.5~ 

where the term in braces is the "error." 
If  the model is specialized so that there are K regressors plus an intercept and /3~ ~: 

(/3 Jo ..... /3 IK) and/3o = (/3oo ..... /3oK), where the intercepts occupy the first position, and tile 
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slope coefficients are the same in both regimes: 

/37j = /30j = /3j, j = 1 . . . . .  K 

and/3oo =/30  and/310 - /3oo = ce, the parameter  under consideration reduces to ce: 

E(Y] - Y0 IX) =/310 - 1300 ---- ce. (3.6) 

The regression model for this special case may be written as 

Y = X/3  + Dc~ + {Uo + D ( U I  - U0)}. (3.7) 

It is non-standard from the standpoint of elementary econometrics because the error term 
has a component  that switches on or off with D. hi general, its mean is not zero because 
E[U0 + D ( U I  - U0)] = E(UI - U0 [ D = 1)Pr(D = 1). If  U~ - U0, or variables statisti- 
cally dependent on it, help determine D, E(Ut - U0 I D ---- l)  # 0. Intuitively, if  persons 
who have high gains (U I - U0) are more l ikely to appear in the program, then this term is 
positive. 

In practice most non-experimental and experimental  studies do not estimate E(A ] X). 
Instead, most non-experimental  studies estimate the effect of treatment on the treated, 
E(A [ X, D = 1). This parameter conditions on participation in the program as follows: 

E ( A [ X , D =  1 ) = E ( Y j - I 1 0 [ X , D =  I ) - - X ( / 3 ]  - / 3 0 )  +E(U~ - U o I X ,  D =  1). (3.8) 

It is the coefficient on D in the non-error component  of  the following regression equation: 

Y = / z 0 ( S  ) + D[E(A I X ,  D = 1)] + {U0 + D[(U] - Uo) - E(U 1 --  U 0 [ X , D  = 1)]} 

= X/3 o + D[X( /3 j  - 130) + ECUI - Uo I X ,  D = 1)] 

+{U0 + D[(U~ - Uo) - E(U1 - Uo I X , D  ---- 1)]}. (3.9) 

E(A I X, D = 1) is a non-standard parameter  in conventional econometrics. It combines 
"structural" parameters (X(/31 - /30 ) )  with the means of  the unobservables (E(U1 - U0 t 
X, D = 1)). It measures the average gain in the outcome for persons who choose to 
participate in a program compared to what they would have experienced in the base 
state. It computes the average gain in terms of  both observables and unobservables.  It is 
the latter that makes the parameter  look non-standard. Most econometric activity is 
devoted to separating fi0 and/3~ from the effects of  the regressors on UI and U0. Parameter  
(3.8) combines these effects. 

This parameter  is implicit ly defined conditional on the cun'ent levels of  participation in 
the program in society at large. Thus it recognizes social interaction. But at any point in 
time the aggregate participation level is just  a single number, and the composition of  
trainees is fixed. From a single cross-section of  data, it is not possible to estimate how 
variation in the levels and composit ion of participants in a program affect the parameter.  

The two evaluation parameters we have just  presented are the same if  we assume that 
UI - U0 = 0, so the unobservables are common across the two states. From (3.9) we now 
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have Y I - Y 0  = / z l ( X ) - / ~ 0 ( X )  = X(/31-/3o).  The difference between potential out- 
comes in the two states is a function of  X but not of  unobservables. Further specializing 
the model to one of  intercept differences (i.e., Y~ - Y0 = c~), requires that the difference 
between potential outcomes is a constant. The associated regression can be written as the 
falmliar-looking dummy variable regression model: 

Y = X/3 + Dc~ + U, (3.10) 

where E(U) = 0. The parameter ~ is easy to interpret as a standard structural parameter and 
the specification (3.10) looks conventional. In fact, model (3.10) dominates the conven- 
tional evaluation literature. The validity of many conventional instrumental variables 
methods and longitudinal estimation strategies is contingent on this specification as we 
document below. The conventional econometric evaluation literature focuses on or, or more 
rarely, X(/3j - /30) ,  and the selection problem arises from the correlation between D and U. 

While familiar, the framework of (3.10) is very special. Potential outcomes (YI ,Yo)  differ 
only by a constant (Yl - Y0 = c~). The best Yt is the best Y0. All people gain or lose the 
same amount in going from "0" to "1".  There is no heterogeneity in gains. Even in the 
more general case, with /zl(X) and /z0(X) distinct, or /3j ¢ / 3  o in the linear regression 
representation, so long as Uj = U0 among people with the same X, there is no hetero- 
geneity in the outcomes moving from "0 " to "1".  This assumed absence of heterogeneity 
in response to treatments is strong. When tested, it is almost always rejected (see Heckman 
et al., 1997c, and the evidence presented below). 

There is one case when Ul ¢ U0, where the two parameters of interest are still equal 
even though there is dispersion in gain A. This case occurs when 

E(U l - -  U o I X ,  D = 1) = 0. (3.11) 

Condition (3.11) arises when conditional on X, D does not explain or predict Ul - U0. 
This condition could arise if agents who select into state "1"  fi'om "0"  either do not know 
or do not act on U1 - U0, or information dependent on Ui - U0, in making their decision 
to participate in the program. Ex post, there is heterogeneity, but ex ante it is not acted on 
in determining participation in the program. 

When the gain does not affect individuals' decisions to participate in the program, the 
error terms (the terms in braces in (3.7) and (3.9)) have conventional properties. The only 
bias in estimating the coefficients on D in the regression models arises fi'om the depen  
dence between U0 and D, just as the only source of  bias in the cormnon coefficient model is 
the covariance between U and D when E(U ] X) = 0. To see this point take the expectation 
of  the terms in braces in (3.7) and (3.9), respectively, to obtain the following: 

E(U 0 + D(U~ - Uo) I X , D )  = E(U0 I X ,  D )  

and 

E(U0 + D[(U~ - Uo) -- E(U~ - Uo [ X , D  -~ 1)] I X , D )  = E(U0 IX, D). 

A problem that remains when condition (3.11) holds is that the D component ia tile erro~ 
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terms contributes a component of variance to the model  and so makes the model  hetero- 
scedastic: 

Var(U0 + D(UI - Uo) IX,  D) = Vat(U0 IX ,  D) 

+2Cov(U0,  UI - Uo I X , D ) D  + Var(Ul - Uo I X ,D)D.  

The distinction between a model  with UI = U0, and one with U l ¢ U 0, is fundamental  
to understanding modem developments in the program evaluation literature. When U~ = 
U0 and we condition on X, everyone with the same X has the same treatment effect. The 
evaluation problem greatly simplifies and one parameter  answers all of  the conceptually 
distinct evaluation questions we have posed. "Treatment  on the treated" is the same as the 
effect of  taking a person at random and putting him/her into the program. The distribu- 
tional questions (A)-(E)  all have simple answers because everyone with the same X has 
the same A. Eq. (3.10) is amenable to analysis by conventional econometric methods. 
Eliminating the covariance between D and U is the central problem in this model. 

When UI ¢ U0, but (3.11) characterizes the program being evaluated, most of the 
familiar econometric intuition remains valid. This is the "random coefficient" model  
with the coefficient on D "random" (from the standpoint of  the observing economist),  
but uncorrelated with D. The central problem in this model  is covariance between U0 and 
D and the only additional econometric problem arises in accounting for heteroscedasticity 
in getting the right standard errors for the coefficients. In this case, the response to treat- 
ment varies among persons with the same X values. The mean effect of treatment on the 
treated and the effect of treatment on a randomly chosen person are the same. 

In the general case when Ul ~ U0 and (3.11) no longer holds, we enter a new world not 
covered in the traditional econometric evaluation literature. A variety of  different treat- 
ment effects can be defined. Conventional econometric procedures often break down or 
require substantial modification. The error term for the model  (3.5) has a non-zero mean. 7 
Both error terms are heteroscedastic. The distinctions among these three models - (a) the 
coefficient on D is fixed (given X) for everyone; (b) the coefficient on D is variable (given 
X), but does not help determine program participation; and (c) the coefficient on D is 
variable (given X) and does help determine program participation - are fundamental to this 
chapter and the entire literature on program evaluation. 

3.4. Is treatment on the treated an interesting economic parameter? 

What economic question does parameter (3.8) answer? How does it relate to the conven- 
tional parameter  of interest in cost-benefit analysis - the effect of a program on GDP? In 
order to relate the parameter (3.8) with the parameters needed to perform traditional cost- 
benefit analysis, it is fruitful to consider a more general framework. Following our 
previous discussion, we consider two discrete states or sectors corresponding to direct 

7 EIUo + D(U~ Uo) ] X] = E(Uj Uo I X, D-- 1)Pr(D-- 1 [ X) ~ O. 
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participation and non-participation and a vector of policy variables ~ that affect the 
outcomes in both states and the allocation of  all persons to states or sectors. The policy 
variables may be discrete or continuous. Our framework departs from the conventional 
treatment effect literature and allows for general equilibrium effects. 

Assuming that costless lump-sum transfers are possible, that a single social welfare 
function governs the distribution of  resources and that prices reflect true opportunity costs, 
traditional cost-benefit analysis (see, e.g., Harberger, 1971) seeks to determine the impact 
of  programs on the total output of society. Efficiency becomes the paramount criterion in 
this framework, with the distributional aspects of  policies assumed to be taken care of  by 
lump sum transfers and taxes engineered by an enlightened social planner. In this frame- 
work, impacts on total output are the only objects of interest in evaluating programs. The 
distribution of  program impacts is assumed to be irrelevant. This fi'amework is favorable 
to the use of  mean outcomes to evaluate social programs. 

Within the context of  the simple ~?amework discussed in Section 3.1, let Y~ and Y0 be 
individual output which trades at a constant relative price of  "1"  set externally and not 
affected by the decisions of  the agents we analyze. Alternatively, assume that the policies 
we consider do not alter relative prices. Let ~ be a vector of  policy variables which operate 
on all persons. These also generate indirect effects, c(~) is the social cost of ~ denomi- 
nated in "1" units. We assume that c(0) = 0 and that c is convex and increasing in q~. Let 
NI(~) be the number of  persons in state "1"  and N0(~) be the number of persons in state 
"0".  The total output of  society is 

Nl(qO)E(Y l [ D = 1, qo) + No(q~)E(Y o ] D = 0, p) - c(qo), 

where N1 (q0 + No(q~) = N is the total number of  persons in society. For simplicity, we 
assume that all persons have the same person-specific characteristics X. Vector q~ is 
general enough to include financial incentive variables for participation in the program 
as well as mandates that assign persons to a particular state. A policy may benefit some and 
harm others. 

Assume for convenience that the treatment choice and mean outcome functions are 
differentiable and for the sake of argument further assume that ~p is a scalar. Then the 
change in output in response to a marginal increase in q) from any given position is 

Zl(qo) -- 3Nl(q°~) [E(Yj [ D = 1, q~) - E(Y o [ D = O, q~)] 
cgq~ 

The first term arises from the transfer of persons across sectors that is induced by the 
policy change. The second term arises from changes in output within each sector induced 
by the policy change. The third term is the marginal social cost of  the change. 

In principle, this measure could be estimated from time-series data on the change in 
aggregate GDP occurring after the program parameter ~ is varied. Assuming a welP 
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defined social welfare function and making the additional assumption that prices are 
constant at initial values, an increase in GDP evaluated at base period prices raises social 
welfare provided that feasible bundles can be constructed from the output after the social 
program parameter is varied so that all losers can be compensated. (See, e.g., Laffont, 
1989, p. 155, or the comprehensive discussion in Chipman and Moore, 1976). 

If  marginal policy changes have no effect on intra-sector mean output, the bracketed 
elements in the second set of  terms are zero. In this case, the parameters of interest for 
evaluating the impact of the policy change on GDP are 

(i) ON1 (q~)/Sq~; the number of people entering or leaving state 1. 
(ii) E(YI ] D = 1, q~) - E(Y 0 [ D = 0, q~); the mean output difference between sectors. 
(iii) c)c(q~)/c)~; the social marginal cost of  the policy. 
It is revealing that nowhere on this list are the parameters that receive the most attention 

in the econometric policy evaluation literature. (See, e.g., Heckman and Robb, 1985a). 
These are "the effect of treatment on the treated": 

(a) E(Y~ - ro [ D = 1, ~v) or 
(b) E(Y I I q~ = 9)  - E(Y0 [ q~ - 0) where ~ = ~b sets NI(~)  = N, the effect of  universal 

coverage for the program. 
Parameter (ii) can be estimated by taking simple mean differences between the outputs 

in the two sectors; no adjustment for selection bias is required. Parameter (i) can be 
obtained from knowledge of  the net movement of  persons across sectors in response to 
the policy change, something usually neglected in micro policy evaluation (for exceptions, 
see Moffitt, 1992; Heckman, 1992). Parameter (iii) can be obtained from cost data. Full 
social marginal costs should be included in the computation of this term. The typical micro 
evaluation neglects all three terms. Costs are rarely collected and gross outcomes are 
typically reported; entry effects are neglected and term (ii) is usually "adjusted" to 
avoid selection bias when in fact, no adjustment is needed to estimate the impact of  the 
program on GDP. 

It is informative to place additional structure on this model. This leads to a representa- 
tion of  a criterion that is widely used in the literature on microeconomic program evalua- 
tion and also establishes a link with the models of program participation used in the later 
sections of  this chapter. Assume a binary choice random utility framework. Suppose that 
agents make choices based on net utility and that policies affect participant utility through 
an additively-separable term k(q~) that is assumed scalar and differentiable. Net utility is 

U = X + k(~), 

where k is monotonic in q~ and where the joint distributions of (Y1,X) and (Y0,X) are F(y~,x) 
and F(y0,x), respectively. The underlying variables are assumed to be continuously distrib- 
uted. In the special case of the Roy model of  self-selection (see Heckman and Honorr, 
1990, for one discussion) X = Yl -- Y0, 

D == I (U --> 0) ----- I(X ->- -k(~p)), 

where ' ° t"  is the indicator function (I(Z --> 0) ..... 1 i f Z  ~ 0; = 0 otherwise), 
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= = N f~ f(x)dx, Nl(qo) NPr(U --> O) -k(~) 

and 

r k(~) 

No(~O) = NPr(U < 0) = .N J ~ f(x)dx, 

wheref(x) is the density of x. Total output is 

Yl x [ ~)dxdyl + N _coy o f(yo,x [ ~)dxdy0 - c(~). 

Under standard conditions (see, e.g., Royden, 1968), we may differentiate this expression 
to obtain the following expression for the marginal change in output with respect to a 
change in ~: 

A(qo) = Nk'(qo)fx(-k(qo))[E(Y ~ [ D = 1,x = -k(q~), qo) - E(Y o [ D = 0,x = -k(qo), qo)] 

+fl{.I ~-co y~ foo_k(~) Of(yj,x Ic)q~ q~)dxdyl + f~o Y°;-~ ~) 3f(Y°'Xldq~ q~) dx dY°] 3c(~)3~o 

(3.13) 

This model has a well-defined margin: X = -k(~) ,  which is the utility of the marginal 
entrant into the program. The utility of the participant might be distinguished from the 
objective of the social planner who seeks to maximize total output. The first set of terms 
corresponds to the gain arising from the movement of persons at the margin (the term in 
brackets) weighted by the proportion of the population at the margin, U(~o)fi(-k(cp)), 
times the number of people in the population. This term is the net gain from switching 
sectors. The expression in brackets in the first term is a limit form of the "local average 
treatment effect" of Imbens and Angrist (1994) which we discuss further in our discussion 
of instrumental variables in Section 7.4.5. The second set of terms is the intrasector change 
in output resulting from a policy change. This includes both direct and indirect effects. The 
second set of terms is ignored in most evaluation studies. It describes how people who do 
not switch sectors are affected by the policy. The third term is the direct marginal social 
cost of the policy change. It includes the cost of administering the program plus the 
opportunity cost of consumption foregone to raise the taxes used to finance the program. 
Below we demonstrate the empirical inaportance of accounting for the full social costs of 
programs. 

At an optimum, A(~o)= 0, provided standard second order conditions m'e satisfied. 
Marginal benefit should equal the marginal cost. We can use either a cost-based measure 
of marginal benefit or a benefit-based measure of cost to evaluate the marginal gains or 
marginal costs of the program, respectively. 

Observe that the local average treatment effect is simply the effect of treatment on the 
treated for persons at the margin (X = -k(~o)): 
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E(Y 1 ] D = 1,X = -k(q~), q~) - E(Yt) I D = 0,X = -k(qo), q~) 

= E(Y1 - I1o I D = 1,X = -k(~p), ~#). (3.14) 

This expression is obvious once it is recognized that the set X = - k ( ~ )  is the indiffer- 
ence set. Persons in that set are indifferent between participating in the program and not 
participating. The Imbens and Angrist (1994) parameter is a marginal version of the 
"treatment on the treated" evaluation parameter for gross outcomes. This parameter is 
one of the ingredients required to produce an evaluation of the impact of a marginal 
change in the social program on total output but it ignores costs and the effect of a change 
in the program on the outcomes of persons who do not switch sectors.S 

The conventional evaluation parameter, 

E(Y] - Y0 I D = 1,x, ~p) 

does not incorporate costs, does not correspond to a marginal change and includes rents 
accruing to persons. This parameter is in general inappropriate for evaluating the effect of 
a policy change on GDP. However, under certain conditions which we now specify, this 
parameter is informative about the gross gain accruing to the economy from the existence 
of a program at level ~ compared to the alternative of shutting it down. This is the 
information required for an "all or nothing" evaluation of a program. 

The appropriate criterion for an all or nothing evaluation of a policy at level ¢ = ~ is 

A(q?) = {NI(~)E(Y ~ ] D = 1, q~ = q?) + N0(q?)g(Y 0 ] D = 0, qo = q?) - c@)} 

-{N~(0)E(Y~ I D = 1 , ¢ =  O ) + N o ( O ) E ( Y o l D  = 0 , ¢ =  0)}, 

where q) = 0 corresponds to the case where there is no program, so that N 1(0) = 0 and 
No(0) : N. I fA(~)  > 0, total output is increased by establishing the program at level qS. 

In the special case where the outcome in the benchmark state "0" is the same whether or 
not the program exists, so 

E(Y 0 [ D = 0, go = 3) = E(Yo ] D =~ 0, ~---- 0). (3.15) 

and 

E ( Y 0 1 D =  1,qo= 3 ) = E ( Y 0  ] D - -  1, qo=0) .  

This condition defines the absence of general equilibrium effects in the base state so the no 
program state for non-participants is the same as the non-participation state. Assumption 
(3.15) is what enables analysts to generalize from partial equilibrium to general equili- 

8 Heckman and Smith (1998a) and Heckman (1997) present comprehensive discussions of the hnbens and 
Angrist (1994) parameter. We discuss this parameter further in Section 7.4.5. One important difference between 
their parameter and the traditional treatment on the treated parameter is that the latter excludes variables like 
from the conditioning set, but the lmbens-Angrist parameter includes them. 
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brium settings. Recall ing that ~9 = N1 (p) + N0(q), when (3.15) holds we have 9 

a ( ~ )  = Nt (~ )E(Y 1 - I10 [ D = l ,  p = q?) - c(~).  (3.16) 

Given costless redistribution of  the benefits, the output-maximizing solution for p also 
maximizes social welfare. For this important  case, which is applicable to small-scale 
social programs with partial  participation, the measure "treatment on the treated" 
which we focus on in this chapter is justified. For evaluating the effect of marginal 
variation or "fine-tuning" of  existing policies,  measure A(p )  is more appropriate, l0 

4. Prototypical solutions to the evaluation problem 

An evaluation entails making some comparison between "treated" and "untreated" 
persons. This section considers three widely used comparisons for estimating the impact 
of  treatment on the treated: E(Y1 -- I10 [ X, D = 1). Al l  use some form of comparison to 
construct the required counterfactual E(Y0 ] X, D = 1). Data on E(YI [ X, D = 1) are 
available from program participants. A person who has part icipated in a program is paired 
with an "otherwise comparable"  person or set of  persons who have not participated in it. 
The set may contain just  one person. In most applications of the method, the paired partner' 
is not literally assumed to be a replica of  the treated person in the untreated state although 
some panel data evaluation estimators make such an assumption. Thus, in general, k - 
YJ - I10 is not est imated exactly. Instead, the outcome of  the paired partners is treated as a 
proxy for Y0 for the treated individual and the popu la t ionmean  difference between treated 
and untreated persons is estimated by averaging over all pairs. The method can be applied 
symmetrical ly to non-participants to estimate what they would have earned if  they had 
participated. For  that problem the challenge is to find E(Yj I X, D = 0) since the data on 
non-participants enables one to identify E(Y0 ] X,  D = 0). 

A major difficulty with the application of  this method is providing some objective way of 
demonstrating that a candidate partner or set of  partners is "otherwise comparable."  Many 
econometric and statistical methods are available for adjusting differences between persons 
receiving treatment and potential matching partners which we discuss in Section 7. 

4.1. The b e f o r e - a f t e r  e s t ima tor  

In the empirical  literature on program evaluation, the most commonly-used evaluation 
strategy compares a person with himself/herself. This is a compm'ison strategy based on 
longitudinal data. It exploits the intuitively appealing idea that persons can be in both states 
at different times, and that outcomes measured in one state at one time are good proxies for 
outcomes in the same state at other times at least for the no-treatment state. This gives rise 

9 Condition (3.15) is stronger than what is required to justify (3.16). The condition only has to hold for the 
subset of the population (N0(~p) in number) who would not participate in the presence of the program. 

t0 Bj6rklund and Moffitt (1987) estimate both the marginal gross gain and the average gross gain tiom 
participating in a program. However, they do not present estimates of marginal or average costs. 
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to the motivation for the simple "before-after" estimator which is still widely used. Its 
econometric descendent is the fixed effect estimator without a comparison group. 

The method assumes that there is access either (i) to longitudinal data on outcomes 
measured before and after a program for a person who participates in it, or (ii) to repeated 
cross-section data from the same population where at least one cross-section is from a 
period prior to the program. To incorporate time into our analysis, we introduce "t" 
subscripts. Let Y~t be the post-program earnings of  a person who participates in the 
program. When longitudinal data are available, Y0/ is the pre-program outcome of the 
person. For simplicity, assume that program participation occurs only at time period k, 
where t > k > / .  The "before-after" estimator uses preprogram earnings Yot' to proxy the 
no-treatment state in the post-program period, in other words, the underlying identifying 
assumption is 

E(Y0t - Y0/ ]D  -- 1) -- 0. (4.A.1) 

If  this assumption is valid, the "before-after" estimator is given by 

( I ? j / -  I?0/)1, (4.1) 

where the subscript "1" denotes conditioning on D = 1, and the bar denotes sample 
means. 

To see how this estimator works, observe that for each individual the gain from the 
program may be written as 

YJt - Yo, = (Y~, Y o / )  + (Y0/ - Y0f). 

The second term (Yor - Yot) is the approximation error. If  this term averages out to zero, 
we may estimate the impact of  participation on those who participate in a program by 
subtracting participants' mean pre-program earnings from the mean of their post-program 
earnings. These means also may be defined for different values of participants' character- 
istics, X. 

The before-after estimator does not literally require longitudinal data to identify the 
means (Heckman and Robb, 1985a,b). As long as the approximation error averages out, 
repeated cross-sectional data that sample the same population over time, but not necessa- 
rily the same persons, are sufficient to construct a before-after estimate. An advantage of 
this approach is that it only requires information on the participants and their pre-partici- 
pation histories to evaluate the program. 

The major drawback to this estimator is its reliance on the assumption that the approx- 
imation errors average out. This assumption requires that among participants, the mean 
outcome in the no-treatment state is the same in t a n d / .  Changes in the overall state of  the 
economy between t a n d / ,  or changes in the lifecycle position of a cohort of participants, 
can violate this assumption. 

A good example of a case in which assumption (4.A.1) is likely violated is provided in 
the work of Ashenfelter (1978). Ashenfelter observed that prior to enrollment in a training 
program, participants experience a decline in their earnings. Later research demonstrates 
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that Ashenfelter's "dip" is a common feature of  the pre-program earnings of participants 
in government training programs, See Figs. 1-6 which show the dip for a variety of 
programs in different countries. If  this decline in earnings is transitory, and earnings follow 
a mean-reverting process so that the dip is eventually restored even in the absence of 
participation in the program, and if period t ~ falls in the period of transitorily low earnings, 
then the approximation error will not average out. In this example, the before-after 
estimator overstates the average effect of  training on the trained and attributes mean 
reversion that would occur under any event to the effect of  the program. On the other 
hand, if the decline is permanent, the before-after estimator is unbiased for the parameter 
of  interest. In this case, any improvement in earnings is properly attributable to the 
program. Another potential defect of this estimator is that it attributes to the program 
any trend in earnings due to macro or lifecycle factors. 

Two different approaches have been used to solve these problems with the before-aftcr 
estimators. One controversial method generalizes the before-after estimator by making use 
of  many periods of  pre-program data and extrapolating from the period before / to generate 
the counterfactual state in period t. It assumes that Y0~ and Y0/can be adjusted to equality 
using data on the same person, or the same populations of  persons, followed over time. As 
an example, suppose that Y0t is a function of  t, or is a function of t-dated variables. If  we have 

Nominal 
Dollars 

1300 

J t+t M-t - 
1100 ~ ~ ~ ~" 

[--I } - I - {  - lOOOooo - - 

800 

00o t i t *  

4 0 0  

01h 2 0 0  

1 0  

l I I J I I I + - - - + - - - * -  ~ J t I I I P I ~ - - + ' - ' t  r f I I ~ -4 ! - - - - - 1 - ~  

k~20 k-15 k-10 k-5 k k+5 k+10 k+15 

Month Relative 1o Random Assignment (Controls) or Eligibility (ENPs and SIPP Eligibles) 

~ s t e e  Eiigibles - = - JTPA ENPs - . -  - - .  JTPA Contro[s~ Source; Heckman and Smilh (1 g98b) J 

Fig. 1. Mean self-reported monthly earnings: National JTPA Study controls and eligible non-participantb (ENPs) 
and SIPP eligibles (male adults). Source: Heckman and Smith (1999). 
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Fig. 2. Mean annual earnings prior, during and subsequent to training for 1964 MDTA classroom trainees and a 
comparison group (white males). 

access to enough data on pre-program outcomes  prior to date t ~ to extrapolate post -program 
outcomes Y0, and if  there are no errors of  extrapolat ion,  or if  it is safe to assume that such 
errors average out to zero across persons in  per iod t, one can replace the miss ing  data or at 
least averages of  the miss ing  data, us ing extrapolated values. This method is appropriate if  
popula t ion  m e a n  outcomes evolve as determinis t ic  funct ions of  t ime or macroeconomic  
variables l ike unemployment .  This  procedure  is discussed further in  Sect ion 7.5. if The 
second approach is based on the before-af te r  es t imator  which we discuss next. 

4.2. The di f ference-in-di f ferences es t imator  

A more  widely  used approach to the eva lua t ion  problem assumes access either (i) to 
longi tudina l  data or (ii) to repeated cross-sect ion data on non-par t ic ipants  in periods t 
and t/. I f  the mean  change in  the no-program outcome measures  are the same for partici-  
pants and non-par t ic ipants  i.e., i f  the fo l lowing assumpt ion is valid: 

E(Yo~ - Yot, [ D  = 1) = E(Yot - Yo,' I D = 0), (4.A.2) 

then the dif ference-in-di f ferences est imator  g iven  by  

(J?l, - l?ot')l - (Yot -: 17"ot')o, t > k > t ~ (4.2) 

J J See also Heckanan and Robb ( 1985 a, pp. 210-215 ) 
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Fig. 3. Mean annual earnings for 1976 CETA trainees and a comparison group (males). 

is valid for E(A r I D =  1 ) = E ( g l t - Y 0 t [ D =  1) where  z l , = Y i , - Y 0 t  because 

E[(17tt - ITot,)i - (I70t - f'0t')0] = E(zlt [ D = 1). ~2 I f  assumpt ion  (4.A.2) is valid, the 

change in the ou tcome  measure  in the compar i son  group serves  to benchmark  c o m m o n  

year  or  age effects among  participants.  

Because  we  cannot  form the change  in ou tcomes  be tween  the treated and untreated 

states, the express ion 

(Yl t  - Y o t : ) l  - ( Y ( ) t  - Y o t ' ) o ,  

cannot  be fo rmed  for anyone,  a l though we can form one or the other  of  these terms for 

everyone.  Thus,  we  cannot  use the d i f ference- in-di f ferences  es t imator  to ident i fy  the 

dis t r ibu t ion  of  gains wi thout  making  further  assumptions• l~ Like  the be fo re -a f t e r  est ima- 

tor, we can i m p l e m e n t  the di f ference- in-dif ferences  es t imator  for means  (4.2) on repeated 

cross-sections• It is not  necessary to sample  the same persons in periods t and t: - just  

persons f rom the same populations• 

J2 The proof is immediate. Make the following decomposition: (IPj, - -Vo,')l = (I>1, - IP0,)l + (Y0, - l>ot')~ 
The claim follows upon taking expectations. 

13 One assmnption that identifies tile distribution of gains is to assume that (Y~t Y0~)~ is independent of (Yo, - 
Yo:')t and that the distribution of (YI, - Yo:)I is the seane as the distribution of (¥0t Y0,')0- Then the results on 
deconvolution in Heckman eta/. (1997c) can be applied. See their paper for details. 



1896 J. J. H e c k m a n  et  al. 

2500 
, , ~ n r o l l m e n t  P e r i o d  - -  

2000 

1500 

g 

. - ' "  / /  

1000 . . , -  / /  
. . '  / 

500 ~ - . . . . .  / 0 
1972 1973 1974 1975 1976 1977 

Year 

I 
Source: Frakerand Maynard(1987) 

NSW experlmentals - - - NSW Controls . . . . . .  Matched CPS Comparison Group] 

1978 1979 

Fig. 4. National supported work (NSW) average annual earnings, treatments, controls and matched CPS compar- 
ison group (AFDC recipients). 

Ashenfel ter ' s  dip provides an example of a case where assumption (4.A.2) is l ikely to be 
violated. If  Y is earnings, and t / is measured at the time of  a transitory earnings dip, and if 
non-participants do not experience the dip, then (4.A.2) will  be violated, because the time 
path of  no-treatment earnings between t z and t will be different between participants and 
non-participants.  In this example, the difference-in-differences estimator overstates the 
average impact  of  training on the trainee. 

4.3. The cross-section estimator 

A third estimator compares mean outcomes of participants and non-participants at t ime t. 
This estimator is sometimes called the cross-section estimator. It does not compare the 
same persons because by hypothesis a person cannot be in both states at the same time. 
Because of  this fact, cross-section estimators cannot estimate the distribution of gains 
unless additional assumptions are invoked beyond those required to estimate mean 
impacts. 

The key identifying assumption for the cross-section estimator of  the mean is that 

E(Yot ] O = 1) = E(Yot I O = 0), (4.A.3) 

i.e., that on average persons who do not participate m the program have the same no- 
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treatment outcome as those who do participate. If this assumption is valid, then the cross- 
section estimator is given by 

( l~j , ) l  - (IP0t)0. (4 .3 )  

This estimator is valid under assumption (4.A.3) because 14 

E ( ( Y I t ) I  - ()~ot)o) = E ( A t  [ D = 1). 

If persons go into the program based on outcome measures in the post-program state, then 
assumption (4.A.3) will be violated. The assumption would be satisfied if participation in 
the program is unrelated to outcomes in the no-program state in the post-program period. 
Thus, it is possible for Ashenfelter's dip to characterize the data on earnings in the pre- 
program period, and yet for (4.A.3) to be satisfied, Moreover, as long as the macro 
economy and aging process operate identically on participants and non-participants, the 
cross-section estimator is not vulnerable to the problems that plague the before-after 
estimator. 

The cross-section estimator (4.3), the difference-in-differences estimator (4.2), and the 
before-after estimator (4.1) comprise the trilogy of conventional non-experimental evalua- 
tion estimators. All of these estimators can be defined conditional on observable character- 
istics X. Conditioning on X or additional "instrumental" variables makes it more likely that 
modified versions of assumptions (4.A.3), (4.A.2), or (4.A. 1) will be satisfied but this is not 
guaranteed. If, for example, the distribution of X characteristics is different between parti- 
cipants (D = t) and non-participants (D = 0), conditioning on Xmay eliminate systematic 
differences in outcomes between the two groups. Using modern non-parametric procedures, 
it is possible to exploit each of the identifying conditions to estimate non-parametric 
versions of all three estimators. On the other hand, if the difference between participants 
and non-participants is due to unobservables, conditioning may accentuate, and not elim- 
inate, differences between participants and non-participants in the no-program state. ~5 

The three estimators exploit three different principles but all are based on making some 
comparison. The assumptions that justify one method will not, in general, justify any of the 
other methods. All of the estimators considered in this chapter exploit one of these three 
principles. They extend the simple mean differences just discussed by making a variety of 
adjustments to the means. Throughout the rest of the chapter, we organize our discussion 
of alternative estimators by discussing how they modify the simple mean differences used 
in the three intuitive estimators to account for non-stationary environments and different 
values of regressors in the different comparison groups. We first consider social experi- 
mentation and how it constructs the counterfactuals used in policy evaluations. 

14 Proof: (17~t)1 - (?0t)ll = (YIt)l (Y0t)t k (1701)1 - (?0/)ll and take expectations invoking assumption 
(4.A.3). 

~SThus if [ E ( Y o I D =  l) E ( Y o I D = 0  ) [ - M ,  there is no guarantee that I E ( Y 0 [ D - 1 , X )  
E(Y0 [ D = 0,X) 1< M. For some values of X, the gap could widen. 
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Randomization is one solution to the evaluation problem. Recent years have witnessed 
increasing use of experimental designs to evaluate North American employment and 
training programs. This approach has been less common in Europe, though a small number 
of experiments have been conducted in Britain, Norway and Sweden. When the appro- 
priate qualifications are omitted, the impact estimates from these social experiments m'e 
easy for analysts to calculate and for policymakers to understand (see, e.g., Burtless, 
1995). As a result of its apparent simplicity, evidence from social experiments has had 
an important impact on the design of US welfare and training programs. 16 Because of the 
importance of experimental designs in this literature, in this section we show how they 
solve the evaluation problem, describe how they have been implemented in practice, and 
discuss their advantages and limitations. 

5.1. How social experiments solve the evaluation problem 

An important lesson of this section is that social experiments, like other evaluation meth- 
ods, provide estimates of the parameters of interest only under certain behavioral and 
statistical assumptions. To see this, let "*" denote outcomes in the presence of random 
assignment. Thus, conditional on X for each person we have (Yj*,Yo*,D*) in the presence 
of random assignment and (YI,Y0,D) when the program operates normally without rando- 
mization. Let R = 1 if a person for whom D* = 1 is randomized into the program and 
R = 0 if the person is randomized out. Thus, R = 1 corresponds to the experimental 
treatment group and R = 0 to the experimental control group. 

The essential assumption required to use randomization to solve the evaluation problem 
for estimating the mean effect of treatment on the treated is that 

E (Y)*-  Yo* I X, D* = 1) = E(YL - I1o IX,  D =  1). (5.A.l) 

A stronger set of conditions, not strictly required, are 

E(YI* IX,  D* = 1) = g(Yl I X, D = 1) (5.A.2a) 

and 

E(Yo* IX,  D* = 1) = E(Yo [ X , D  .... 1). (5.A.2b) 

Assumption (5.A. l) states that the means from the treatment and control groups generated 
by random assignment produce the desired population parameter. With certain exceptions 
discussed below, this assumption rules out changes in the impact of participation due to the 
presence of random assignment as well as changes in the process of program participation. 
The first part of this assumption can in principle be tested by comparing the outcomes of 

J6 We discuss this evidence in Section 10. 
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participants under a regime of  randomization with the outcome of  participants under the 
usual regime. 

If  (5.A.2a) is true, among the population for whom D = 1 and R = 1 we can identify 

E(Yj I X, D --  1,R = 1) = E(YI I X, D = 1). 

Under (5.A2a) information sufficient to estimate this mean without bias is routinely 
produced from data collected on participants in social programs. The new information 
produced by an experiment comes from those randomized out of the program. Using the 
experimental  control group it is possible to estimate: 

E(Y0 ] X , D  = 1,R = 0) = E(Y 0 I X, D = 1). 

Simple mean differences identify 

EtA I X , D  = 1) = E(Yj - Yo I X ,  D - -  1). 

Within the context of the model  of Eq. (3.10), an experiment that satisfies (5.A.I)  or 
(5.A.2a) and (5.A.2b) does not make D orthogonal to U. It simply equates the bias in the 
two groups R = 1 and R = 0. Thus in the model of  Eq. (3.1), under (5.A.2a) and (5.A.2b), 
E ( Y ] X ,  D = I , R = I ) = g , ( X ) + E ( U ,  ] X , D =  1) and E ( Y ] X , D = I , R = 0 ) =  
go(X) + E(U 0 ]X, D = 1). 17 

Rewrit ing the first conditional mean, we obtain 

E(Y I X, D = 1,R = 1) = gl(X) + E(U~ - U 0 I X , D  = 1) + E(U 0 [ X , D  = 1). 

Subtracting the second mean from the first el iminates the common selection bias compo- 
nent E(U0 I X, D = 1) so 

E(Y I X, D =  1 , R =  1 ) -  E(Y I X, D - -  1 , R -  O)= g~(X) -  go(X)+ E(U~ - Uo IX,  D =  1). 

When the model  (3.1) is specialized to one of intercept differences, as in (3.10), this 
parameter  simplifies to ee. Notice, that the method of  social experiments does not set 
either E(Uj I X, D = 1) or E(U0 ] X, D = 1) equal to zero. Rather, it balances the selec- 
tion bias in the treatment and control groups. 

Stronger assumptions must be made to identify the distribution of impacts 
F(A [ D = 1). Ja Without invoking further assumptions, data from experiments,  like data 
from non-experimental  sources, are unable to identify the distribution of impacts because 
the same person is not observed in both states at the same time (Heckman, 1992; Heckman 
and Smith, 1993, 1995, 1998a; Heckman et al., 1997c). 

I f  assumption (5.A.1) or assumptions (5.A.2a) and (5.A.2b) fail to hold because the 
program participation probabili t ies are affected, so D* and D are different, then the 
composi t ion of  the participant population differs in the presence of random assignment. 

17 Notice that in this section we allow for the more general model Yo '~ go(X) + Uo, gi = gt(X) + Ul where 
E(U0 [ X) ¢ 0 and E(U~ I X) ~ 0. 

J~ Replace "E" with "F" in (5.A.2a) and (5.A.2b) to obtain one necessary condition. 
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In two important special cases, experimental data still provide unbiased estimates of the 
effect of  treatment on the treated. First, if the effect of  training is the same for everyone, 
changing the composition of the participants has no effect because the parameter of 
interest is the same for all possible participant populations (Heckman, 1992). This assump- 
tion is sometimes called the common treatment effect assumption and, letting i denote a 
variable value for individual i, may be formally expressed as 

Yli  - Yoi = Ai  =- A,  for all i. (5.A.3) 

This assumption is equivalent to setting UI = U0 in (3.9). Assumption (5.A.3) can be 
defined conditionally on observed characteristics, so we may write A ---- A(X). Notice~ 
however, that in this case, if randomization induces persons with certain X values not to 
participate in the program, then estimates of A(X) can only be obtained for values of  X 
possessed by persons who participate in the program. In this case (5.A.1) is satisfied but 
(5.A.2a) and (5.A.2b) are not. 

The second special case where experimental data still provide unbiased estimates of  the 
effect of  treatment on the treated arises when decisions about training are not affected by 
the realized gain from participating in the program. This case could arise if potential 
trainees know E(A I X) but not a at the time participation decisions are made. Formally, 
the second condition is 

E(A [X,D = 1) = E(A I X), (5.A.4) 

which is equivalent to condition (3.11) in the model (3.9). If  either (5.A.3) or (5.A.4) 
holds, the simple experimental mean difference estimator is unbiased for E(A I X, D = 1). 

Randomization improves on the non-experimental cross-section estimator even if there 
is no selection bias. In an experiment, for all values of  X for which D = 1, one can identify 

E(A I X, D = 1) = E(Y1 - Y0 I X,D ---- 1). 

Using assumption (4.A.3) in an ordinary non-experimental evaluation, there may be values 
of X such that Pr(D = 1 I X) = 1 ; that is, there may be values of  X with no comparison 
group members. Randomization avoids this difficulty by balancing the distribution of X 
values in the treatment and control groups (Heckman, 1996). At the same time, however, 
random assignment conditional on D = 1 cannot provide estimates of  A (X) for values of X 
such that Pr(D = 1 I X) = 0. 

The stage of  potential program participation at which randomization is applied - elig- 
ibility, application, or acceptance into a program - determines what can be learned from a 
social experiment. For randomization conditional on acceptance into a program (D = 1), 
we can estimate the effect of treatment on the treated: 

E(A IX, D -  1) = E(Yt - Yo I X, D = 1) 

using simple experimental means. We cannot estimate the effect of  randomly selecting a 
person to go into the program: 
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E(A IX) = E(Y~ - Yo ] X), 

by using simple experimental means unless one of  two conditions prevails. The first 
condition is just the common effect assumption (5.A.3). This assumption is explicit in 
the widely used dummy endogenous variable model (Heckman, 1978). The second 
condition is that embodied in assumption (5.A.4), that participation decisions are inde- 
pendent of  the person-specific component of  the impact. In both cases, the mean impact 
of  treatment on a randomly selected person is the same as the mean impact of  treatment 
on the treated. 

In the general case, it is difficult to estimate the effect of randomly assigning a person 
with characteristics X to go into a program. This is because persons randomized into a 
program cannot be compelled to participate in it. In order to secure compliance, it may be 
necessary to compensate or persuade persons to participate. For example, in many US 
social experiments, program operators threaten to reduce participants' social assistance 
benefits, if they refuse to participate in training. Such actions, even if successful, alter the 
environment in which persons operate and may make it impossible to estimate E(A I X) 
using experimental means. One assumption that guarantees compliance is the existence of 
a "compensation" or "punishment" level c such that 

P r ( O  = 1 I X ,  c) - -  1 (5.A.5a) 

and 

E(A I X, c) = E(A ] X). (5.A.5b) 

The first part of the assumption guarantees that a person with characteristics X can be 
"bribed" or "persuaded" to participate in the program. The second part of the assumption 
guarantees that compensation c does not affect the outcome being evaluated. 19 If c is a 
monetary payment, it would be optimal from the standpoint of an experimental analyst to 
find the minimal value of c that satisfies these conditions. 

Randomization of  eligibility is sometimes proposed as a less disruptive alternative to 
randomization conditional on D = 1. Randomizing eligibility avoids the application and 
screening costs that are incun'ed when accepted individuals are randomized out of  a 
program. Because the randomization is performed outside of training centers, it also 
avoids some of  the political costs that have accompanied the use of  the experimental 
method. 

Consider a population of  persons who are usually eligible for the program. Randomize 
eligibility within this population. Let e = 1 if a person retains eligibility and e = 0 if a 
person becomes ineligible. Assume that eligibility does not disturb the underlying struc- 
ture of  the random variables (Yo, YbD,X) and that Pr(D = 1 IX) # 0. Then Heckman 
(1996) shows that 

J9 Observe that the value of c is not necessarily unique. 
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E ( Y I X ,  e = 1) -- E(Y [ X , e  = 0) 
= E(A I X, D = 1). 

P r ( D = l  IX, e =  1) 

Randomizat ion of  el igibil i ty produces samples that can be used to identify E(A I X, D = 
1) and also to recover Pr(D = 1 I X). The latter is not recovered from samples which 
condition on D = 1 (Heckman, 1992; Moffitt, 1992). Without  additional assumptions of 
the sort previously discussed, randomization on eligibil i ty will not, in general, identify 
E(~  IX).  

5.2. Intention to treat and substitution bias 

The objective of  most experimental designs is to estimate the conditional mean impact of 
training, or E(A I X, D = 1). However,  in many experiments a significant fraction of  the 
treatment group drops out of the program and does not receive the services being eval- 
uated. 2° In general, in the presence of  dropping out E(A I X, D = 1) cannot be identified 
using comparisons of  means. Instead, the experimental  mean difference estimates the 
mean effect of  the offer of  treatment, or what is sometimes called the "intent to treat." 
For many purposes, this is the policy-relevant  parameter.  It is informative on how the 
availabili ty of  a program affects participant outcomes. Attri t ion is a normal feature of  an 
ongoing program. 

To obtain an estimate of  the impact of  training on those who actually receive it, addi- 
tional assumptions are required beyond (5.A.1) or (5.A.2a) and (5.A.2b). Let T be an 
indicator for actual receipt  of treatment, with T = 1 for persons actually receiving train- 
ing, and T = 0 otherwise. Let T* be a similarly defined latent variable for control group 
members indicating whether or not they would have actually received training, had they 
been in the treatment group. Define 

E(A IX ,  D =  I , R  = 1 , T =  1) = E ( A  IX ,  D =  I , T =  1) 

as the mean impact of  training on those members of  the treatment group who actually 
receive it. This parameter  will equal the original parameter  of interest E(A I X, D = 1) 
only in the special cases where (5.A.3), the common effect assumption, holds, or where an 
analog to (5.A.4) holds so that the decision of treatment group members to drop out is 
independent of  (A - E(A)), the person-specific component  of  their impact. 

A consistent estimate of the impact of  training on those who actually receive it can be 
obtained under the assumption that the mean outcome of the treatment group dropouts is 
the same as that of  their analogs in the control group, so that 

E ( Y [ X , D  --  1,R = 1, r = 0) := E ( Y I X ,  D --  1,R --  0, T*--- 0). (5.A.6) 

Note that this assumption rules out situations where the treatment group dropouts receive 
potentially valuable part ial  treatment. Under  (5.A.6), 

2o Using the analysis in the preceding subsection, dropping out by experimental treatment group rnembe)s 
could be reduced by compensating them for completing training. 
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E(Y I X ,  D = 1,R = 1) - E(Y I X ,  D = 1 , R  = O) 

P ( T  = 1 I X ,  D = 1,R = 1) 
(5.1) 

identifies the mean impact of training on those who receive it. 2~ This estimator scales up 
the experimental mean difference estimate by the fraction of  the treatment group receiving 
training. When all treatment group members receive training, the denominator equals one 
and the estimator reduces to the simple experimental mean difference. Estimator (5.1) also 
shows that the simple mean difference estimator provides a downward biased estimate of  
the mean impact of training on the trained when there are dropouts from the treatment 
group, because the denominator always lies between zero and one. Heckman et al. (1998f) 
present methods for estimating distributions of  outcomes and for testing the identifying 
assumptions in the presence of  dropping out. They present evidence on the validity of  the 
assumptions that justify (5.1) in the National JTPA Study data. 

In an experimental evaluation, the converse problem can also arise for the control group 
members. In an ideal experiment, no control group members would receive either the 
experimental treatment or close substitutes to it from other sources. In practice, a significant 
fraction of  controls often receives similar services from other sources. In this situation, the 
mean earnings of  control group members no longer correspond to E(Y0 ] X, D = 1) and 
neither the experimental mean difference estimator nor the adjusted estimator (5.1) identi- 
fies the impact of  training relative to no training for those who receive it. However, under 
certain conditions discussed in Section 3, the experimental estimate can be interpreted as the 
mean incremental effect of  the program relative to a world in which it does not exist. 

As in the case of treatment group dropouts, identifying the impact of  training on the 
trained in the presence of control group substitution requires additional assumptions 
beyond (5.A.1) or (5.A.2a) and (5.A.2b). Let S = 1 denote control group members receiv- 
ing substitute training from alternative sources and let S = 0 denote control group 
members receiving no training and let Y2 be the outcome conditional on receipt of alter- 
native training. Consider the general case with both treatment group dropping out and 
control group substitution. In this context, one approach would be to invoke the assump- 
tions required to apply non-experimental techniques as described in Section 7 to the 
treatment group data to obtain an estimate of  the impact of  the training being evaluated 
on those who receive it. Heckman et al. (1998a) employ this and other strategies using data 
from the National JTPA Study. 

Alternatively, two other assumptions allow use of  the control group data to estimate the 
impact of  training on the trained. The first assumption is a generalized common effect 
assumption, where to distinguish individuals we restore subscript i 

Yl i  - f o i  = Y2i - Yoi = Ai ~ Z~, for all i. (5.A.3 l) 

This assumption states that (a) the impact of  the program being evaluated is the same as the 
impact of  substitute programs for each person and (b) that all persons respond exactly the 

2J See, e.g., Mallar (1978), Bloom (1984) and Heckman et al. (19981). 
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same way to the program (a common effect assumption). The second assumption is a 
generalized version of (5.A.4), where 

E ( Y j - Y o l X ,  D = I , T = I , R = I ) = E ( Y 2 - Y o I X ,  D = I , S = I , R = O  ). (5.A.4') 

This assumption states that the mean impact of the training being evaluated received by 
treatment group members who do not drop out equals the mean impact of substitute training 
on those control group members who receive it. Both (5.A.3/) and (5.A.4/) are strong 
assumptions. To be plausible, either would require evidence that the training received by 
treatment group members was similar in content and duration to that received by control 
group members. Note that (5.A.3 ~) implies (5.A.4~). Under either assumption, the ratio 

E(Y I X , D  = 1,R = 1) - E(Y [ X , D  = 1,R = O) 
(5.2) 

P r ( T =  1 I X, D = 1,R = 1 ) -  Pr(S---- 1 ] X , D  = 1,R = O) 

identifies the mean impact of training on those who receive it in both the experimental 
treatment and control groups, provided that the denominator is not zero. The similarity of 
estimator (5.2) to the instrumental variable estimator defined in Section 7 is not accidental; 
under assumptions (5.A.3/) or (5.A.4~), random assignment is a valid instrument for training 
because it is correlated with training receipt but not with any other determinants of the 
outcome Y. Without one of  these assumptions, random assignment is not, in general, a valid 
instrument (Heckman, 1997; Heckman et al., 1998a). To see this point, consider a model in 
which individuals know their gain from training, but because the treatment group has access 
to the program being evaluated, it faces a lower cost of  training. In this case, controls are less 
likely to be trained, but the mean gross impact would be larger among control trainees than 
among the treatment trainees. Drawing on the analysis of  Section 7, this correlation violates 
the condition required for the IV estimator to identify the parameter of  interest. 

5.3. Social experiments in practice 

In this subsection we discuss how social experiments operate in practice. We present 
empirical evidence on some of the theoretical issues surrounding social experiments 
discussed in the preceding subsections and provide a context for the discussion of  the 
experimental evidence on the impact of  training in Section 10. To make the discussion 
concrete, we focus in particular on two of the best known US social experiments: the 
National Supported Work (NSW) demonstration (Hollister et al., 1984) and the recent 
National JTPA Study (NJS). 22 We begin with a brief discussion of the implementation of 
these two experiments. 

5.3.1. Two important social experiments 

The NSW Demonstration was one of the first employment and training experiments. It 
tested the effect of  9-18 months of guaranteed work experience in unskilled occupations 

2~ See, among others, Doolittle and Traeger (1990), Bloom et al. (1993) and Orr el al. (1994). 
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on groups of longterm AFDC (welfare) recipients, ex-drug addicts, ex-criminal offenders, 
and economically disadvantaged youths in 10 sites across the US. These jobs were in a 
sheltered environment in which productivity standards were gradually raised over time 
and participants met frequently with program counselors to discuss grievances and perfor- 
mance. 

The NSW enrollment process began with a referral, usually by a welfare agency, drug 
rehabilitation agency, or prisoners' assistance society. Program operators then interviewed 
potential participants and eliminated any persons that they believed "would be disruptive 
to their programs" (Hollister et al., 1984, p. 35). Following this screening, a third party 
randomly assigned one-half of the qualified applicants to the treatment group. The remain- 
der were assigned to the control group and prevented from receiving NSW services. 
Although the controls could not receive NSW services, program administrators could 
not prevent them from receiving other training services in their community, such as 
those offered under another widely available training program with the acronym CETA. 
Follow-up data on the experimental treatment and control groups were collected via both 
surveys and administrative earnings records. 

In contrast to the NSW, the NJS sought to evaluate the effectiveness of an ongoing 
training program. From the start, the goal of evaluating an ongoing program without 
significantly disrupting its operations - and thereby violating assumption (5.A.1) or 
assumptions (5.A.2a) and (5.A.2b) - posed significant problems. The first of these arose 
in selecting the training centers at which random assignment would take place. Initially, 
evaluators planned to use a random sample of the nearly 600 US JTPA training sites. 
Randomly choosing the evaluation sites would enhance the "external validity" of the 
experiment - the extent to which its findings can be generalized to the population of 
JTPA training centers. Yet, it was difficult to persuade local administrators to participate 
in an evaluation that required them to randomly deny services to eligible applicants. When 
only four of the randomly selected sites or their alternates agreed to participate, the study 
was redesigned to include a "diverse" group of 16 centers willing to participate in a 
random assignment study (see Doolittle and Traeger, 1990; or the summary of their 
analysis presented in Hotz, 1992). Evaluators had to contact 228 JTPA training centers 
in order to obtain these sixteen volunteers. % The option of forcing centers to participate 
was rejected because of the importance of securing the cooperation of local administrators 
in preserving the integrity of random assignment. Such concerns are not without founda-- 
tion, as the integrity of an experimental training evaluation in Norway was undermined by 
the behavior of local operators (Torp et al., 1993). 

Concerns about disrupting normal program operations and violating (5,A. 1) or (5.A.2a)- 
(5.A.2b) also led to an unusual approach to the evaluation of the specific services provided 
by JTPA. This program offers a personalized mix of employment and training services 
including all those listed in Table l with the exception of public service employment. 

2~ Ve17 large training centers (e.g., Los Angeles) and small, rural centers were excluded from the study design 
from the outset of the center enrollment process, for administrative and cost reasons, respectively. The final set of 
16 training centers received a total of US$1 million in payments to cover the cost of participating in the experiment. 
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During their enrollment in the program, participants may receive two or more of these 
services in sequence, where the sequence may depend on the participant's success or 
failure in those services provided first. As a result of this heterogeneous, fluid structure, 
it was impossible without changing the character of the program to conduct random 
assignment conditional on (planned) receipt of particular services or sets of services. 
instead, JTPA staff recommended particular services for each potential participant prior 
to random assignment, and impact estimates were calculated conditional on these recom- 
mendations. In particular, the recommendations were grouped into three "treatment 
streams": the "CT-OS stream" which included persons recommended for classroom 
training (CT), (and possibly other services), but not on-the-job training (OJT); the 
"OJT stream" which included persons recommended for OJT (and possibly other 
services) but not CT; and the "other stream" which included the rest of the admitted 
applicants, most of whom ended up receiving only job search assistance. Note that this 
issue did not arise in the NSW, which provided a single service to all of its participants, in 
the NJS, followup data on earnings, employment and other outcomes were obtained from 
both surveys and multiple administrative data sources. 

5.3.2. The practical importance of  dropping out and substitution 
The most important problems affecting social experiments are treatment group dropout 
and control group substitution. These problems are not unique to experiments. Persons 
drop out of programs whether or not they are experimentally evaluated. There is no 
evidence that the rate of dropping out increases during an expelimental evaluation. 
Most programs have good substitutes so that the estimated effect of a program as typically 
estimated is in relation to the full range of activities in which non-participants engage. 
Experiments exacerbate this problem by creating a pool of persons who attempt to take 
training who then flock to substitute programs when they are placed in an experimental 
control group. 

Table 3 demonstrates the practical importance of these problems in experimental 
evaluations by reporting the rates of treatment group dropout and control group substitu- 
tion from a variety of social experiments. It reveals that the fraction of treatment group 
members receiving program services is often less than 0.7, and sometimes less than 0.5. 
Furthermore, the observed characteristics of the treatment group members who drop out 
often differ from those who remain and receive the program services. 24 In regard to 
substitution, Table 3 shows that as many as 40% of the controls in some experiments 
received substitute services elsewhere. In an ideal experiment, all treatments receive the 
treatment and there is no control group substitution, so that the difference between the 
fractions of treatments and controls that receive the treatment equals 1.0. In practice, this 
difference is often well below 1.0. 

The extent of both substitution and dropout depends on the characteristics of the treat- 
ment being evaluated and the local program environment. In the NSW, where the treat- 

24 For the NSW, see LaLonde (1984); for the NJS see Smith (1992). 
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ment was relatively unique and of high enough quality to be clearly perceived as valuable 
by participants, dropout and substitution rates were low enough to approximate the ideal 
case. In contrast, in the NJS and other evaluations of  programs that provide low cost 
services widely available from other sources, substitution and dropout rates are high. 25 
In the NJS, the substitution problem is accentuated by the fact that JTPA relies on outside 
vendors to provide most of  its training. Many of  these vendors, such as community 
colleges, provide the same training to the general public, often with subsidies from 
other government programs such as Pell Grants. In addition, in order to help in recruiting 
sites to participate in the NJS, evaluators al lowed them to provide control group members 
with a list of alternative training providers in the community.  Of the 16 sites in the NJS, 14 
took advantage of this opportunity to alert control group members to substitute training 
opportunities. 

To see the effect of high dropping out and substitution on the interpretation of the 
experimental  evidence, consider Project Independence. The unadjusted experimental  
impact  estimate is $264 over the 2-year fol lowup period, while application of the IV 
estimator that uses sample moments in place of (5.2) yields an adjusted impact estimate 
of  $1100 (264/0.24). The first estimate indicates the mean impact of  the offer of  treatment 
relative to the other employment  and training opportunities available in the community.  
Under assumptions (5.A.3I) or (5.A.4~), the latter estimate indicates the impact of training 
relative to no training in both the treatment and control groups. Under these assumptions, 
the high rates of  dropping out and substitution suggest that the experimental  mean differ- 
ence estimate is strongly downward biased as an estimate of  the impact of  treatment on the 
treated, the primary parameter  of pol icy interest. 

A problem unique to experimental evaluations is violation of (5.A.1), or (5.A.2a) and 
(5.A.2b), which produces what Heckman (1992) and Heckman and Smith (1993, 1995) 
call "randomizat ion bias." In the NJS, this problem took the form of concerns that 
expanding the pool of accepted applicants, which was required to keep the number of  
participants at normal levels while creating a control group, would change the process of 
selection of  persons into the program. Specifically, training centers were concerned that 
the additional recruits brought in during the experiment would be less motivated and 
harder to train and therefore benefit less from the program. Concerns about this problem 
were frequently cited by training centers that declined to participate in the NJS (Doolittle 
and Traeger, 1990). To part ial ly allay these concerns, random assignment was changed 

~5 For the NJS, Table 3 reveals the additional complication that estimates of the rate of lraining receipt in the 
treatment and control groups depend on the data source used to make the calculation. In particular, because many 
treatment group members do not report training that administrative records show they received, dropout rates 
measured using only the survey data are substantially higher than those that combine the survey and adminis- 
trative data. At the same time, because administrative data are not available on control group training receipt 
(other than the very small number of persons who defeated the experimental protocol), using only self-reported 
data on controls but the combined data for the treatment group will likely overstate the difference in service 
receipt levels between the two groups. 
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from the 1:1 ratio that minimizes the sampling variance of the experimental impact 
estimator to a 2:1 ratio of treatments to controls. 

Although we have no direct evidence on the empirical importance of changes in parti- 
cipation patterns on measured outcomes during the NJS, there is some indirect evidence 
about the validity of (5.A.1) or (5.A.2a) and (5.A.2b) in this instance. First of all, a number 
of training centers in the NJS streamlined their intake processes during the experiment - 
sometimes with the help of an intake consulting firm whose services were subsidized as 
part of the evaluation. In so doing, they generally reduced the number of visits and other 
costs paid by potential trainees, thereby including among those randomly assigned less 
motivated persons than were normally served. Second, some training centers asked ~br, 
and received, additional temporary reductions in the random assignment ratio during the 
course of the experiment when they experienced difficulties recruiting sufficient qualified 
applicants to keep the program operating at normal levels. 

A second problem unique to experiments involves obtaining experimental estimates of 
the effects of individual components of services provided in sequence as part of a single 
program. Experimental designs can readily determine how access to a bundle of services 
affects participants' earnings. More difficult is the question of how participation at each 
stage influences earnings, when participants can drop out during the sequence. Providing 
an experimental answer to this question requires randomization at each stage in the 
sequence. 26 In a program with several stagesl this would lead to a proliferation of treat- 
ments and either large (and costly) samples or insufficient sample sizes. In practice, such 
sequential randomization has not been attempted in evaluating job training programs. 

A final problem unique to experimental designs is that even under ideal conditions, they 
are unable to answer many questions of interest besides the narrow impact of "treatment 
on the treated" parameter. For example, it is not possible in practice to obtain simple 
experimental estimates of the impact of training on the duration of post-random assign- 
ment employment due to post-random assignment selection problems (Ham and LaLonde, 
1990). An elaborate analysis of self-selection of the sort sought to be avoided by social 
experiments is required. As another example, consider estimating the impact of training on 
wage rates. The problem that arises in this case is that we observe wages only Ibr those 
employed following random assignment. If the experimental treatment affects employ- 
ment, then the sample of employed treatments will have different observed and unob- 
served characteristics than the employed controls. In general, we would expect that the 
persons without wages will be less skilled. The experimental impact estimate cannot 
separate out differences between the distributions of observed wages in the treatment 
and control groups that result from the effect of the program on wage rates from those 
that result from the effect of the program on selection into employment. Under these 

26 Ahernatively, in a program with three stages, program achninistrators might randomly assign eligible 
participants to one of several treatment groups, with the first group receiving only stage 1 services, tlle second 
receiving stage 1 and stage 2 services and the third receiving smwices from all three stages. However, a problem 
may arise with this scheme if participants assigned to the second and third stages of the program at some pohlt 
decline to participate. In that case, the design described in the text would be more effective. 
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circumstances, only non-experimental methods such as those discussed in Section 7 can 
provide an answer to the question of interest. 

5.3.3. Additional problems common to all evaluations 

There are a number of other problems that arise in both social experiments and non- 
experimental evaluations. Solving these problems in an experimental setting requires 
analysts to make the same types of choices (and assumptions) that are required in a 
non-experimental analysis. An important point of this subsection is that experimental 
impact estimates are sensitive to these choices in the same way as non-experimental 
estimates. A related concern is that experimental evaluations should, but often do not, 
include sensitivity analyses indicating the effect of the choices made on the impact esti- 
mates obtained. 

The first common evaluation problem arises from imperfect data. Different survey 
instruments can yield different measures for the same variable for the same person in a 
given time period (see Smith, 1997a,b, and the citations therein). For example, self- 
reported measures of earnings or welfare receipt from surveys typically differ from admin- 
istrative measures covering the same period (LaLonde and Maynard, 1987; Bloom et al., 
1993). As we discuss in Section 8, in the case of earnings, data sources commonly used for 
evaluation research differ in the types of earnings covered, the presence or absence of top- 
coding and the extent of missing or incorrect values. The evaluator must trade off these 
factors when choosing which data source to rely on. Whatever the data source used, the 
analyst must make decisions about how to handle outliers and missing values. 

To underscore the point that experimental impacts for the same program can differ due 
to different choices about data sources and data handling, we compare the impact estimates 
for the NJS presented in the two official experimental impact reports, Bloom et al. (1993) 
and Orr et al. (1994). 27 As shown in Table 4, these two reports give substantially different 
estimates of the impact of JTPA training for the same demographic groups over the same 
time period. The differences result from different decisions about whom to include in the 
evaluation sample, how to combine earnings information from surveys and administrative 
data, how to treat seemingly anomalous reports of overtime earnings in the survey data and 
so on. Several of the point estimates differ substantially, as do the implications about the 
relative effectiveness of the three treatment streams for adult women. The estimated 18- 
month impact for adult women in the "other services" stream triples from the 18-month 
impact report to the 30-month impact report, making it the selwice with the largest esti- 
mated impact despite the low average cost of the services provided to persons in this 
stream. 

The second problem common to experimental and non-experimental evaluations is 
sample attrition. Note that sample attrition is not the same as dropping out of the program. 
Both control and treatment group members can attrit from the sample and treatment group 
members who drop out of the program will often remain in the data. In the NSW, attrition 

27 A complete discussion of the impact estimates from the NJS appears in Section 10. 
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Table 4 
Variability in experimental impact estimates for adult women in the NJS (mean difference in earnings between 
the experimental treatment and control groups during the 18 months after random assignment) a 

Treatment stream Follow-up report ($) 

18 month report 30 month report 
Bloom et al. (1993) Orr et al. (1994) 

Recommended for  classlvorn 
training 
1-6 months -65 121 
7-18 months 463 312 
Sample size 2847 2343 

Recommended for  on-the-job 
training 
1-6 months 225 255 
7-18 months 518 418 
Sample size 2287 2284 

Recommended fi)r other selvices 
1-6 months 171 238 
7-18 months 286 879 
Sample size 1340 1475 

~ Sources: Bloom et al. (1993, pp. 106, Exhibit 4.12); On" et al. (1994, pp. 121,129, 131, Exhibits 5.1, 5.5, and 
5.7). Notes: OIT et al. (1994) report the impact per enrollee obtained using the Bloom (1984) estimator rather than 
the impact per treatment group member. To make the figures in the two columns comparable, we adjusted the 
impacts per enrollee by the fraction of the treatment group in each recommended service category who enrolled in 
JTPA. The fraction enrolling among those recommended for classroom training is 0.719, among those recom 
mended for on-the-job training it is 0.532, and among those recommended for other services it is 0.499. 

f rom the eva lua t ion  sample  by the 18 month  fo l lowup in te rv iew was 10% for the adult 

women,  but  more  than 30% for the male  participants.  In the NJS study, sample attri t ion by 

the 18 month  fo l lowup  was 12% for the adult w o m e n  and approx imate ly  20% for the adult 

males.  Such h igh  rates o f  attrition are c o m m o n  among  the d i sadvantaged  due to re la t ively 

f requent  changes  in res idence  and other  difficulties wi th  mak ing  fo l lowup contacts.  

Sample  attri t ion poses  a problem for exper imenta l  evaluat ions  w h e n  it is corre la ted with 

individual  character is t ics  or  with the impact  of  t rea tment  condi t ional  on characterist ics.  In 

practice,  persons with poorer  labor marke t  characteris t ics  tend to have  higher  attrition 

rates (see, e.g., Brown,  1979). Even  i f  attrition affects both exper imenta l  and control 

groups in the same way,  the exper iment  es t imates  the m e a n  impac t  of  the p rogram only 

for those w h o  remain  in the sample. Usual ly ,  attrition rates are both non- random and larger 

for controls than for treatments.  In this case, the exper imenta l  es t imate  of  training is biased 

because  indiv iduals '  exper imenta l  status, R, is corre la ted with their  l ikel ihood of  be ing  in 
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the sample. In this setting, experimental evaluations become non-experimental evalua- 
tions because evaluators must make some assumption to deal with selection bias. 

6. Econometric  models of  outcomes and program participation 

The economic approach to program evaluation is based on estimating behavioral relation- 
ships that can be applied to evaluate policies not yet implemented. A focus on invariant 
behavioral relationships is the cornerstone of the econometric approach. Economic rela- 
tionships provide frameworks within which empirical knowledge can be accumulated 
across different studies. They offer guidance on the specification of empirical relationships 
for any given study and the type of data required to estimate a behaviorally-motivated 
evaluation model. Alternative empirical evaluation strategies can be judged, in part, by the 
economic justification for them. Estimators that make economically implausible or 
empirically unjustified assumptions about behavior should receive little support. 

The approach to evaluation guided by economic models is in contrast with the case-by- 
case approach of statistics that at best offers intuitive frameworks for motivating estima- 
tors. The emphasis in statistics is on particular estimators and not on the models motivating 
the estimators. The output of such case-by-case studies often does not cumulate. Since no 
articulated behavioral theory is used in this approach, it is not helpful in organizing 
evidence across studies or in suggesting explanatory variables or behaviorally motivated 
empirical relationships for a given study. It produces estimated parameters that are very 
difficult to use in answering well-posed evaluation questions. 

All economic evaluation models have two ingredients: (a) a model of outcomes and (b) 
a model of program participation. This section presents several prototypical econometric 
models. The first was developed by Heckman (1978) to rationalize the evidence in Ashen- 
felter (1978). The second rationalizes the evidence presented in Heckman and Smith 
(1999) and Heckman et al. (1998b). 

6.1. Uses of economic models" 

There are several distinct uses of economic models. (1) They suggest lists of explanatory 
variables that might belong in both outcome and participation equations. (2) They some- 
times suggest plausible "exclusion restrictions" - variables that influence participation but 
do not directly influence outcomes, that can be used to help identify models in the presence 
of self-selection by participants. (3) They sometimes suggest specific functional forms of 
estimating equations motivated by a priori theory or by cumulated empirical wisdom. 

6.2. Prototypical models of earnings and program participation 

To simplify the discussion, and start where the published literature currently stops, assume 
that persons have only one period in their lives - period k - where they have the chance to 
take job training. From the beginning of economic life, t = 1 up through t = k, persons 
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have one outcome associated with the no-training state "0" :  

r0~,  j = l  . . . . .  k. 

After period k, there are two potential outcomes corresponding to the training outcome 
(denoted "1")  and the no-training outcome ("0"):  

(roj, rU), j =  k + 1 . . . . .  T, 

where T is the end of economic life. 
Persons participate in training only if they apply to a program and are accepted into it. 

Several decision makers may be involved: individuals, family members and bureaucrats. 
Let D = 1 if a person participates in a program; D = 0 otherwise. Then the full description 
of  participation and potential outcomes is 

(D; Y0,, t = 1 ..... k; (Yot, Y~t), t = k + 1 . . . . .  T). (6.1) 

As before, observed outcomes after period k can be written as a switching regression 
model: 

Yt = DYIt + (1 D)Yo,. 

The most familiar model and the one that is most widely used in the training program 
evaluation literature assumes that program participation decisions are based on individual 
choices based on the maximization of  the expected present value of  earnings. It ignores 
family and bureaucratic influences on participation decisions. 

6.3. Expected present  value o f  earnings maximization 

In period k, a prospective trainee seeks to measure the expected present value of earnings. 
Earnings is the outcome of  interest. The information available to the agent in period k is ll,. 
The cost of  program participation consists of two components: c (direct costs) and fore- 
gone earnings during the training period. Training takes one period to complete. Assume 
that credit markets are perfect so that agents can lend and borrow freely at interest rate r. 
The expected present value of earnings maximizing decision rule is to participate in the 
program (D = 1) if 

E (1 + r)/ c - -  Ilk ~> 0, (6.2) 
L J=l /=0 (1 + r) i 

and not to participate in the program (D = 0) if this inequality does not hold. In (6.2), the 
expectations are computed with respect to the information available to the person in period 
k (Ik). It is important to notice that the expectations in (6.2) are the private expectations of 
the decision maker. They may or may not conform to the expectations computed against 
the true ex ante distribution. Note further that 1/, may differ among persons in the same 
environment or may differ among environments. Many variables external to the model 
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may belong in the information sets of persons. Thus friends, relatives and other channels of  
information may affect personal expectations. 28 

The following are consequences of this decision rule. (a) Older persons, and persons 
with higher discount rates, are less likely to take training. (b) Earnings prior to time period 
k are irrelevant for determining participation in the program except for their value in 
forecasting future earnings (i.e., except as they enter the person's information set 11,). 

(c) Only current costs and the discounted gain to earnings determine participation in the 
program. Persons with lower foregone earnings and lower direct costs of program parti- 
cipation are more likely to go into the program. (d) Any dependence between the realized 
(measured) income at date t and D is induced by the decision rule. It is the relationship 
between the expected outcomes at the time decisions are made and the realized outcomes 
that generate the structure of  the bias for any econometric estimator of  a model. 

This framework underlies much of  the empirical work in the literature on evaluating job 
training programs (see, e.g., Ashenfelter, 1978; Bassi, 1983, 1984; Ashenfelter and Card, 
1985). We now consider various specializations of  it. 

6.3.1. Common  treatment effect 
As discussed in Section 3, the common treatment effect model is implicitly assumed in 
much of  the literature evaluating job training programs. It assumes that Yit - Yol = al, 
t > k, where at  is a common constant for everyone. Another version writes % as a 
function of  X, a,(X). We take it as a point of departure for our analysis. The model we 
first presented was in Heckman (1978). Ashenfelter and Card (1985) and Heckman and 
Robb (1985a, 1986a) develop it. in this model, the effect of treatment on the treated and 
the effect of randomly assigning a person to treatment come to the same tiling, i.e., E(Ylt - 
Yot ] X, D = 1 ) = E(YIt - Y0t [ X) since the difference between the two income streams is 
the same for all persons with the same X characteristics. Under this model, decision rule 
(6.2) specializes to the discrete choice model 

D = I ,  i f E  (1 + r)j c - - Y o k l I k )  >~0, 

D = 0, otherwise. (6.3) 

i f  the ak~ v are constant in all periods and T is large (T--,  oo) the criterion simplifies to 

D = I ,  if E (  a ) - - - - c - - Y o k l l k  >--0, 
F 

D = 0, otherwise. (6.4) 

25 A shm'p contrast between a model of perfect certainly and model of uncertainty is that the latter introduces 
the possibility of incorporating many more "explanatory variables" in the model in addition to the direct objects 
of the theory. 
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Even though agents are assumed to be farsighted, and possess the ability to make 
accurate forecasts, the decision rule is simple. Persons compare current costs (both direct 
costs c and foregone earnings, Y0k) with expected future rewards 

k \ j =  1 (1 + ry } 

Future rewards are the same for everyone of the same age and with the same discount rate. 
Future values of Y0t do not directly determine participation given Y0k. The link between D 
and Y0,, t > k, comes through the dependence with g0k and any dependence on cost c. If 
one knew, or could proxy, Yc~e and c, one could condition on these variables and eliminate 
selective differences between participants and non-participants. Since returns are identical 
across persons, only variation across persons in the direct cost and foregone earnings 
components dete~Tnine the variation in the probability of program participation across 
persons. Assuming that c and Y¢~k are unobserved by the econometrician, but known to 
the agent making the decision to go into training, 

//7' k Ogk+ j 
P r ( D =  l ) = P r _ [ ~  (1 + r y  > c + Y ° k ] "  

\,J=~ 

In the case of an infinite-horizon, temporally-constant treatment effect, a ,  the expression 
simplifies to 

P r ( D =  1 ) =  P r ( ~  - ->c+ Y0k). 

This simple model is rich enough to be consistent with Ashenfelter's dip. As discussed 
in Section 4, the "dip" refers to the pattern that the earnings of program participants 
decline just prior to their participation in the program. If earnings are temporalily low 
in enrollment period k, and c does not offset Yok, persons with low earnings in the enroll- 
ment period enter the program. Since the return is the same for everyone, it is low 
opportunity costs or tuition that drive program participation in this model. If the c~, c or 
Y0~ depend on observed characteristics, one can condition on those characteristics in 
constructing the probability of program participation. 

This model is an instance of a more general approach to modelling behavior that is used 
in the economic evaluation literature. Write the net utility of program participation of the 
decision maker as IN. An individual participates in the program (D = 1) if and only if 
IN > 0. Adopting a separable specification, we may write 

I N  = H ( X )  - V .  

In terms of the previous example, 
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T k 
OLk+j 

H ( X ) =  Z (1 + r y  
j=l  

is a constant, and V = c + Y0~- The probability that D = 1 given X is 

Pr(D = 1 l X) = Pr(V < H(X) IX). (6.5) 

If  V is stochastically independent of  X, we obtain the important special case 

Pr(D = 1 [X) = Pr(V < H(X)), 

which is widely assumed in econometric studies of  discrete choice. 29 
If  V is normal with mean/z~ and variance ~r~, then 

Pr(D = I IX) : Pr(V < H(X)): 45(H(X) _-/x I ), (6.6) 
O'- V 

where 05 is the cumulative distribution function of a standard normal random variable. If  V 
is a standardized logit, 

exp(H(X)) 
Pr(D = 1 I X ) =  

1 + exp(H(X)) ' 

Although these functional forms are traditional, they are restrictive and are not required. 
Conditions for non-parametric identifiability of  Pr(D = 1 ] X) given different assump- 
tions about the dependence of  X and V are presented in Cosslett (1983), and Matzkin 
(1992). Cosslett (1983), Matzkin (1993) and Ichimura (1993) consider non-parametric 
estimation of H and the distribution of  V. Lewbel (1998) demonstrates how discrete 
choice models can be identified under much weaker assumptions than independence 
between X and V. Under certain conditions, information about agent decisions to parti- 
cipate in a training program can be informative about their preferences and the outcomes 
of  a program. 

Heckanan and Smith (1998a) demonstrate conditions under which knowledge of the 
self-selection decisions of  agents embodied in Pr(D = 1 IX) is informative about the 
value of  Y~ relative to Y0. In the Roy model (see, e.g., Heckman and HonorS, 1990), 
IN = ]11 - Y0 = ( /x l (X)- /z0(X))  + (U~ - U0). Assuming X is independent of 
UI - U0, from self-selection decisions of  persons into a program it is possible to estimate 
~1 (X) - / z0 (X)  up to scale, where the scale is [Var(U! - U0)] 1/2. This is a standard result 
in discrete choice theory. Thus in the Roy model it is possible to recover E(Y1 - Y0 [ X) up 
to scale just from knowledge of  the choice probability. Under additional assumptions on 
the support of  X, Heckman and Smith (1998a) demonstrate that it is possible to recover the 
full joint distribution F(Yo,y 1 [X) and to answer all of the evaluation questions about 

2,) Conditions for the existence of a discrete choice random utility representation of a choice process are given 
in McLennan (1990). 
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means and distributions posed in Section 3. Under more general self-selection rules, it is 
still possible to infer the personal valuations of a program from observing selection into 
the program and attrition from it. The Roy model is the one case where personal evalua- 
tions of a program, as revealed by the choice behavior of  the agents studied, coincide with 
the "objective" evaluations based on Y1 - Y0. 

Within the context of  a choice-theoretic model, it is of  interest to consider the assump- 
tions that justify the three intuitive evaluation estimators introduced in Section 4, starting 
with the cross-section estimator (4.3) - which is valid if assumption (4.A.3) is correct. 
Given decision rule (6.3), under what conditions is it plausible to assume that 

E(Yo; I D =  1)=E(Yo;  [ D = O ) ,  t > k  (4.A.3) 

so that cross-section comparisons identify the true program effect? (Recall that in a model 
with homogeneous treatment impacts, the various mean treatment effects all come to the 
same thing.) We assume that evaluators do not observe costs nor do they observe Y0k for 
trainees. 

Assumption (4.A.3) would be satisfied in period t if 

T k O!k-I j 

E ro, I X (l+r)J 
j=l 

) ( C -- Yok ~ 0 = E YOt ] r'i 
j=l 

c - Yo~ < 0 ) ,  t > k .  

One way this condition can be satisfied is if earnings are distributed independently over 
time (Y0a independent of  Y0,), t > k, and direct costs c are independent of  Y0, t > k. More 
generally, only independence in the means with respect to c + Yok is required. 3° If  the 
dependence in earnings vanishes for earnings measured more than I periods apart (e.g., if 
em71ings are a moving average of order l), then for t > k + l, assumption (4.A.3) would be 
satisfied in such periods. 

Considerable evidence indicates that earnings have an autoregressive component (see, 
e.g., Ashenfelter, 1978; MaCurdy, 1982; Ashenfelter and Card, 1985; Farber and 
Gibbons, 1994). Then (4.A.3) seems implausible except for special cases. 31 Moreover if 
stipends (a component of  c) are determined in part by current and past income because 
they are targeted toward low-income workers, then (4.A.3) is unlikely to be satisfied. 

Access to better information sometimes makes it more likely that a version of  assump 
tion (4.A.3) will be satisfied if it is revised to condition on observables X: 

E(Y0t [ D - -  1, X) = E(Yo, ] D = 0, X). (4.A.3/) 

In this example, let X = (c, Yok). Then if we observe Y0k for everyone, and can condition on 
it, and if c is independent of  Y0~ given Y0k, then 

31 Formally, it is required that E(Y0t [ c 4 Yok) does not depend on c and Y0/, for all t > k. 
31 Note, however, much of this evidence is for log earnings and not earnings levels. 
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T k OL k+j ) 
E ( Y 0 t I D =  l , r 0 k ) = E  Yo, I E (1 + r '  iy Yok >-c,Yok 

j=l 

= E(go; I gOk) = E(Yo, I D = 0, Yok). 

Then for common values of Y0k, assumption (4.A.3;) is satisfied for X = Y0k. 
Ironically, using too much information may make it difficult to satisfy (4.A.3~). To see 

this, suppose that we observe c and Y0k and X = (c, Yok). Now 

E(Yof I D = 1, (c, Yok)) = E(Yo, I c, Yok) 

and 

E(Yo, I D = O, (c, Yok)) = E(Y0t I c, Yok) 

because c and Y0k perfectly predict D. But (4.A.3/) is not satisfied because decision rule 
(6.3) perfectly partitions the (c, Y0~) space into disjoint sets. There are no common values of 
X = (c, Yok) such that (4.A.3 ~) can be satisfied. In this case, the "regression discontinuity 
design" estimator of Campbell and Stanley (1966) is appropriate. We discuss this esti- 
mator in Section 7.4.6. 

If  we assume that 

0 < P r ( D =  1 I X ) <  1, 

we rule out the phenomenon of perfect predictability of D given X. This condition guar- 
antees that persons with the same X values have a positive probability of being both 
participants and non-participants. 32 ironically, having too much information may be a 
bad thing. We need some "random" variation that places observationally equivalent 
people in both states. The existence of this fortuitous randomization lies at the heart of 
the method of  matching. 

Next consider assumption (4.A.1). It is satisfied in this example if in a time homoge- 
neous environment, a "fixed effect" or "components of  variance structure" characterizes 
Y0, so that there is an invariant random variable ~ such that Y0~ can be written as 

Yot = fi, + q~ + Uot, for all t (6.7) 

and E(Uot I q)) = 0 for all t, where the U0t are mutually independent, and c is independent 
of U0t. If  Y0t is earnings, then q~ is "permanent income" and the U0t are "transitory 
deviations" around it. Then using (6.3) for t > k > t ~, we have 

g(Yo, - Yor D = 13 = fir ---/3f,, 

sinceE(Uo, D =  l ) - E ( U 0 t ,  I O  ~- 1 ) = 0 .  
From the assumption of  time homogeneity,/3t = fi~,. Thus assumption (4.A. 1) is satis~ 

32 This is one of two conditions that Rosenbaum and Rubin (1983) call "strong ignorabitity" and is central to 
the validity of matching. We discuss these conditions further in Section 7.3. 
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fled and the before-af ter  estimator identifies a,. It is clearly not necessary to assume that 
the U0t are mutually independent, just that 

E(Uot - Uor I D = 1) = 0, (6.8) 

i.e., that the innovation Uo, - Uo,, is m e a n  independent of  Uok + c. In terms of the 
economics of  the model, it is required that participation does not depend on transitory 
innovations in earnings in periods t and / .  For decision model (6.3), this condition is 
satisfied as long as U0k is independent of  U0t and Uo,', or as long as U0k + c is mean 
independent of  both terms. 

If, however, the U0t are serially correlated, then (4.A. 1) will generally not be satisfied. 
Thus if a transitory decline in earnings persists over several time periods (as seems to be 
true as a consequence of Ashenfelter 's dip), so that there is stochastic dependence of 
(Uo~,Uot,) with U0k, then it is unlikely that the key identifying assumption is satisfied. 
One special case where it is satisfied, developed by Heckman (1978) and Heckman and 
Robb (1985a) and applied by Ashenfelter and Card (1985) and Finifter (1987) among 
others, is a "symmetric  differences" assumption. If  t and t ~ are symmetrically aligned (so 
that t = k + l and t ~ = k - l) and conditional expectations forward and backward are 
symmetric, so that 

E(U0t I c + fik + Uok) = E(U0r J c + ill, + Uok), (6.9) 

then assumption (4.A.1) is satisfied. This identifying condition motivates the symmetric 
differences estimator discussed in Section 7.6. 

Some evidence of non-stationary wage growth presented by Farber and Gibbons (1994), 
MaCurdy (t982), Topel and Ward (1992) and others suggests that earnings can be 
approximated by a "random walk" specification. If  

Yo, =:/3~ + ~ + 2 ~J, (6.1o) 
j - o  

where the vj are mean zero, mutually independent and identically-distributed random 
variables independent of  ~/, then (6.8) and (6.9) will not generally be satisfied. Thus 
even if conditional expectations are linear, both forward and backward, it does not follow 
that (4.A.1) will hold. Let the variance of ~/ and the variance of vj be finite. Assume that 
E07) ----- 0. Suppose c is independent of all the ~i and ~, and 

2 2 c% + ko-~ 
= k ~  (c + Uo~ - E(c)) E(Uo, I , ' +3~+Uok)  C + ~ +  

and 

4+,'4 
---- ko.2 " (c + Uok E(c)). E(U0t' I c + / 3  k + U0~ ) C + o'~, + 

These two expressions are not equal unless ~r~-, = 0. 
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A more general model that is consistent with the evidence reported in the literature writes 

Yo, = tto,(X) + ~ + u o .  

where 

k 

U°' = Z p(!i Uo,, j + m(!i ~,, j, 
j I j - i  

where the u t j  satisfy E(ut_j) = 0 at all leads and lags, and are uncorrelated with ~7, and 
where U0t is an autoregression of order k and moving average of length m. Some authors like 
MaCurdy (1982) or Gibbons and Farber (1994) allow the coefficients (pqj,mqj) to depend on t 
and do not require that the innovations be identically distributed over time. For the loga- 
rithm of white male earnings in the United States, MaCurdy (1982) finds that a model with a 
permanent component (~7), plus one autoregressive coefficient (k = 1) and two moving 
average terms (m = 2) describes his data. 33 Gibbons and Farber report similar evidence. 

These times series models suggest generalizations of the before-after estimator that 
exploit the longitudinal structure of earnings processes but work with more general types 
of differences that align future and past earnings. These are developed at length in Heck- 
man and Robb (1982, 1985a, 1986a), Heckman (1998a) and in Section 7.6. 

If there are "time effects," so that/3 t ~/3t,, (4.A.1) will not be satisfied. Before-after 
estimators will confound time effects with program gains. The "difference-in-differences" 
estimator circumvents this problem for models in which (4.A. 1) is satisfied for the unob- 
servables of the model but/3~ ~/3t,. Note, however, that in order to apply this assumption 
it is necessary that time effects be additive in some transformation of the dependent 
variable and identical across participants and non-participants. If they are not, then 
(4.A.2) will not be satisfied. For example, if the decision rule for program participation 
is such that persons with lower lifecycle wage growth paths are admitted into the program, 
or persons who are more vulnerable to the national economy are trained, then the assump- 
tion of common time (or age) effects across participants and non-participants will be 
inappropriate and the difference-in-differences estimator will not identify true program 
impacts. 

6.3.2. A separable representation 
In implementing econometric evaluation strategies, it is common to control for observed 
characteristics X. Invoking the separability assumption, we write the outcome equation for 

Yot a s  

vo , -  go,(x) + uo,, 

where got is a behavioral relationship and U0t has a finite mean conditioning on X. A 
parallel expression can be written for Ylt: 

Ylt = glt(X) + Uir. 

33 The es t imated value of P01 is close to ! so that the mode l  is c lose is a r andom walk  in levels of  log earnings.  
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The expression for g0t(X) is a structural relationship that may or may not be different from 
/x 0r(X), the conditional mean. It is a ceteris paribus relationship that informs us of the effect 
of  changes of  X on Y0, holding U0t constant. Throughout this chapter we dis t inguish/x  it 
from gl~ and/*0t from g0~. For  the latter, we allow for the possibi l i ty that E(Ult [ X) # 0 and 
E(U0t [ X) ~ 0. The separabili ty enables us to isolate the effect of  self selection, as it 
operates through the "error term",  from the structural outcome equation: 

E(Y0t I D = 0,X) = got(X) + E(U0t I D --  0,X). (6.1 la) 

E(Yjt I D = 1,X) = gtt(X) + E(Ult I D = 1,X). (6.1 lb) 

The g0,(X) and gtt(X) functions are invariant across different conditioning schemes and 
decision rules provided that X is available to the analyst. One can borrow knowledge of 
these functions from other studies collected under different conditioning rules including 
the conditioning rules that define the samples used in social experiments.  Although the 
conditional mean of  the en'ors differs across studies, the g0l(X) and analogous g~t(X) 

functions are invariant across studies. I f  they can be identified, they can be meaningfully 
compared across studies, unlike the parameter  treatment on the treated which, in the case 
of  heterogeneous response to treatment that is acted on by agents, differs across programs 
with different decision rules and different participant composit ions.  

A special case of  this representation is the basis for an entire literature. Suppose that 
(P.I) The random utility representation is valid. 

Further, suppose that 
(P.2) (Uot, UI~, V) ~ X (-EL denotes stochastic independence) 

and finally assume that 
(P.3) the distribution of  V, F(V), is strictly increasing in V. 

Then 

E(Uot I D = 1,X) = KoI(Pr(D = 1 i X)). (6.12a) 

and 

E(Utt I D = 1,X) .... Kjt(Pr(D - 1 IX)). 34 (6.12b) 

34 The proof is immediate. The proof of (6.12b) follows by similar reasoning. We follow fleck*nan (1980) and 
Heckman and Robb (1985a, 1986b). Assume that U~>V axe jointly continuous random variables, with density 
.f(Uo> V IX). From (P.2).f(U0t, V IX) = f(U0,, V). Thus 

E(U0t ] X,D -- 1) - f~-o~ Uo, l ~ )  f(Uor, V)dV dUo, 
I'(~) f(V)dV 

Now 

I7 Pr(D- l[  X) f(V)dV. 

inverting, we obtain H(X) -- FvI(Pr(D = 1 I X)). Thus 

f ~  f&~(PI'{D=tlX)) f(Uo, V)dV dUor ,~! Ko~(Pr(l ) 11X)). E(g0, [X,D = 1)= go, . , 
Pr(D = l l X) 
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The mean error term is a function of  P, the probability of  participation in the program. 
This special case receives empirical support in Heckman et al. (1997a, 1998b). It enables 
analysts to characterize the dependence between Uot and X by the dependence of U0t on 
Pr(D = 1 ] X) which is a scalar function of  X. As a practical matter, this greatly reduces the 
empirical task of estimating selection models. Instead of  having to explore all possible 
dependence relationships between U and X, the analyst can confine attention to the more 
manageable task of exploring the dependence between U and Pr(D = 1 [ X). An investi- 
gation of  the effect of conditioning on program eligibility rules or self-selection on Y0: 
comes down to an investigation of  the effect of  the conditioning on Y(~: as it operates 
through the probability P. It motivates a focus on the determinants of participation in 
the program in order to understand selection bias and it is the basis for the "control 
function" estimators developed in Section 7. 

If, however, (P.2) is not satisfied, then the separable representation is not valid. Then it 
is necessary to know more than the probability of  participation to characterize 
E(U0t [ X, D = 1). In this case it is necessary to characterize both the dependence between 
U0, and X given D = 1 and the probability of  participation. 

6.3.3. Variable treatment effect 
A more general version of the decision rule, given by (6.2), allows (Yo, Ytt) to be a pair of 
random variables with no necessary restriction connecting them. In the more general case, 

cet = YIt - Yo~, t > k 

is now a random variable. In this case, as previously discussed in Section 3, there is a 
distinction between the parameter "the mean effect of  treatment on the treated" and the 
"mean effect of  randomly assigning a person with characteristics X into the program". 

In one important case discussed in Heckman and Robb (1985a), the two parameters 
have the same ex post mean value even if treatment effect a,  is heterogeneous after 
conditioning on X. Suppose that cx: is unknown to the agent at the time enrollment 
decisions are made. The agent forecasts c~: using the information available in his/her 
information set Ik. E(c~t IIk) is the private expectation of  gain by the agent. If  ex post 
gains of participants with characteristics X are the same as what the ex post gains of  non- 
participants would have been had they participated, then the two parameters are the same. 
This would arise if both participants and non-participants have the same ex ante expected 
gains 

E(oe t [ D ---- 1, I k) = E(c~ t I D --~ 0, Ik) = E(oe t I 1/,), 

and if 

E[E(o~t IIk) I X,  D = 1] -- E[E(o~: ilk) I X , D  = 0], 

where the expectations are computed with respect to the observed ex-post distribution of 
the X. This condition requires that the information in the participant's decision set has the 
same relationship to X as it has for non-participants. The interior expectations in the 
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preceding expression are subjective. The exterior expectations in the expression are 
computed with respect to distributions of objectively observed characteristics. The condi- 
tion for the two parameters to be the same is 

E[E(cg I I~ ,D = 1) I X,  D = 1] = E[E(c~ t I I k ,D  = O) I X ,  D = 01. 

As long as the ex-post  objective expectation of  the subjective expectations is the same, 
the two parameters E(c~ t I X, D = 1) and E(c~: [ X) are the same. This condition would be 
satisfied if, for example,  all agents, irrespective of their X values, place themselves at the 
mean of the object ive distribution, i.e., 

E(cg ] l > O  = 1) = E(c~, ] l k , O  = O) = 6~ t 

(see, e.g., Heckman and Robb, 1985a). Differences across persons in program participa- 
tion are generated by factors other than potential outcomes. In this case, the ex-post 
surprise, 

does not depend on X or D in the sense that 

E(c~ t - 6~: ] X , D  = 1) = 0. 

So 

E(YI, - Yo, I X ,  D ---- 1) ---- c L.  

This discussion demonstrates the importance of  understanding the decision rule and its 
relationship to measured outcomes in formulating an evaluation model. If agents do not 
make their decisions based on the unobserved components of gains from the program or on 
variables statistically related to those components,  the analysis for the common coefficient 
model  presented in section (a) remains valid even if  there is variabil i ty in Uj~ - U0, If 
agents anticipate the gains, and base decisions on them, at least in part, then a different 
analysis is required. 

The conditions for the absence of bias for one parameter  are different from the condi- 
tions for the absence of  bias for another parameter. The difference between the "random 
assignment" parameter  E(Yjt  - Yot I X)  and the "treatment on the treated" parameter  is 
the gain in the unobservables going from one state to the next: 

E(UIt - Uo, I X , D  = 1) = E(A: [ X , D  = 1) - E(A, I X). 

The only way to avoid bias for both mean parameters is if  E(UI: - Uo: ] X, D = 1) = 0 
Unlike the other estimators, the before-af ter  estimators are non-robust to time effects 

that are common across participants and non-participants. The difference-in-differences 
estimators and the cross-section estimators are unbiased under different conditions. The 
cross-section estimators for the period t common effect and the "treatment on the treated" 
variable-effect version of  the model require that mean unobservables in the no-program 
state be the same for participants and non-participants.  The difference-in-differences 
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estimator requires a balance of  the bias in the change in the unobservables from period / 
to period t. If  the cross-section conditions for the absence of bias are satisfied for all t, then 
the assumption justifying the difference-in-differences estimator is satisfied. 

However, the converse is not true. Even if the conditions for the absence of bias in the 
difference-in-differences estimator are satisfied, the conditions for absence of bias for the 
cross-section estimator are not necessarily satisfied. Moreover, failure of the difference-in- 
differences condition for the absence of bias does not imply failure of the condition lbr 
absence of bias for the cross-section estimator. Ashenfelter's dip provides an empirically 
relevant example of this point. If  t / is measured during the period of the dip, but the dip is 
mean-reverting in post-program periods, then the condition for the absence of cross- 
section bias could be satisfied because post-program, there could be no selective differ- 
ences among participants. 

6.3.4. Imperfect credit markets 
How robust is the analysis of Sections 6.2 and 6.3, and in particular the conditions for bias, 
to alternative specifications of decision rules and the economic environments in which 
individuals operate? To answer this question, we first reexamine the decision rule after 
dropping our assumption of perfect credit markets. There are many ways to model imper- 
fect credit markets. The most extreme approach assumes that persons consume their 
earnings each period. This changes the decision rule (6.2) and produces a new interpreta- 
tion for the conditions for absence of bias. Let G denote a time-separable strictly concave 
utility function and let/3 he a subjective discount rate. Suppose that persons have exogen- 
ous income flow ~t per period. Expected utility maximization given information lk 
produces the following program participation rule: 

D = 

{ ] 1 if E fliG(Y1 k+j + 71k+j) - G(Yo,k~lj + ~k-~i) + G(~k - ck) - G(Yok + ~k) [Ik >-- 0; 
] _ j ~ l  

0 otherwise. 
(6.13) 

As in the previous cases, earnings prior to time period k are only relevant for forecasting 
future earnings (i.e., as elements of lk). However, the decision rule (6.2) is fundamentally 
altered in this case. Future earnings in both states determine participation in a different 
way. Conmaon components of earnings in the two states do not difference out unless G is a 
linear function. 35 

Consider the permanent-transitory model of Eq. (6.7). That model is favorable to the 
application of longitudinal before-after estimators. Suppose that the U0t are independent 
and identically distributed, and there is a common-effect model. Condition (6.8) is not 

35 Due to the non-linearity of G, there are wealth effects in the decision to take training. 



Ch. 31: The Economics and Econometrics of Active Labor Market Programs 1927 

satisfied in a perfect foresight environment when there are credit constraints, or in an 
environment in which the U0t can be partially forecast, 36 because for t > k > t ~ 

E(Uot ]X ,D  = 1) # 0 

even though 

E(Uo,, I X, D = 1) = 0 

so  

E(U0, - Uo,, [X ,D  = 1) ~ 0. 

The before-after estimator is now biased. So is the difference-in-differences estimator. If, 
however, the U0t are not known, and cannot be partially forecast, then condition (6.8) is 
valid, so both the before-after and difference-in-differences estimators are unbiased. 

Even in a common effect model, with Y0~ (or U0,) independently and identically distrib- 
uted, the cross-section estimator is biased for period t > k in an environment of  perfect 
certainty with credit constraints because D depends on Y0f through decision rule (6.13). On 
the other hand, if Y0, is not forecastable with respect to the information in Ik, the cross- 
section estimator is unbiased. 

The analysis in this subsection and the previous subsections has major implications for a 
certain style of  evaluation research. Understanding the stochastic model of  the outcome 
process is not enough. It is also necessary to know how the decision-makers process the 
information, and make decisions about program participation. 

6.3.5. Training as a form of  job search 
Heckman and Smith (1999) find that among persons eligible for the JTPA program, the 
unemployed are much more likely to enter the program than are other eligible persons. 
Persons are defined to be unemployed if they are not working but report themselves as 
actively seeking work. The relationship uncovered by Heckman and Smith is not due to 
eligibility requirements. In the United States, unemployment is not a precondition for 
participation in the program. 

Several previous studies suggest that Ashenfelter's dip results from changes in labor 
force status, instead of  from declines in wages or hours among those who work. Using 
even a crude measure of employment rates, namely whether a person was employed at all 
during a calendar year, Card and Sullivan (1988) observed that US CETA training patti- 

36 "Partially forecastable" means that some component of U0i resides in the information set l~. That is, letting 
f (y  [ x) be the density of Y given X, f(Uo~ ]lk) ~ f(Uot) so that lk predicts U0t in this sense. One could define 
"moment forecastability" using conditional expectations of certain moments of function "q~". If 
E(g~(U0t) ]Ik) ¢ E(q~(U0t)), then (P(U0~) is partially moment forecastable using the information in Ik. More 
formally, a random valiable is fully-forecastable if the o--algebra generating /Jot is contained in the o--algebra 
of Ik. It is parti~flly forecastable if the complement of the projection of the o--algebra of U0t onto the o--algebra of 1~ 
is not the empty set. It is fully unforecastable if the projection of the o--algebra of U0~ onto the o--algebra of It is the 
empty set, 
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cipants' employment rates declined prior to entering training. 37 Their evidence suggests 
that changes in labor force dynamics instead of changes in earnings may be a more precise 
way to characterize participation in training. 

Heckman and Smith (1999) show that whether or not a person is employed, unemployed 
(not employed and looking for work), or out of the labor force is a powerful predictor of 
participation in training programs. Moreover, they find that recent changes in labor force 
status are important determinants of participation for all demographic groups. In particu- 
lar, eligible persons who have just become unemployed, either through job loss or through 
re-entry into the labor force, have the highest probabilities of participation. For women, 
divorce, another form of job termination, is a predictor of who goes into training. Among 
those who either are employed or out of the labor force, persons who have recently entered 
these states have much higher program participation probabilities than persons in those 
states for some time. Their evidence is formalized by the model presented in this section. 

The previous models that we have considered are formulated in terms of l eve l s  of costs 
and earnings. When opportunity costs are low, or tuition costs are low, persons are more 
likely to enter training. The model presented here recognizes that c h a n g e s  in labor force 
states account for participation in training. Low earnings levels are a subsidiary predictor 
of program participation that are overshadowed in empirical importance by unemploy- 
ment dynamics in the analyses of Heckman and Smith (1999). 

Persons with zero earnings differ substantially in their participation probabilities 
depending on their recent labor force status histories. Yet, in models based on pre-training 
earnings dynamics, such as the one presented in Section 6.3, such persons are assumed to 
have the same behavior irrespective of their labor market histories. 

The importance of labor force status histories also is not surprising given that many 
employment and training services, such as job search assistance, on-the-job training at 
private firms, and direct placement are all designed to lead to immediate employment. By 
providing these services, these programs function as a form of job search for many 
participants. Recognizing this role of active labor market policies is an important devel- 
opment in recent research. It indicates that in many cases, participation in active labor 
market programs should not be modeled as if it were like a schooling decision, such as we 
have modeled it in the preceding sections. 

In this section, we summarize the evidence on the determinants of participation in the 
program and construct a simple economic model in which job search makes two contribu- 
tions to labor market prospects: (a) it increases the rate of arrival of job offers and (b) it 
improves the distribution of wages in the sense of giving agents a stochastically dominant 
wage distribution compared to the one they face without search. Training is one form of 
unemployment that facilitates job search. Different training options will produce different 
job prospects characterized by different wage and layoff distributions. Searchers might 
participate in programs that subsidize the rate of arrival of job offers (JSA as described in 

:,7 Ham and LaLonde (1990) report the same result using semi-monthly employment rates for adult women 
participating in NSW. 
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Section 2), or that improve the distribution from which wage offers are drawn (i.e., basic 
educational and training investments). 

Instead of motivating participation in training with a standard human capital model, we 
motivate participation as a form of search among options. Because JSA constitutes a large 
component of active labor market policy, it is of interest to see how the decision rule is 
altered if enhanced job search rather than human capital accumulation is the main factor 
motivating individuals' participation in these programs. 

Our model is based on the idea that in program j, wage offers arrive from a distribution 
F/at rate A/. Persons pay c/to sample from Fj. (The costs can be negative). Assume that the 
arrival times are statistically independent of the wage offers and that arrival times and 
wage offers from one search option are independent of the wages and arrival times of other 
search options. At any point in time, persons pick the search option with the highest 
expected return. To simplify the analysis, suppose that all distributions are time invariant 
and denote by N the value of non-market time. Persons can select among any of J options~ 
denoted by j. Associated with each option is a rate at which jobs appear, Ay. Let the 
discount rate be r. These parameters may vary among persons but for simplicity we 
assume that they are constant for the same person over time. This heterogeneity among 
persons produces differences among choices in training options, and differences in the 
decision to undertake training. 

In the unemployed state, a person receives a non-market benefit, N. The choice between 
search from any of the training and job search options can be written in "Gittens Index" 
form (see, e.g., Berry and Fristedt, 1985). Under our assumptions, being in the non-market 
state has constant per-period value N irrespective of the search option selected. Letting V;~ 
be the value of employment arising from search option j, the value of being unemployed 
under training option j is 

(l - A i) 
Vj .  = N - c j  + 1 rE'max[V'~ '  VJ"] + 1 + ~ -  • (6.14a) 

The first term, (N - c)), is the value of non-market time minus the j-specific cost of search. 
The second term is the discounted product of the probability that an offer arrives next 
period if thejth option is used, and the expected value of the maximum of the two options: 
work (valued at ~e) or unemployment (Vj.,). The third term is the probability that the 
person will continue to search times the value of doing so. In a stationary environment, if it 
is optimal to search from j today, it is optimal to do so tomo1TOW. 

Let o)e be the exogenous rate at which jobs disappear~ For a job holder, the value o! 
employment is Vj,~: 

- -  O)e 
Vje=:YJ 4- (1 l+r°J~) VJ e -b - - l + r  Ei[max(V N , .  ~.)]., (6. t4b) 

V/. is the value of optimal job search nnderj. Tile expression consists of the cunent flow of 
earnings (Yj) plus the discounted (1/1 + r) expected value of employment (V~) times the 
probability that the job is retained (1 - o)e ). The third term arises from the possibility thai 
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a person loses his/her job (this happens with probability (crje)) times the expected value of 
the maximum of the search and non-market value options (VN). 

To simplify this expression, assume that Vj,, > VN. If  this is not so, the person would 
never search under any training option under any event. In this case, ~e simplifies to 

(1 - o~) o ~ ,  ~,, 
V , - e ' - ~ +  l T r  ~ e +  l + r  

so 

(l + ~)vj 
Vje _ Me Vi, + (6.14c) 

r + o'je r + crj,, 

Substituting (6.14c) into (6.14a), we obtain, after some rearrangement, 

(1 + r)(N - c ) )  + A j E j ( V i  e [ Vie > Vi,)Pr(~ > Vi,,(r/(1 -k r))) 
V]tl 

r + aTr(  ~ > vj,,(r/(l + r))) 

In deriving this expression, we assume that the environment is stationary so that the 
optimal policy at time t is also the optimal policy at t ~ provided that the state variables 
are the same in each period. 

The optimal search strategy is 

} = argmax { Vi,, } 
J 

provided that Vj,, > V N for at least onej. The lower cj and the higher Aj, the more attractive 
is optionj. The larger the/7;. - in the sense thatj  stochastically domina tes f (E i (x  ) < Fj,(x)), 
so more of  the mass of  Fj is the upper portion of  the distribution - the more attractive is 
option .j. Given the search options available to individuals, enrollment in a job training 
program may be the most effective option. 

The probability that training from option j lasts ~ = tj periods or more is 

Pr(~  ->- tj) = [1 - h/(1 - Fj(Vi~,(r/(1 + r)))] t,, 

where 1 - hi(1 - Fj(Vj~,(r/(1 + r)))) is the sum of the probability of receiving no offer 
( l - h / )  plus the probability of receiving an offer that is not acceptable 
(ajFi(Vi,,(r/(1 + r)))). This model is non-linear in the basic parameters. Because of this 
non-linearity, many estimators relying on additive separability of the unobservables, such 
as difference-in-differences or the fixed effect schemes for eliminating unobservables, are 
ineffective evaluation estimators. 

This simple model summarizes the available empirical evidence on job training 
programs. (a) It rationalizes variability in the length of  time persons with identical char- 
acteristics spend in training. Persons receive different wage offers at different times and 
leave the program to accept the wage offers at different dates. (b) It captures the notion that 
training programs might facilitate the rate of  job arrivals - the hj (this is an essential 
function of  "job search assistance" programs) or they might produce skills - by improving 
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the Fj - or both. (c) It accounts for why there might be recidivism back into training 
programs. As jobs are terminated (at rate o'je), persons re-enter the program to search for a 
replacement job. Recidivism is an important feature of major job training programs. Trott 
and Baj (1993) estimate that as many as 20% of all JTPA program participants in Northern 
Illinois have been in the program at least twice with the modal number being three. This 
has important implications for the contamination bias problem that we discuss in Section 
7.7. 

A less attractive feature of the model is that persons do not switch search strategies. This 
is a consequence of the assumed stationarity of the environment and the assumption that 
agents know both arrival rates and wage offer distributions. Relaxing the stationarity 
assumption produces switching among strategies which seems to be consistent with the 
evidence. A more general - but less analytically tractable model - allows for learning 
about wage offer distributions as in Weitzman (1979). In such a model, persons may 
switch strategies as they learn about the arrival rates or the wage offers obtained under 
a given strategy. The learning can take place within each type of program and may also 
entail word of mouth learning from fellow trainees taking the option. 

Weitzman's model captures this idea in a very simple way and falls within the Gitten's 
index framework. The basic idea is as follows. Persons have J search options. They pick 
the option with the highest value and take a draw from it. They accept the draw if the value 
of the realized draw is better than the expected value of the best remaining option. 
Otherwise they try out the latter option. If the draws from the J options are independently 
distributed, a Gittens-index strategy describes this policy. In this framework, unemployed 
persons may try a variety of options - including job training - before they take a job, or 
drop out of the labor force. 

One could also extend this model to allow the value of non-market time, N, to become 
stochastic. If N fluctuates, persons would enter or exit the labor force depending on the 
value of N. Adding this feature captures the employment dynamics of trainees described 
by Card and Sullivan (1988). 

In this more general model, shocks to the value of leisure or termination of previous jobs 
make persons contemplate taking training. Whether or not they do so depends on the value 
of training compared to the value of other strategies for finding jobs. Allowing for these 
considerations produces a model broadly consistent with the evidence presented in Heck- 
man and Smith (1999) that persons enter training as a consequence of displacement from 
both the market and non-market sector. 

The full details of this model remain to be developed. We suggest that future analyses of 
program participation be based on this empirically more concordant model. For the rest of 
this chapter, however, we take decision rule (6.2) as canonical in order to motivate and 
justify the choice of alternative econometric estimators. We urge our readers to modify our 
analysis to incorporate the lessons from the framework of labor force dynamics sketched 
here. 
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6.4. The role o f  p rogram eligibil i ty rules in determining part ic ipat ion 

Several institutional features of  most training programs suggest that the participation rule 
is more complex than that characterized by the simple model  presented above in Section 
6.3. For  example,  eligibility for training is often based on a set of objective criteria, such as 
current or past earnings being below some threshold. In this instance, individuals can take 
training at t ime k only if  they have had low earnings, regardless of  its potential benefit to 
them. For  example,  enrollees satisfy 

odr - Yi, - ci > 0 (6.15) 

and the el igibi l i ty rule Yi,k I < K where K is a cutoff level. More general eligibili ty rules 
can be analyzed in the same framework. 

The universali ty of Ashenfel ter ' s  dip in pre-program earnings among program partici- 
pants occurs despite the substantial variation in el igibil i ty rules among training programs. 
This suggests that earnings or employment  dynamics drive the part icipation process and 
that Ashenfel ter ' s  dip is not an artifact of el igibi l i ty rules. Few major training programs in 
the United States have required earnings declines to qualify for program eligibility. 
Certain CETA programs in the late 1970s required participants to be unemployed during 
the period just  prior to enrollment, while N S W  required participants to be unemployed at 
the date of  enrollment. M D T A  contained no eligibil i ty requirements, but restricted train- 
ing stipends to persons who were unemployed or "underemployed.  ''3~ For the JTPA 
program, el igibil i ty has been confined to the economical ly  disadvantaged (defined by 
low family income over the past 6 months, participation in a cash welfare program or 
Food Stamps or being a foster child or disabled). There is also a 10% "audit  window" of 
el igibil i ty for persons facing other unspecified "barriers to employment ."  

It is possible that Ashenfel ter 's  dip results s imply from a mechanical  operation of  
program eligibil i ty rules that condition on recent earnings. Such rules select individuals 
with part icular types of earnings patterns into the eligible population. To illustrate this 
point, consider the monthly earnings of adult males who were eligible for JTPA in a given 
month from the 1986 panel of the US Survey of Income and Program Participation (SIPP). 
For most people,  eligibili ty is determined by family earnings over the past 6 months. The 
mean monthly earnings of adult males appear in Fig. 1 aligned relative to month k, the 
month when eligibil i ty is measured. The figure reveals a dip in the mean earnings of  adult 

-~ Eligibility for CETA varied by subprogram. CETA's controversial Public Sector Employment (PSE) 
program required participants to have experienced a minimum number of days of unemployment or "under- 
employment" just prior to enrollment. In general, persons became eligible for other CETA programs by having a 
low income or limited ability in English. Considerable discretion was left to the states and training centers to 
determine who enrolled in the program. By contrast, the NSW eligibility requirements were quite specific. Adult 
women had to be on AFDC at the time of enrolhnent, have received AFDC for 30 of the last 36 months, and have 
a youngest child age 6 years or older. Youth in the NSW had to be age 17-20 years with no high school diploma or 
equivalency degree and have not been in school in the past 6 months. In addition, 50% of youth participants had to 
have had some contact with the crinfinal justice system (Hollister et al., 1984). 
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male eligibles centered in the middle of the six month window over which family income 
is measured when determining JTPA eligibility. 

Fig. 1 also displays the mean earnings of  adult males in the experimental control group 
from the NJS. 39 The earnings dip for the controls, who applied and were admitted to the 
program, is larger than for the sample of  JTPA eligibles from the SIPP. Moreover,  this dip 
reaches its minimum during month k rather than 3 or 4 months before as would be 
indicated by the operation of eligibili ty rules. The substantial difference between the 
mean earnings patterns of  JTPA participants and eligibles implies that Ashenfel ter 's  dip 
does not result from the mechanical  operation of  program eligibil i ty rules. 4° 

6.5. Administrative discretion and the efficiency and equity o f  training provision 

Training participation also often depends on discretionary choices made by program 
operators. Recent research focuses on how program operators allocate training services 
among groups and on how administrative performance standards affect the allocation of 
these services. The main question that arises in these studies is the potential tradeoff 
between equity and efficiency, and the potential conflict between social objectives and 
program operators '  incentives. An efficiency criterion that seeks to maximize the social 
return to public training investments, regardless of the implications for income distribu- 
tion, implies focusing training resources on those groups for whom the impact is largest 
(per dollar spent). In contrast, equity and redistributive criteria dictate focusing training 
resources on groups who are most in "need"  of  services. 

These goals of efficiency and equity are written into the US Job Training Partnership 
Act. 41 Whether  or not these twin goals conflict with each other depends on the empirical  
relationship between initial skill levels and the impact of  training. As we discuss below in 
Section 10, the impact  of  training appears to vary on the basis of observable character- 
istics, such as sex, age, race and what practitioners call  "barriers to employment"  - low 
schooling, lack of  employment  experience and so on. These twin goals would be in 
conflict if  the largest social returns resulted from training the most job-ready applicants. 

In recent years, especial ly in the United States, pol icymakers  have used administrative 
performance standards to assess the success of  program operators in different training 
sites. Under JTPA, these standards are based primari ly on average employment  rates and 
average wage rates of  trainees shortly after they leave training. The target levels for each 
site are adjusted based on a regression model  that attempts to hold constant features of the 

39 Such data were collected at four of the 16 training centers that participated in the study. 
40 Devine and Heckman (1996) present certain non-stationary family income processes that can generate 

Ashenfelter's dip from the application of JTPA eligibility rules. However, in their empirical work they find a 
dip centered at k - 3 or k - 4 for adult men and adult women, but no dip for male and female youth. 

41 A related issue involves differences in the types of services provided to different ga'oups conditional on 
participation in a program. The US General Accounting Office (1991 ) finds such differences alarming in the JTPA 
program. Smith (1992) argues that they result from differences across groups in readiness fur immediate employ 
merit and in the availability of income support during classroom training. 
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environment over which the local training site has no control, such as racial composition. 42 
Sites whose performance exceeds these standards may be rewarded with additional fund- 
ing; those that fall below may be sanctioned. The use of such performance standards, 
instead of  measures of  the impact of training, raises the issue of  "cream-skimming" by 
program operators (Bassi, 1984). Program staff concerned solely with their site's perfor- 
mance relative to the standard should admit into the program applicants who are likely to 
be employed at good wages (the "cream") regardless of  whether or not they benefit from 
the program. By contrast, they should avoid applicants who are less likely to be employed 
after leaving training or have low expected wages, even if tile impact of  the training lbr 
such persons is likely to be large. The implications of  cream-skimming for equity are clear. 
I f  it exists, program operators are directing resources away from those most in need. 
However, its implications for efficiency depend on the empirical relationship between 
shortterm outcome levels and longtenn impacts. If  applicants who are likely to be subse- 
quently employed also are those who benefit the most from the program, performance 
standards indirectly encourage the efficient provision of  training services. 43 

A small literature examines the empirical importance of cream-skimming in JTPA 
programs. Anderson et al. (1991, 1993) look for evidence of  cream-skimming by compar- 
ing the observable characteristics of JTPA participants and individuals eligible for JTPA. 
They report evidence of cream-skimming defined in their study as the case in which 
individuals with fewer barriers to employment have differentially higher probabilities of  
participating in training. However, this finding may arise not from cream-skimming by 
JTPA staff, but because among those in the JTPA eligible population, more employable 
persons self-select into training. 44 

Two more recent studies address this problem. Using data from the NJS, Heckman and 
Smith (1998d) decompose the process of participation in JTPA into a series of  stages. 
They find that much of what appears to be cream-skimming in simple comparisons 
between participants' and eligibles' characteristics is self-selection. For example, high 
school dropouts are very unlikely to be aware of JTPA and as a result are unlikely ever to 
apply. To assess the role of  cream-skimming, Heckman et al. (1996c) study a sample of  
applicants from one of  the NJS training centers. They find that program staff at this 
training center do not cream-skim, and appear instead to favor the hard-to-serve when 
deciding whom to admit into the program. Such evidence suggests that cream-skimming 
may not be of  major empirical importance, perhaps because the social service orientation 
of  JTPA staff moderates the incentives provided by the performance standards system, or 

42 See Heckman and Smith (1998c) and the essays in Heckman (1998b) for more detailed descriptions of the 
JTPA perfon'nance standards system. Similar systems based on the JTPA system now form a part of most US 
training programs. 

4~ Heckman and Smith (1998c) discuss this issue in greater depth. The discussion in the text presumes that the 
costs of training provided to different groups are roughly equal. 

44 Program stall" often have some control over who applies through their decisions about where and how much 
to publicize the program. However, this control is much less important than their ability to select among program 
applicants. 
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because of local political incentives to serve more disadvantaged groups. For programs in 
Norway, Aakvik (1998) finds strong evidence of negative selection of participants on 
outcomes. Heinrich (1998) reports just the opposite for a job training program in the 
United States. At this stage no universal generalization about bureaucratic behavior 
regarding cream skimming is possible. 

Studies based on the NJS also provide evidence on the implications of cream-skimming~ 
Heckman et al. (1997c) find that except for those who are very unlikely to be employed, 
the impact of training does not vary with the expected levels of employment or earnings in 
the absence of training. This finding indicates that the impact on efficiency of cream- 
skimming (or alternatively the efficiency cost of serving the hard-to-serve) is low. Simi- 
larly, Heckman et al. (1996c) find little empirical relationship between the outcome 
measures used in the JTPA performance standards system and experimental estimates 
of the impact of JTPA training. These findings suggest that cream-skimming has little 
impact on efficiency, and that administrative performance standards, to the extent that they 
affect who is served, do little to increase either the efficiency or equity of training provi- 
sion. 

6.6. The conflict between the economic approach to program evaluation and the modern 
approach to social experiments 

We have already noted in Section 5 that under ideal conditions, social experiments identify 
E(Y1 - I10 [ X, D = 1). Without further assumptions and econometric manipulation, they 
do not answer the other evaluation questions posed in Section 3. As a consequence of the 
self-selected nature of the samples generated by social experiments, the data produced 
from them are far from ideal for estimating the structural parameters of behavioral models. 
This makes it difficult to generalize findings across experiments or to use experiments to 
identify the policy-invariant structural parameters that are required for econometric policy 
evaluation. 

To see this, recall that social experiments balance bias, but they do not eliminate the 
dependence between U0 and D or U~ and D. Thus from the experiments conducted under 
ideal conditions, we can recover the conditional densities f(Yo [X, D - 1 )  and 
f(yl ] X, D = 1). From non-participants we can recoverf(Y0 [ X, D = 0). It is the density 
f(Yo ] X, D = 1) that is the new information produced from social experiments. The other 
densities are available from observational data. All of these densities condition on choices~ 
Knowledge of the conditional means 

E(Y 0 ] X,D - 1) = go(X) + E(U 0 IX, D - -  1) 

and 

E(Y~ I X , D - -  1) = gl(X) + E(Uj  I X, D = 1) 

does not allow us to separately identify the structure (go(X), gl (X)) fi-om the conditional 
en'or terms without invoking the usual assumptions made in the non-experimental selec 
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tion literature. Moreover, the error processes for U0 and U~ conditional on D = 1 are 
fundamentally different than those in the population at large if participation in the program 
depends, in part, on U0 and Ul. 

For these reasons, evidence from social experiments on programs with different parti- 
cipation and eligibility rules does not cumulate in any interpretable way. The estimated 
treatment effects reported from the experiments combine structure and error in different 
ways, and the conditional means of the outcomes bear no simple relationship to g0(X) or 
gl(X) (X/30 and X/31 in a linear regression setting). Thus it is not possible, without conduct- 
ing a non-experimental selection study, to relate the conditional means or regression 
functions obtained from a social experiment to a core set of policy-invariant structural 
parameters. Ham and LaLonde (1996) present one of the few attempts to recover 
structural parameters from a randomized experiment, where randomization was adminis- 
tered at the stage where persons applied and were accepted into the program. The 
complexity of their analysis is revealing about the difficulty of recovering structural 
parameters from data generated by social experiments. 

In bypassing the need to specify economic models, many recent social experiments 
produce evidence that is not informative about them. They generate choice-based, endo- 
genously stratified samples that are difficult to use in addressing any other economic 
question apart from the narrow question of determining the impact of treatment on the 
treated for one program with one set of participation and eligibility rules. 

7. Non-experimental evaluations 

7.1. The problem of  causal inference in non-experimental evaluations 

Without invoking the very non-experimental methods they seek to avoid, social experi- 
ments cannot address many questions of interest to researchers and policymakers. Even if 
they could, such data are generally not available. As a result, analysts must rely on 
"observational" or non-experimental methods to address the problem of selection bias 
resulting from non-random participation of individuals in employment and training 
programs. 

In an experimental evaluation, information from the control group is used to fill in 
missing counterfactual data for the treatments. As we have seen, under the assumptions 
specified in Section 5, an experiment is most successful in generating certain counter- 
factual means. In a non-experimental evaluation, analysts must replace these missing data 
with data on non-participants along with assumptions different from those invoked when 
using the method of social experiments. 

To illustrate this point and to highlight an important distinction between experimental 
and non-experimental solutions to the evaluation problem, consider Fig. 7. It presents a 
model of potential outcomes in which each outcome takes on one of two possible values. 
For training participants, YI equals one if the individual is employed after completing 
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Fig. 7. 2 X 2 × 2 model. YL is an indicator variable for whether or not a person would be employed if trained; Y0 is 
an indicator of employment without training. P,bc is the probability that Y0 = a, I11 = b and D = c. 

training and equals zero otherwise. For non-participants }I0 is defined similarly. As before, 
D = 1 for persons who select into training (but who may be excluded in an experimental 
evaluation) and D = 0 otherwise. When program evaluators have access to experimental 
data, they observe both Y1 and Y0 (but never both at the same time for the same person) for 
persons who select into training. That is, they observe the row and column totals for the 
D = 1 table, but not the proportion of persons for whom D = 1 who are in each individual 
cell. For example, the experimental controls enable the analyst to estimate the proportion 
of  the persons selecting into training (D = 1) who would not have been employed in the 
absence of  training, denoted P0.b but not the proportion of  persons selecting into training 
who would not have been employed either with or without training, denoted P001. In order 
to estimate this proportion, we require another assumption, such as that training did not 
cause anyone to be non-employed who otherwise would have been employed. This 
"monotonicity" assumption (training can only make people better off), first invoked in 
Heckman and Smith (1993), allows us to set  P101 = 0. In that case we can fill in the 
remaining elements of  the table using the row and column totals. The proportion of 
trainees whose employment status changes as a result of  training is now given by P011. 
When the monotonicity assumption is imposed onto the data from experimental evalua- 
tions of training, P011 is typically relatively small (see, e.g., Heckman and Smith, 1993). 
Training causes a relatively small proportion of  trainees to switch from the non-employ- 
ment state to the employment state. 

Analysts who have access only to non-experimental data observe only the column totals 
in the D = 1 table and the row totals in the D = 0 table. In addition, the proportion of 
people who take training is known. This can be determined from an experiment that 
randomizes eligibility but not from an experiment that randomizes among those who 
apply and are accepted into the program. The remaining elements of  both tables, including 
the other row and column totals, are unknown. The task in observational studies is to find a 
set of conditioning variables and to impose an appropriate set of assumptions so that the 
row totals in the D = 0 table can be used to estimate the missing row totals in the D = 1 
table. Regardless of  the conditioning variables used or assumptions imposed, there always 
exists a set of  minimal assumptions necessary to identify the impact of  training that cannot 
be tested with the data. The same is true for the analysis of experimental data; the 
assumptions of  no randomization bias or the unimportance of sample attrition cannot be 
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tested with the data typically generated fi'om experimental evaluations. Both experimental 
and non-experimental approaches require assumptions that cannot be tested without 
collecting data specifically designed to test the assumptions of the model. 

7.2. Constructing a comparison group 

All evaluations are based on comparisons between treated and untreated persons. The 
comparisons may be constructed using the same persons in the treated and untreated states 
as in the before-after estimator. More commonly, different persons are compared. 

The evaluation literature makes an artificial distinction between the task of creating a 
comparison group and the task of selecting an econometric estimator to apply to that 
comparison group. In truth, all estimators define an appropriate comparison group and 
the choice of a comparison group affects the properties of an estimator. The act of 
constructing or selecting a valid estimator entails assumptions about the samples on 
which it should be applied. 

This simple point is usually overlooked in the empirical literature on program evalua- 
tion. it is common to observe analysts first constructing a comparison group on the 
intuitive principle of making the comparison group "comparable" in some way or other 
to the treatment group, and then to debate the choice of an estimator as if all estimators 
defined for random samples of the population can be applied to a comparison group so 
constructed. Many econometric estimators are only valid for random samples of the 
population. When non-random samples are generated, the estimators are sometimes no 
longer valid and have to be modified to account for the impact of the sampling rule used to 
generate the comparison samples. 

The most common instance of this point arises in oversampling participants compared 
to non-participants. Program records are often abundant for participants; comparison 
samples often have to be collected at considerable cost. The ratio of program records to 
comparison group records is usually much larger than one. Simply pooling the two 
samples misrepresents the population proportion of persons taking training. In order to 
use the many conventional econometric methods that assume random sampling on such 
data, the samples have to be reweigbted (see the discussion in Heckman and Robb, 1985a, 
1986a). A special class of "control function" estimators that we define below does not 
have to be reweighted. However, instrumental variables estimators have to be reweighted 
in this case. Different classes of estimators exhibit different degrees of sensitivity to 
departures from random sampling in constructing comparison groups. 

A second example is contamination bias, which we discuss in detail in Section 7.7. 
Many comparison groups include persons who have actually participated in the program 
but who have not been recorded as having done so. Again, estimators suitable to random 
samples without such measurement error on treatment status have to be modified for 
contaminated samples (Heckanan and Robb, 1985a; Imbens and Lancaster, 1996). 

A third example concerns the widespread practice of "matching" treatment and 
comparison group members on dimensions such as pre-program earnings. The literature 
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often distinguishes between "screening" on characteristics and matching. Screening 
usually refers to the application of certain broad rules (e.g., income below a certain 
level) to select observations from a source sample into a comparison sample; matching 
refers to al ignment of  trainees and comparison group members  over narrower intervals. 
Both are a form of  matching as we define it below and the distinction between them is of 
no practical value. 

More serious are the consequences of  this type of  matching on the performance of 
econometric estimators. Matching on variables that are stochastically dependent on the 
errors of the model  sometimes alters the stochastic structure of  the errors. Econometric 
estimators that are valid for random samples can be invalid when applied to the samples 
generated by matching procedures. 

To illustrate the foregoing point, consider the common-coefficient  autoregressive esti- 
mator introduced into the econometric evaluation literature in Heckman and Wolpin 
(1976). Using decision rule (6.3) and assuming that agents make their decisions in an 
environment of  perfect certainty and that enrollment into the program only occurs in 
period k, 

Yt = 18 + teD + U~, for t > k, (7.1 a) 

Yt = / 3  + Ut, for t --< k, (7. I b) 

Ut = pUt j + et, ('7.1c) 

where et is an independently and identically distributed error with mean zero. In terms of 
the model of  potential outcomes introduced in Section 3, Yt =- D Y j t  + (1 - D)Yot  and 
YJt - Yot = oz, the parameter  of  interest, The model  is in the form of  Eq. (3.10) with an 
autoregressive error. The assumptions about the error terms are typical ly invoked abou~ 
random samples of  the population. Selection bias in this model  arises because of  the 
covariance between D and U, In a model  with perfect capital markets, only if  p = 0  
would there be no selection bias. 45 

If  we have access to panel data, we can use two post-program observations to estimate 
oz. 46 Write 

Y,_I = / 3 4  o z D + U  I 1, 

where t -  1 > k, so that 

U t - j  - Y, j - 3 - - o z D .  

Substituting into (7. lc)  and collecting terms, we may rewrite (7. l a) as 

45 However, this result crucially depends on the perfect capital market assumption as we noted in Section 6.3.4 
46 As noted in Heckman and Robb (1985a, 1986a) and below, this estimator can also be applied to repeated 

cross-section data. 
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Y t = / 3 ( 1 - p ) +  ~ ( 1 - p ) D + p Y  t 1 + e t .  (7.2) 

Under decision rule (6.3), D is orthogonal to et even though agents are making their 
participation decisions under perfect certainty. Least squares applied to (7.2) identifies 
p, and hence c~ and/3. This estimator can be applied to training programs or schooling. Its 
great advantage is that it can be implemented using only post-program outcome measures 
provided p ~ 1. Properties of this estimator are presented in Section 7.6. 

Another way to identify c~ is to use instrumental variables or classic selection bias 
estimators which we describe in detail below. Assuming random sampling, both of 
these estimators identify c~. 

Suppose, however, that we first "match" on pre-training earnings, Y,,, t t < k, in order to 
construct a comparison sample of non-participants. Consider a simple screening rule: 
select observations into the sample if Yt'  < I. This rule is widely used in constructing 
comparison samples. How are the en-or structure (7.1c) and the properties of the three 
estimators just discussed affected by the application of such screening rules? The auto- 
regressive estimator just presented using post-program observations is unaffected by these 
sampling rules. It continues to identify c~ and p. This is immediately seen because 
E(st I D = 1, Yt- 1, Yt' < 1) = 0 since st is independent of Y~,, t ~ < k, and Yk. 

However, matching affects the distribution of the errors. This makes a sample selection 
model based on a distributional assumption appropriate to a random sample inappropriate 
when applied to a matched sample. In this case, two selection rules generate the outcomes; 
classical selection estimators that only account for agent self-selection do not account for 
the selection bias induced by the analysts' matching procedure. Instrumental variables 
methods appropriate to random samples in general become inconsistent when applied to 
matched samples for reasons exposited in Section 7.7. 

Another strategy for defining a comparison group is to use program applicants who 
drop out of the application and enrollment process before receiving training. Such 
comparison groups include persons who applied and were rejected from the program, 
those who were admitted but never showed up for training ("no-shows"), or early 
program dropouts. (No-shows are used in, e.g., Cooley et al., 1979; LaLonde, 1984; 
Bell et al., 1995; Heckman et al., 1997a). In samples based on no-shows, two decision 
rules - whether or not to apply to the program and whether or not to stay in the program 
if accepted - determine which non-participants end up in the comparison group sample. 
The properties of econometric estimators have to be examined to see if they are robust to 
such sample selection rules. Analytically, this is the same problem as arises in the 
construction of matched samples, except that in this case the decision rules of agents 
govern the construction of samples. Estimators valid for samples generated by one 
decision rule need not be valid for another. 

A brief summary of the screening and matching criteria used in several major evalua- 
tions is presented in the last row of Tables 5 and 6. Table 7, based on Barnow (1987), 
presents a more exhaustive list of characteristics used to match and control for differences 
in evaluations of the US CETA program, the immediate predecessor of JTPA. Combining 
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matching and different non-experimental evaluation methods that break down when 
applied to matched samples constitutes an important source of variability across these 
studies, one that has more to do with the properties of the estimators selected than with the 
properties of the programs being studied. 

In the literature, the act of specifying a comparison group and then making conditional 
mean comparisons between participants and comparisons is equivalent to defining a 
matching estimator. The matching estimator may he embellished by further adjustments 
as we note below. A different comparison group might be specified for each treatment 
observation. The potential sample from which the comparison group is taken includes all 
persons who do not take treatment. Further restrictions on this universe define different 
matching rules. 

Z3. Econometric evaluation estimators 

All evaluation estimators are based on the three basic estimation principles introduced in 
Section 4. They entail making some comparison of treated individuals with the untreated. 
The comparison may be between treated and untreated persons at a point in time as in the 
cross-section estimator; it may be between the same persons in the treated and untreated 
states as in the before-after estimator; or it may be a hybrid of the two principles as in the 
difference-in-differences estimator. In this section, we extend these basic estimators to 
allow for conditioning variables and to exploit knowledge of the serial correlation proper- 
ties of error terms. 

The estimators within each class differ in the way they adjust, condition or transform the 
data in order to construct the counterfactual E(Y0I I X, D = 1). Throughout the rest of this 
section, we consider how the various estimators construct the counterfactual and what 
assumptions they make about individual decision processes that determine program parti- 
cipation. We motivate this discussion using the simple decision and outcome models of 
Section 6.3. The first class of estimators that we consider are cross-section estimators 
based on matching methods. These estimators are frequently used in studies by consulting 
firms because they are relatively easy to explain to their clients. A disadvantage of this 
approach is that it requires strong underlying assumptions about the selection process into 
training. Although the method is usually applied in a cross-sectional setting, matching can 
be generalized to apply to panel settings as in Heckman et al. (1997a, 1998c). The second 
class of cross-section methods we consider are selection bias correction methods devel- 
oped in Heckman (1976, 1979) or Heckman and Robb (1985a, 1986a). This approach is 
often used in studies of European training programs. It too can be extended to apply to 
panel data, but is most frequently applied in a cross-sectional setting. 

Program evaluations by academic labor economists in the United States have relied 
almost exclusively on a third class of estimators: longitudinal methods that extend the 
before-after and difference-in-differences estimators. An implicit belief shared by the 
authors of these studies is that longitudinal methods are more robust than cross-section 
selection bias correction methods, which are sometimes dismissed as being "functional 
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form dependent." However, we demonstrate below that as currently utilized in the applied 
evaluation literature, longitudinal estimators depend on functional form assumptions. 
Moreover, longitudinal estimators are often much less robust to choice-based sampling 
and other matching and screening procedures used to produce comparison samples in the 
empirical literature than are cross-section sample selection estimators. In the remainder of 
this section, we discuss the identifying assumptions that underlie the main methods used in 
evaluation research, and sketch out how they are implemented to produce practical esti- 
mators. 

We remind the reader that throughout this chapter, we use X variables that are not 
determined by D. Letting X be the vector of conditioning variables and ye a vector of 
potential outcomes, we write YF = (Y0, YJ,), and YP = (Y~ ..... YrP), X = (X~,. .... XT.). We 
define the admissible X on which we condition to define parameters as those X that satisfy 

f ' (X]D,  YP) ~-f'(XI YP). (7.A.I) 

where f (X  I D, f ' )  is the density of  X given D and YP and f ( X  I YP) is the density of X 
given y1,.47 This assumption says that given the potential outcomes in both states, the 
actual occurrence of D provides no more information on X ("Does not cause X"). We 
maintain this assumption in order to avoid masking the effects of D on outcomes by 
conditioning on variables that are determined by D. Other definitions are possible but 
we maintain this one to make our analysis interpretable and to avoid certain technical 
problems in making forecasts with our parameters. Heckman (1998a) presents a more 
extensive discussion of  this condition and relates it to definitions of  causality and exogene- 
ity in the econometric time series literature. 

7.4. Identification assumptions for cross-section estimators' 

When participation in training is voluntary, and evaluators have access to cross-sectional 
data, they can construct the distribution of  outcomes for participants, F(Y1 I X, D = 1), 
and for non-participants, F(Y o I X, D = 0). They use F(Yo IX, D = 0) to approximate 
F(Yo [ X, D = 1), which runs the risk of  selection bias. When using this approximation, 
the bias in estimating E(YI - Y0 [ X, D = 1) is given by 

B(X) = E(Y 0 I X, D = 1) - E(Y 0 I X,D = 0). (7.3) 

Many schemes have been proposed to circmnvent this bias. We begin by considering the 
intuitively-appealing method of matching. 

7.4.1. The method of matching 
The method of  matching assumes that analysts have access to a set of conditioning 
variables, X, such that, within each "stratum" defined by X, the counterfactual outcome 
distribution of  the participants is the same as the observed outcome distribution of  the non- 

,,7 Heckman and Borjas (1980) develop this non-causality condition. 
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participants. 48 The statistical matching literature assumes access to a set of  X variables 
such that 

(Y0, Y1) ~- D I X, (7.4) 

where " 1 "  denotes independence and X denotes variables on which conditioning is 
conducted. As a consequence of (7.4), the distributions of  outcomes F ( Y  o I D = 1, X)  ----- 

F(Yo I D = O,X) = F ( Y  o I X )  and F(YI [ D  = 1,JO = F(Y~ ] D = O,X) = F ( Y  1 IX). The 
method appeals to the intuitive principle that it is possible to "adjust away" differences 
between participants and non-participants using the available regressors. 

ff assumption (7.4) is valid we can use non-participants to measure what participants 
would have earned had they not participated, provided we condition on the variables X. To 
ensure that this assumption has empirical content, it also is necessary to assume that there 
are participants and non-participants for each X for which we seek to make a comparison. 
More formally, this means that 

0 < Pr(D = 1 IX) < 1 (7.5) 

over the set of  X values where we seek to make a comparison. To satisfy this condition, at 
least in large samples, there must be both participants and non-participants for each X. In a 
finite sample of  any size, we replace this condition by the empirical probability. 49 This 
condition ensures that the distributions in (7.4) are defined for all X that satisfy it. As we 
demonstrate below in Section 8.2, this assumption has important practical consequences 
for training evaluations. Failure to satisfy this condition appears to be one major reason 
why matching methods produce biased estimates of  the impact of  training in the NJS 
study. The treatment parameter E(Yj - Y0 I X, D = 1) cannot be identified for values of X 
where (7.5) is violated. 

Under assumptions (7.4) and (7.5), matching produces a comparison group that resem- 
bles an experimental control group in one key respect: conditional on X, the distribution of 
the counterfactual outcome, Y0, for the participants is the same as the observed distribution 
of Y0 for the comparison group. In particular, as long as the means exist, assumptions (7.4) 
and (7.5) imply that 

E(Y 0 [ X , D  = 1) = E(Y0 X , D  = 0), (7.6a) 

and that 

E(Y~ I X , D  = l) = E(Yj X , D  -- 0). (7.6b) 

Therefore, for each point in X, the bias B(X) = 0. However, this assumption does not 
imply no selection bias, i.e., that E(U0 ] X, D = 1) = 0. Instead, like experiments, match- 

4s The first published instance of the use of this method of which we are aware is Fechner (1860). 
49 The support of X consists of those values of X with positive density. Assumptions (7.4) and (7.5) are called 

"strong ignorability" by Rosenbaum and Rubin (1983). 



1952 J. J. H e c k m a n  et  al. 

ing balances the bias: 

E(U 0 [ X , D  = 1) = E(U0 I X,  D = 0) = E(U0 I X). (7.7) 

In an ideal experiment, we obtain a comparison group via randomization among persons 
for whom D = 1. Matching emulates an experiment by replacing randomization with 
conditioning on a set of X variables. Conditional on those values, persons randomly select 
into the program. There are no selective differences in Y0 outcomes between participants 
and non-participants given X. Randomization at the stage where persons enter the program 
also may be thought of as a form of conditioning (Heckman, 1996). It operates conditional 
on D = 1. Under the conditions that justify it, randomization generates a control group for 
each X in the participant population. Similarly, under assumption (7.4), matching gener- 
ates a comparison group, but only for these X values that satisfy (7.5), which in practice is 
often a much smaller set of  values than would be the case with randomization. 

In Section 8.2 below, we draw on the work of Heckman et al. (1998b) and demonstrate that 
the reduction in the set of  X for which the parameter of  interest is defined can be substantial. 
Further, because the impact parameter may depend on X, the parameter estimated by an 
experimental evaluation and the parameter estimated by matching may be different. 

When the Rosenbaum-Rubin assumptions (7.4) and (7.5) are invoked, it is possible to 
construct both the "treatment on the treated" parameter E(YI - I10 ] X, D ---- 1) and the 
effect of  "non-treatment on the non-treated" E(Y 0 - Y~ [ X, D = 0). Only assumption 
(7.6a) is required if we are interested in the mean effect of treatment on the treated. It 
permits agents to select into the program on the basis of  UI but not U0. Assuming that 
E(U 0 ] X) = 0, it implicitly defines the parameter "treatment on the treated" in an asym- 
metric way: 

E(Y~ - Yo I X, D = 1) =/z~(X) - /x0(X)  + E(UL I X, D = 1) 

because E(U0 [ X, D = 1) = E(U0 ] X) = 0. This parameter no longer equals the effect of 
treatment on a randomly selected person as it would if (7.4) held. Assumption (7.6b) 
allows us to identify the mean effect of non-treatment on the non-treated. 

Using representation (3.1a) and (3.1b), (7.4) and (7.5) imply that E(U0 IX, D = 1) = 
E(U0 IX, D = 0) = E(U 0 IX) = 0 and E(UI IX, O = 1) = E(U l IX, D = 0) = E(U1 I 
X) = 0. Thus conditioning on X, the two parameters "treatment on the treated" and "tile 
effect of  randomly assigning a person with characteristics X to the program" are the 
same. 5° From an economic standpoint, assumption (7.4) rules out selection into the 
program on the basis of unobservables (Uo, UO that may be partially known to people 
taking training but are unknown to the observing economist. In terms of the random 
coefficient model of Section 3, it rules out correlation between D and the difference in 
unobserved components, (U1 - U0). It defines an implicit economic model that assumes 
that agents do not enter the program on the basis of  gains unobserved by analysts. Thus it is 

5° This is also true if  YI = g l ( X )  + UI and Yo = go(X) q UIt and E(U 1 I X) ¢ 0 and E(Uo I X) ~ 0. In that 
case, E(YI ¥o ] X, D = 1) = gl (X)  - go(X)  + E(UI - Uo ] X) so that the two parameters are the same. 
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a method congenial with the assumption that a in (6.3) is a common coefficient, or that if 
varies among persons with identical X, then participation in the program is not based on 

this variation. In the context of that model,  the "cost  of part icipation" or any of the 
variables generating participation, but not outcomes, are valid conditioning variables. 
Thus, if the costs of participation are distributed independently of  all other variables 
and if  Y0~ is independent of  Yot, then conditioning on c or Y0k will satisfy the conditions 
required to just ify the matching estimator. However,  as we explained in Section 6.3.1, if 
we condition on both cost of  participation and Y0~, we violate condition (7.5). Matching 
breaks down if  there is too much information and other methods must  be used to evaluate 

51 the program. 
To operationalize the method of matching, assume two samples: "t" for treatment 

and "c"  for comparison group. Unless otherwise noted, observations are statistically 
independent. Simple matching methods are based on the following idea: For  each 
person i in the treatment group, we find some group of "comparable"  persons. The 
same individual  may be in both groups if  that person is treated at one t ime and 
untreated at another. W e  denote outcomes in the treatment group by Y~ and we 
match these to the outcomes of a subsample of persons in the comparison group to 
estimate a treatment effect. In principle, we can use a different subsample as a compar- 
ison group for each person. 

In practice, we can construct matches on the basis of  a neighborhood C(Xi), where X~ 
is a vector of  characteristics for person i. Neighbors to treated person i are persons in 
the comparison sample whose characteristics are in neighborhood C(X) .  Suppose that 
there are Nc persons in the comparison sample and Nt in the treatment sample. Thus the 
persons in the comparison sample who are neighbors to i, are persons j for whom 
Xi~C(Xi) ,  i.e., the set of  persons A i =- {j I Xj E C(Xi)}.  Let W ( i j )  be the weight placed 
on observation j in forming a comparison with observation i and further assume that the 
weights sum to one, 

N~ 

W(i , j )  = l ,  
j=l 

and that 0 ~ W ( i , j )  --< 1. Then we form a weighted comparison group mean ~br person 
i, given by 

Nc 
Z . , ~, Y~i = w ( ; , j ) y ) ,  
j =  I 

('1.8) 

and the est imated treatment effect for person i is Yi  - -  ] / i .  

Heckman et al. (1997a) survey a variety of  alternative matching schemes proposed m 
the literature. Here we briefly introduce two widely used methods. The nearest-neighbor 

5~ The regression discontinuity design estimator discussed in Section 7.4.6 can be applied here as a limit form 
of the matching estimator that identifies E(Y 1 - Y0 ] X, D = 1) at one point. 
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matching estimator defines Ai such that only one j is selected so that it is closest to Xi in 
some metric: 

A i =  {j] Min [ [ x i - X i l ]  }, 
jE{ 1,...,N,. } 

where [[ [[ is a metric measuring distance in the X characteristics space. The Mahalanobis 
metric is one widely used metric for implementing the nearest-neighbor matching esti- 
mator. The metric used to define neighborhoods for i is 

II ,= ' ( x i - x  9, 

where E,. is the covariance matrix in the comparison sample. The weighting scheme for the 
nearest neighbor matching estimator is 

{10 i f j  CAi '  
W(i,j) = otherwise. 

A version of nearest-neighbor matching, called "caliper" matching (Cochran and Rubin, 
1973), makes matches to person i only if 

IIxi - x j  I1< 

where s is a pre-specified tolerance. Otherwise person i is bypassed and no match is made 
to him or her. 

Kernel matching uses the entire comparison sample, so that A i = { 1 ..... N,:}, and sets 

x(xj - x,) 
W ( i , j ) =  N, ' (7.9) 

Z g ( x j  - x i )  
j=l 

where K is a kernel. In practice, kernels are typically a standard distribution function such 
as that for the normal. Kernel matching is a smooth method that reuses and weights the 
comparison group sample observations differently for each person i in the treatment group 
with a different Xi. Kernel matching can be defined pointwise at each sample point X~ or for 
broader intervals. 

The impact of treatment on the treated is estimated by forming the mean difference 
across the i 

vN' . . . . .  Y)) l (Y~ Z W(i,j)Y¢). (7.10) 
m - - N t  i= I 

We can define this mean /b r  various subsets of the treatment sample defined in various 
ways. More efficient estimators weight the observations accounting for the variance 
(Heckman et al., 1997a, 1998c; Heckman, 1998a). 

Regression-adjusted matching, proposed by Rubin (1979) and clarified in Heckanan et 
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al. (1997a, 1998c), uses regression-adjusted Y/, denoted by A(Yi) = Yi - Xi~, in place of Yi 
in the preceding calculations. (See the cited papers for the econometric details of the 
procedure). Regression-adjusted matching methods were widely used in the controversial 
CETA evaluations conducted in the early 1980s, which we discuss below. 

The essence of the idea justifying matching is that conditioning on X eliminates selection 
bias. Like social experiments, the method requires no functional form assumptions for 
outcome equations. If, however, a functional form assumption is maintained, as in the 
econometric procedure proposed by Barnow et al. (1980), it is possible to implement the 
matching assumption using regression analysis. Suppose that Y0 is linearly related to obser- 
vables X and an unobservable U0, so that E(Y0 [ X, D = 0) = X/3 +E(U0 ] X, D = 0), and 
E(U0 I X, D = 0) = E(U0 ] X) is linear in X. Under these assumptions, controlling for X via 
linear regression allows one to identify E(Y0 ] X, D = 1) from the data on non-participants. 
Such functional form assumptions are not strictly required to implement the method of 
matching. Moreover, in practice, users of the method of B arnow et al. (1980) do not impose 
the common support condition (7.5) for the distribution of X when generating estimates of 
the training effect. The distribution of X may be very different in the trainee (D = 1) and 
comparison group (D = 0) samples, so that comparability is only achieved by imposing 
linearity in the parameters and extrapolating over different regions. 

One advantage of the method of Barnow et al. (1980) is that it uses data parsimoniously. 
If the X are high dimensional, the number of observations in each cell when matching can 
get very small. Another solution to this problem that reduces the dimension of the match- 
ing problem without imposing arbitrary linearity assumptions is based on the probability 
of participation or the "propensity score," P(X) = Pr(D = 1 I X). Rosenbaum and Rubin 
(1983) demonstrate that if assumptions (7.4) and (7.5) hold, then 

(YI, Yo) 2_ D I P(X) forX ~ X,, (7.11) 

for some set X¢ where it is assumed that (7.5) holds in the set. Conditioning on P(X) rather 
than on X produces conditional independence. Condition (7.11) has the important implica- 
tion that to construct the desired counterfactual conditional mean E(Y 0 [ P(X), D = 1), we 
require only that 

B(P(X)) = E(Y 0 I P (X) ,D  = 1) - E(Y0 ] P(X) ,D = 0) = 0. (7.12) 

We also could invoke (7.12) in place of (7.11) to define the conditions required to justify 
matching to estimate mean impacts. Conditioning on P(X) sets B(P(X)) = 0 and reduces 
the dimension of the matching problem down to matching on the scalar P(J0. The analysis 
of Rosenbaum and Rubin (i 983) assumes that P(X) is known rather than estimated. Heck- 
man et al. (1998c) present the asymptotic distribution theory for the kenml matching 
estimator in the cases in which P(X) is known and in which it is estimated both parame- 
trically and non-parametrically. They also answer the question, "If P(X) were known 
would we match on it or on X?" Using the variance of the estimated average impacts 
as the choice criterion, the answer is "it depends". 

A major advantage of the method of randomized trials over the method of matching is 
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that randomization works for any choice of  X. In the method of matching, there is the same 
uncertainty about which X to use as there is in the specification of  conventional econo- 
metric models. Even if one set of  X values satisfies condition (7.11) or (7.12), an augmen- 
ted or reduced version of  this set may not. Heckman et al. (1997a) discuss tests that can 
help determine the appropriate choice of  X variables. Any convincing application of  the 
method of  matching requires a demonstration that an adequate model for P(X) has been 
selected. Heckman et al. (1998b) discuss this problem in depth. In the statistics literature, 
there is no discussion of the choice of  X. Implicitly, the advice given there is to use all 
available regressors. One general rule, already noted in the introduction to this section, is 
to include in X only variables that are not caused by D given the unobservables. Intuitively, 
conditioning on variables caused by D masks the true effect of D on outcomes. 

The method of  matching is sometimes used to estimate E(Y1 - Y0 ] X, D = 1) at points 
of  X = x. More commonly, an averaged version of  this parameter is estimated over a set 
S(X): 

E(YI - Y0 I D =  1 ) =  fs(x)E(Y1 - Yo IX, D =  1 ) d F ( X I D =  1) 
f s(x) dF(X I D = 1) 

(7.13) 

The distinction between the average parameter and the pointwise parameter is an Impor- 
tant one. Even though the behavioral motivation and the identifying assumptions are 
different, it turns out that both the matching estimator and the classical selection estimator 
can identify (7.13) under very different behavioral assumptions. We now turn to consider 
the classical selection estimator. 

Z4.2. Index sufficient methods and the classical econometric selection model 
The most troubling feature of  the method of  matching is the assumption that selection into 
a program does not occur on the basis of  unobservable (to the economist) gains from the 
program (U0 if (7.6a) is assumed; UI - U0 if (7.4) is assumed). Depending on the quality 
of  the data at the analyst's disposal, it may or may not be attractive to assume that the 
analyst knows as much as the people being studied. The method of  matching is not robust 
to violations of  this assumption. 

The traditional econometric approach to the selection problem adopts a more conser- 
vative approach and allows for selection on unobservables. As cmlently formulated, it 
assumes an additively separable model relating outcomes to regressors and additive errors, 
but does not require the strong behavioral assumptions that justify matching. Thus it trades 
a behavioral assumption for an additive separability assumption. It allows for selection 
into the program on the basis of unobserved components of  outcomes. This approach is in 
the spirit of  much econometric work that builds models to estimate a variety of  counter~ 
factual states, rather than just the single counterfactual state required to estimate the mean 
impact of  treatment on the treated, which is the pm'ameter of  interest in most evaluations 
based on the methods of  matching or random assignment. 

In the simplest econometric approach, two functions are postulated: Yi = gl (X, U~ ) and 
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Y0 = g0(X, Uo), where U0 and Uj are unobservables. A selection equation is specified to 
determine which outcome is observed. Separability between X and (U0, U1) is assumed, so 
that 

Y1 = g j (X)  + U1 and Y0 = go(X) + Uo, 

where for simplicity we assume that E(U1 iX) = E(Uo IX) = 0 so that g~(X) = tzl(X) 

and go(X) =/x0(X). These exogeneity assumptions are not strictly required but for simpli- 
city we maintain them. 52 This assumption defines functions called "structural equations" 
that do not depend on unobserved variables. In this notation, the treatment on the treated 
parameter is 

E(Y~ - Yo I X , D  -- 1) = gl (X)  - go(X) + E(U1 - Uo I X,  D = 1), 

which combines "structure" and "error" in a somewhat unusual way. 
Much applied econometric work is devoted to eliminating the mean effect of unobser- 

vables on estimates of  functions like go and gj. However, as previously noted, the mean 
difference in unobservables is an essential component of  the definition of  the parameter of 
interest in evaluating social programs. In the conventional framework, the selection bias 
that arises from using a non-experimental comparison group is given by 

B(X) = E(U 0 ] X , O  = 1) - E(U 0 ] X , D  = 0). 

In the standard evaluation problem, the goal is to set B(X) =0,  not  to eliminate dependence 
between (Uo, Uj) and X and D. 

The conventional econometric approach for addressing selection bias partitions the 
observed variables X into two not necessarily disjoint sets (Q,Z) corresponding to those 
variables in the outcome equations and those variables in the participation equation, and 
then postulates exclusion restrictions. It assumes that certain variables appear in Z but not 
in Q. The conventional approach further restricts the model so that the bias B(X) only 
depends on Z through a scalar index. Recall that such exclusion restrictions are not 
required to justify matching as an estimator. 53 

The latent index model of  program participation introduced in Section 6 motivates the 
characterization of  selection bias as a function of  a scalar index. In that model, we defined 
the index I N  = H(Z)  - V, where H(Z) is the mean difference in utilities or discounted 
earnings between the training and non-training states, and V is assumed to be independent 
of  Z. The training indicator, D, then equals one when I N  > 0 and equals zero otherwise, 
resulting in Pr(D = 1 [ Z) = Fv(H(Z)) .  The conventional econometric selection model 
further assumes that the dependence of  D and the unobservables U0 and UI arises only 

~2 Thus we could instead postulate instruments Z such that E(UI ] X) ~ 0 and E(U0 [ X) ~ 0 but E(Uj I 
X,Z) = 0 and E(U 0 I X,Z) = 0 in order to define the go and gl functions. 

53 Heckanan et ah (1997a, 1998c) extend the theory of matching to consider separable models with exclusion 
restrictions and discuss the efficiency gains from using such restrictions. Exclusion restrictions are natural in the 
context of panel data models where the variables in the outcome equation are measured in periods after the 
decision to participate in the program is made. 
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through V and that Q and Z are independent of  U0 and Ut. These assumptions imply the 
following: 

E(U 0 ] Z,Q,D = 1) = E(U 0 I V < H(Z)), 

E(U 0 ] Z,Q,D = 0) = E(U0 I V >~ H(Z)), 

E(Ur I Z, Q,D= I )=  E(U~ I V < H(Z)), 

and 

E(U~ ] Z , Q , D  = 0) = E(Uf ] V >- H(Z)), 

We could just as well postulate this representation as the starting point for our analysis 
of  the selection estimator. Both the bias, B(Z) and the mean gain of  the unobservables, 
E(U~ - Uo ] Z, Q, D = 1), depend on Z only through the index H(Z). When Fv is assumed 
to be strictly monotonic almost everywhere, we may write H(Z) = F~I(Pr(D = 1 [ Z)) 
and the bias and mean gain terms depend on Z solely through the probability of  participa- 
tion P. The bias is now given by 

B(P(Z)) = E(U 0 ] P(Z),D = 1) - E(U0 I P(Z),D = 0). (7.14) 

This is the "index sufficient" representation where P(Z), or equivalently H(Z), is the 
index. 54 An important question in the program evaluation literature is whether the selec- 
tion bias can be characterized solely as a function of  P(Z) {'or different sets of  Z, or if a 
more general conditioning set (Q,Z) is required to characterize this bias. In terms of  the 
behavioral model of program participation and program outcomes presented in Section 
6.2, the cost of  participation, c, may play the role of  V assuming that it is independent of  
other variables. Y0k also could play that role provided that we condition on observed 
variables in forming the probability, and that the residual from this conditioning is inde- 
pendent of  all the explanatory variables in the model. 

Conventional econometric selection models (e.g., Amemiya, 1985) assume that the 
latent variables V, Uo, UI are symmetrically distributed around zero. The assumption of  
symmetry for U0 and V implies that the bias B(P(Z)) is symmetric around P(Z) equal to 
one-halL As shown by Fig. 8, in the normal selection model, if P(Z) is symmetrically 
distributed around one-half, the average bias over symmetric intervals around that value is 
zero even though the pointwise bias is non-zero. If  the values of P(Z) for a sample of  
trainees were symmetrically distributed around one-half, the pointwise bias would be non- 
zero and the assumption justifying matching would not hold. Nonetheless, the selection 
bias would still average out to zero over any symmetric intervals of  P(Z) constructed 
around P(Z) = 1/2. Hence, the classical selection model justifies matching as a consistent 
estimator of  (7.13) when it is defined over intervals of  P(Z) where the bias cancels out, 

54 See Hecklnan (1980) for the first derivation of this representation or Heckman and Robb (1985a, 1986a). 
Multiple decision rules for admission into a program require a multiple index model (Heckman and Robb, 1985a). 
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Fig. 8. Prototypical selection model, normal example: B(P(X)) = E(U o [ P(X), D = 1) E(Uo I P(X), D = 0). 
This is the index model where V and Uo are assumed to be nonnal and o" v = 1, O-u, ~ = 375 and 
p = cov(U o, V)/~ruo = 0.16. 

even though it would not just i fy  matching for E(YI - 110 I X, D = 1) defined pointwise for 
any points except those where the bias is zero. 

To estimate the mean effect of  treatment on the treated in the classic econometric 
selection model,  we form the following regression based on Eq. (3.3): 

E(Y I Q,P(Z) ,D)  = E(YID + Y0(1 - D) I Q,P(Z) ,D)  

= go(Q) + D(gr(Q) - go(Q)) + D(E(U1 I Q , P ( Z ) , D  = 1)) 

+(1 - D)E(U 0 I Q , P ( Z ) , D  = 0). (7.15) 

The conditional means of  the error terms E(Uj I Q, P(Z),  D = 1) and E(U 0 I Q, P(Z),  D = 
0) are called control funct ions (Heckman and Robb, 1985a, 1986a). Under the assumptions 
that U0, U~ are statistically independent of  Q and Z, these functions may be written as 

E(U0 I Q, P(Z),  D = O) = Ko(P(Z)), 

E(U~ I Q, P ( Z ) , D - -  1) = K~(P(Z)). 

Specific distributional assumptions about (U0,1O and (U~,V) produce specific functional 
forms for K0 and Kv Heckman and MaCurdy (1986) present a catalogue of parametric 
models including the normal sample selection model  of  Heckman (1976, 1979). 

Under these conditions, Eq. (7.15) is really just  two sample selection bias equatio~is 
applied to non-participants and participants respectively: 

E(Y0 I Q , P ( Z ) , D  = O) = go(Q) + Ko(P(Z)), (7.16a) 

E(Y11 Q , P ( Z ) , D  :~= 1) = gj(Q) -~ KI(P(Z)).  ('I. 16b) 
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The most common form of the model writes go(Q)=Q[3o and gi(Q)=Q[31, but this is not 
strictly required. We can use the D = 1 and D = 0 samples to recover the parameters of 
the model. 

Assuming that there is at least one exclusion restriction (a variable in Z not in Q), and 
that Ko(P(Z)) and KI(P(Z)) are not perfectly collinear with Q, we can identify go(Q) and 
gl(Q) up to intercepts for any K0 and K1 functions. The intercepts are not determined. Any 
intercept in go(Q) can be allocated to K0 and vice versa; the same remark applies to the 
allocation of intercepts between gi(Q) and Kt. To identify the intercepts, it is necessary to 
have some Z values, say Z0, such that Ko(P(Zo)) = 0 and some Z values, say Zl, such that 
KI(P(Z1 )) = 0. Using such values, one can identify the unique intercepts for go and gL, 
respectively (Heckman, 1990). 55 Another way to determine the intercepts is to assume 

specific functional forms for K0 and K1 that exclude intercept terms as in the conventional 
normal selection bias model. 

Many non-parametric and semiparametric selection bias strategies have been proposed 

that do not impose functional form assumptions on K0 and K1. All of these strategies 
require that we identify the intercepts on sets Z0 and Zt, respectively. See the comprehen- 
sive surveys by Heckman (1990), Powell (1994), and Honor6 and Kyriazidou (1997). 
Andrews and Schafgans (1998) extend a method proposed in Heckman (1990) to identify 

the intercepts. 
With go and gl in hand, we can estimate 

E(Y1 - I1o [ Q) = gl(Q) - go(Q). 

To form E(Yj - Y0 [ Q, P(Z), D = 1) observe that from the preceding analysis we know 

go(Q), gl(Q) and 

E(U l [ Q,P(Z),D-- 1) = KI(P(Z)). 

We do not directly estimate E(Uo]Q,P(Z),D = 1). However, under our assumptions 

about the (mean) independence of U0 and (Q,Z), we can write 

0 = E(U o ] Q,P(Z),D = 1)P(Z) + E(U 0 I Q,P(Z),D = 0)(1 - P(Z)). 

Because we know both the second term in this expression and P(Z), we can form 

1 - P ( Z )  
E(Uo l Q, P(Z),D = 1 ) =  Ko(P(Z)) 

P(Z) 

Thus we can construct 56 

E ( Y , -  ~ ) 1 Q , P ( Z ) , D  = 1 ) - -  gj(Q) - go(Q) + KI(P(Z)) +K0(P(Z))  
P(Z) 

J-- P(Z) 

55 This type of identification on limit sets is sometimes called "identification at infinity" because for some 
models the values of Z~ and Z~ that set K0 and Kt to zero are +co. 

56 Bj6rklund and Moffitt (1987) construct E(Y I Y0 [ X, D -- 1) in exactly this way for a normal selection 
model. 
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To estimate E(Yj - Y0 [ Q, D = 1) we simply integrate out (average out) P(Z) against the 
density of  P(Z) conditional on D = 1 and Q, which can be estimated. Thus, by making 
separability, exclusion and intercept identification assumptions, we can identify the para- 
meter of  interest (see Heckman et al. (1998b) for details.) 

The control function method parameterizes the bias function B(P(Z)) in terms of KI(P) 
and Ko(P) and estimates these functions along with the other parameters of  the model. The 
dependence induced between U0 and D operating through the V is called "selection on 
unobservables." The dependence induced between U0 and D operating through depen- 
dence between Z and U0 is termed "selection on observables" (Heckman and Robb, 
1985a, 1986a). In this context, the method of  matching assumes selection on observables, 
because conditioning on Z controls the dependence between D and U0, producing a 
counterpart to (7.6a) for the residuals: E(U0 I Z,D = 1) = E(U0 I Z,D = 0). When selec- 
tion is on unobservables, it is impossible to condition on Z and eliminate the selection bias. 
We next turn to the method of instrumental variables which, like matching, assumes that 
selection only occurs on the observables. 

Z4.3. The method of instrumental variables 
The method of  instrumental variables (IV) applied to estimate E(Y1 - I10 [ X, D = 1 ) is a 
variant of  the method of  matching. It augments the X variables in matching with insU'u- 
ments Z so that 

E(U1 - Uo l X, Z ,D - 1) = E(UI - Uo I X, D - 1), (7.17a) 

E(Uo IX, Z) = E(Uo IX) (7.17b) 

and that 

Pr(D = 1 IX, Z) (7.17c) 

depends in a non-trivial way on both X and Z. In particular, there must be at least two 
values of Z, say Z z and Z", such that for any X where we seek to identify the parameter of 
interest, Pr(D = 1 I X, Z ¢) ~ Pr(D = 1 I X, Z"). We assume that (X,Z) satisfies the non- 
causality condition (7.A. 1) replacing X in that condition with (X,Z). 

Condition (7.17a) rules out any dependence between UI - U0 and Z given X and D. It is 
implied by the condition 

Pr(D = 1 IX, Z, U I - - U 0 )  = Pr(D = 1 IX, Z). 

The second condition (7.17b) says that U0 may depend on X but not on Z. This is not a 
standard IV condition but it is analogous to the balance of  bias condition in matching. 
Applying these conditions, we use the law of iterated expectations to write 

E(Y I X, z ' )  = go(X) 

+[gl(X) - go(X) + E(UI IX, D - -  1) - E(U o I X, D = I)]Pr(D--- 1 I X, Zt) + E(U o X). 
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We can express E(Y I X, Z")  s imilarly for the same X, bu t  a different Z = Z".  By subtract- 
ing the E(Y I X, Z")  from E(Y ] X, ZZ), we can form the fol lowing expression: 

E(Y [ X , Z ' )  - E (YI  X , Z " )  

Pr(D = 1 I X, Z ' )  - Pr(D = 1 IX,  Z")  
= g~(X)  - g o ( X )  + E(Uj - Uo J X , D  = 1) 

= E(Y~ - Y0 I X , D  = 1). (7.18) 

Condi t ion  (7.17a) ensures us that when we further condi t ion on Z, it does not  affect the 
condi t ion ing  of  U I - U o on D = I and X. Condi t ion  (7.17c) assures us that the denomi-  
nator  of  the expression is not  zero. 

Observe  that i f  we assume that E(Uo I X) = 0 and E(UI { X) = 0 (so go(X)  =/xo(X)  and 
g~(x)  = / z l ( X ) ) ,  57 and if  we assume that 

( U  o, U~) _11_ D I X , Z  ~, (7.19) 

then IV also identifies 

E(Y1 - Yo I X )  = gT (X)  - g o ( X )  = / x 0 ( X  ) - / x  I (X), 

the effect of  t reatment  on a randomly  chosen person with characteristics X. Unde r  these 
assumptions,  match ing  and IV are now indis t inguishable  except that IV augments  the 
original  X variables by Z. 58 

If indiv iduals  select into the program on the basis of  the gain in unobservables ,  

U 1 - U o, or on the basis of variables that are (stochastically) dependent  on the gain in 
unobservables ,  the condit ions required for IV est imators to consis tent ly est imate E(Y / - 

Yo } X ,  D = 1) are not satisfied (Heckman and Robb,  1985a, 1986a,b; Heckman,  1997) 
unless  Uj = U0 or U~ - U0 is u n k n o wn  or not  acted on at the t ime program part icipat ion 
decisions are made.  If  the ins t rument  Z is correlated with the gain in unobservables ,  and if 
individuals  base their part icipat ion decisions at least in part on that gain, then the instru- 
men t  is correlated with the error in the outcome equation.  For  the parameter  of interest, 
t reatment  on the treated, failure of  (7.17a) produces:  

E(YI - Y0 } X , Z , D  = 1) = ( g l ( X )  - g0(X)) + E(UI - 1-]0 I X , Z , D  = 1). 

Because the ins t rument  enters the second term on the right hand side, it is not  a valid 
ins t rument .  The outcome equat ion may  be wri t ten as 

Y =  g o ( X )  + D E ( Y I  - 11o I X ,  Z , D =  1) 

+{Uo  + D[(Ur  -- ( 7 o ) -  E(U~ - U o ] X , Z , D  = 1)]}. 

57 If E(U o I X) = 0, then (7.17b) is tile more familiar IV condition E(Uo ] X,Z) ~- E(Uo I X) = O. 
58 Observe that even if E(U o l X) ~ 0 and E(U~ I X) ~ 0, under conditions (7.17a) to (7.17c), IV identifies 

E(Yj - Yo ] X) = gl(X) - go(X) + E(UI - /-7o [ X). 
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The term in braces is the unobservable when the parameter of  interest is the impact of 
training on the trained. For Z to be a valid instrument, it must be mean independent of  this 
elTor term. But if the gain in unobservables determines participation, then Z conditional on 
D = 1 is related to the gain and the expectation of  the elTor term conditional on Z is 
certainly not equal to zero. The implication of  this result is that when the response to 
training varies among individuals, and the parameter of  interest is the impact of  treatment 
on the treated, the method of  instrumental variables requires a strong behavioral assump- 
tion about how persons make their decisions about program participation. 

To make this point more concretely, consider an example in which program evaluators 
use the distance between a person's residence and the training center as an instrument. 
They assume that the distance to the training center affects outcomes only through the 
participation indicator in the earnings equation. The problem that arises in the heteroge- 
neous response framework is that we would expect persons who live far away from the 
training center to participate in training only when their expected gain from training is 
relatively large - large enough to offset their higher cost of participation. By contrast, 
persons closer to the training center, who therefore face a lower cost of participation, will 
have smaller average expected gains from training. As a result, if an individual participates 
in training, their post-training earnings also depend on how far away they live from a 
training center. Therefore the instrument, distance, is con'elated with the unobserved 
component of  the gain from training for those who take training (D = 1) even if it is 
not for a random sample of  persons in the population. Put differently, knowing how far 
trainees live from a training center tells us something about their expected earnings even 
conditional on their training status, which means that distance from the training center is 
not a valid instrument in this case. 59 

Z4.4.  The i n s t rume n t a l  var iable  e s t ima tor  as  a m a t c h i n g  e s t ima tor  

Heckman (1998c) shows how most evaluation estimators, including IV estimators, can be 
interpreted as matching estimators using the weighting framework of  Eqs. (7.8) and (7.10). 
To see the basic idea, consider the simple random coefficient model 

Y = f i (X)  + ~ D  + U. 

We define fi and c~ as functions of X where E(U I X, D) # 0. Assume a valid instrumenl Z 
that satisfies conditions (7.17a)-(7.17c). Then 

E(Y I X,Z) =/3(X)  + E(a  I X , D  = 1)E(D IX, Z) + E(U I X , Z ) .  

Now we can express the outcome equation as follows: 

~9 Notice that this is an alternative interpretation that explains the "discount rate bias" recently discussed i)x 
Card (1995), Instrumenting by distance to a school or a training center may raise the estimated return to schooling< 
or training if responses to schooling or training are heterogeneous and persons act on this heterogeneil) ~J 
enrolling in schooling or training programs. 
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Y = !3(X) + E(oz I X ,D = 1)E(D IX, Z) + U 

+ [ ~  - E ( ~  I X, D = 1 ) ] [ E ( D  I X , Z )  + W] + E(c¢ I X, D = 1)W, 

where D = E(D I X, Z) + W and where, under our assumptions, the error terms have mean 
zero conditional on X and Z. 6° i f  we have a valid instrument, then E(U I X, Z) = E(U [ X) 
and E(c¢ I X , Z , D  = 1) = E(c~ [ X, D = 1). To identify E(c¢ I X, D = 1) we may form 
pairwise comparisons between person i and anyone else, provided that the matched partner 
for i, say i ~, has the same X but a different Z = Z ~, where 

E(D IX, Z) ¢ E(D IX, Z') .  

I f  this condition is satisfied, we may match a suitable i / to form the pairwise estimate of the 
gains as follows: 

Y i -  Yr 
E(Di I J , ~ )  - E(Dr [ X, Zr)" 

Therefore, 

[ Y i - - Y i '  ] = E(oz ' X , D  = 1).  
E E(Di IX ,  Zi) E(Dr I X, Zr)  

Accordingly,  we can write our estimate of  E(6¢ I X, D = 1) as a weighted average of 
contrasts: 

& = , g ( o i  I X, Zi) g(Di, I X, Zi, ) W(i, i/) (7.20) 

for i,i ~ such that E(Di I X, Zi) #- E(Di / [ X, Zi/), and where the weights are given by 

W(i, i ~) = (E(Di I X, Zi) - E(D~, I X, Zr)) 2 

E (E(Di ] X, Zi) - E(D i [ X, Zr)) 2" 
i,i ~ 

Fomlal ly ,  we set 

Y i -  Y r 
= 0  

E(Di I X, Zi) - E(Di, I X, Zi,) 

for i,i ~, where E(Di]X, Zi) = E(DrlX, Zi, ) and we get the same result summed over all i,i ~ 
since for these cases W(i, i/) = O. 

Eq. (7.20) reveals that propensity score matching with Z as the propensity score esti- 
mates E(c~ I X, D = 1) by taking a weighted average of  all i , f  contrasts for values of  (X,Z) 

6o As we have stressed, all we need is that the error terms depend only on X in order to recover 
E(ee(X) IX, D = 1). 
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with distinct probability values. Instrumental variable estimation is just a weighted aver- 
age of contrasts of conditional means constructed in terms of  propensity scores. Observe 
that this method only requires (7.17b) and not that E(U I X, Z) = 0. Thus, like matching 
and randomized trials, the IV method does not eliminate conventional econometric 
exogeneity bias - it just balances the bias. 

7.4.5. IV estimators and the local average treatment effect 
Imbens and Angrist (1994) reinterpret the output of  IV Eq. (7.18) as the effect of treatment 
on those who change state in response to a change in Z. It is a discrete approximation to the 
marginal treatment effect (3.14) previously discussed in Section 3.4 and defined as the 
effect of  a marginal change of a policy on those induced to change state as a consequence 
of the policy. Keeping the conditioning on X implicit, their parameter is E(Y I - Yo I 
D(z) = 1, D(z ~) = 0) where D(z) is the conditional random variable D given Z = z, and 
where z r is distinct from z, so z # z ~. This conditions on people who switch from "0" to 
"1" as a consequence of  the change in Z. This parameter is termed "LATE" for Local 
Average Treatment Effect. 

The LATE parameter has several non-standard features. It is defined by variation in an 
instrumental variable that is external to the outcome equation. Unlike the instrumental 
variables discussed in the preceding section, in LATE, different instruments define differ- 
ent parameters. In the traditional IV literature, Z is used to identify the effect of  X on 
outcomes. In LATE, variation in Z defines the parameter and no distinction between X and 
Z is made. When the instruments are indicator variables that denote different policy 
regimes, or when the instruments are different levels of  intensity of a policy within a 
given regime (i.e., the level of ~ in terms of  the analysis of  Section 3.4), LATE identifies 
the response to policy changes for those who change their program participation status in 
response to the policy change. When the instruments refer to personal or neighborhood 
characteristics used to predict an endogenous variable, say schooling in an earnings 
equation, LATE has a less clear cut interpretation and its relevance for policy analysis 
is questionable. 

The measured variation in Z among people could be due to their choices of  Z. If 
distance to the nearest school or training center is the instrument, LATE estimates the 
effect of  variation in the distance to school on the earnings gain of persons who are 
induced to change their schooling or training status as a consequence of the different 
commuting costs they face. If a personal characteristic is used as an instrument, for 
example, family income, the parameter defines the marginal change in the outcome 
with respect to the variation in family income among those who would have changed 
their state in response to the sample variation in family income. 

To define the LATE parameter more precisely, let D(z) be the conditional random 
variable D given Z = z. (Recall that conditioning on X is kept implicit in this section). 
Since D(z) is defined conditional on a particular realization of  Z = z, it is independent of 
Z. 61 Imbens and Angrist (1994) assume that: 
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(Yo, YI ,D(z ) )  are independent Z and P r ( D = l I Z = z )  is a non-trivial function of  Z where 
these random variables are understood to be defined conditional on X. (7.IA. 1) 

As a consequence of this assumption, for a given person (with fixed Y~,Y0), and recalling 
that for Z = z, Y = Y0(1 - D(z))  + Y1D(z), we may write 

E(Y [ Z = z) - E(Y [ Z = z ')  = g[O(z)Yi  + (1 - O(z))Yo [ Z - -  z] 

- E [ D ( z ' ) Y I  + (1 - D(z'))Yo I Z = z'] 

---- E((D(z) -- D(z ' ) ) (Yj  -- Y0))- (7.21) 

The final step follows from assumption (7.IA. 1) and depends crucially on the conditional 
independence of  Y~,Yo and D(z)  from Z. 

In the Imbens-Angr is t  thought experiment,  all of  the random variables in the expression 
are defined for the same person. Thus for different values o f Z  = z, YI and Y0 do not change 
and {D(Z)} for z in the support of Z is a collection of  not necessarily independent random 
variables produced by changing Z and either not changing any other random variable or 
changing them only in the way specified in assumption (7.IA.2) below. In terms of  the 
index model  of  discrete choice theory with index function H(Z,V),  which may be a net 
profit or net utility function, we have 

D = l(H(z,  V) --> 0) (7.22) 

and V is a random variable. In the hnbens and Angrist  (1994) thought experiment,  V stays 
fixed while z is varied. 

From Eq. (7.21) it follows that 

E(Y I Z = z) " E(Y I Z =: z') = E( r l  ..... Yo I D(z) - D(z ' )  .... 1)Pr(D(z) - D(z ' )  = 1) 

+E(YI - I10 [D(z) - -D(z  I) ---- --1)Pr(D(z) - D(z I) = --1). (7.23) 

This is the total effect on the outcome measure of  a change in Z, including the effect on 
those induced to enter the program and the effect on those induced to leave the program. 
In terms of  our discussion in Section 3.4, if  Z is a pol icy variable, this produces the net 
effect of a change in Z on the aggregate measure of  K This is one of  the necessary 
ingredients for a cost benefit analysis of  the effect of a marginal change in a pol icy 
variable on outcomes. 

Imbens and Angrist  (1994) break up the total effect into two terms: E(YI - Yo I D(z)  - 
D(z  ~) = 1) and E(Y 1 - Y  o l D ( z ) - D ( z  l) - - - - -1) ,  defined for those induced into the 
program and induced out of it, respectively,  and they present conditions that make it 

6J For two random variables (J,K) letfbe the density (or frequency). Thenf(J, K) ~ f ( J  I K)f(K) so J given K 
is statistically independent of K although f(J [ K) may be functionally dependent on K. 
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possible to identify one of  these. To identify the Àmbens and Angrist  (1994) "causal"  
parameters, a second assumption about the hypothetical  random variables is required: 

For all z, z ~ in the support of  z, either D(z) >-- D(z I) for all persons or 
D(z) <-- D(z I) for all persons. (7.IA.2) 

Assuming that the denominator is not zero, this monotonici ty assumption zeros out one of 
the two terms in (7.23). The assumption regarding the denominator  is a technical condi-- 
tion. Even if  the denominator is zero the program may  have an effect on the aggregate 
through a shift in the composition of  participants and non-participants. The variation 
across z and z z is made holding the error term constant. Condit ion (7.IA.2) makes either 
Pr(D(z) - D(z ~) = 1) or Pr(D(z) - D(z I) = - 1 )  zero for everyone. Thus, under their 
conditions the effect of  a change in Z is to shift people  into one sector or the other but 
not both. Suppose D(z) >-- D(z~), then Pr(D(z) - D(z ~) = - l )  = 0 and using (7.23) we 
obtain 

E(Y~ - Y0 I D(z) - O(z') = 1) = E(Y I Z = z) - E(Y] Z ---- z ')  (7.24) 
P r ( O =  1 ] Z = z ) - P r ( D =  1 [ Z = z / )  " 

If the monotonici ty assumption is violated, IV estimates a weighted average of the 
LATE arising from people  flowing from 0 to 1 and a reverse LATE arising from people 
flowing from 1 to 0, with the weights being 

Pr(D(z) - D(z ~) = 1) Pr(D(z) - D(z/) . . . .  1) 
and 

P r ( D =  1 ] Z = z ) - P r ( D = I  [ Z = z ' )  Pr(D---- 1 [ Z = z ) - P r ( D = I [ Z = z / ) ,  

respectively. Because LATE is defined in terms of population moments,  it can be consis- 
tently est imated by instrumental variables methods replacing population moments  by 
sample moments.  

Comparing (7.18) with (7.24) reveals that " L A T E "  looks like what the standard IV 
converges to except for one important difference: the LATE parameter  is z dependent. 
Both the LATE and E(Y~ - Y0 I X, D ---- 1) are identified by taking the ratio of  the change 
in the outcome induced by Z and dividing by the change in the probabili ty of  being in 
sector 1 induced by Z = z. The parameter  E(Y1 - 110 I X, D ----- 1) does not depend on Z 
while the LATE parameter  does. Observe further that i f  conditions (7.17a) through (7.17c) 
are satisfied, the LATE estimator also identifies E(YI -- Y0 I X, D = 1). Thus, in the case 
of a common coefficient model, or in the case where responses to training are hetero- 
geneous, but not acted on by agents, LATE identifies E(Y 1 - Y  o IX, D = l )= -  
E(Yj - 11o I X ) .  

Condition (7.1A.2) is satisfied if (7.22) characterizes choices. It is also satisfied by any 
index IN = H(z, Vz) where 

D(z)= l ( I N > O l Z = z )  

characterizes part icipation in the program being evaluated, provided that H is increasing in 
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Z, ~ is increasing in Z and H is increasing in Vz. This would be satisfied in the case of a 
scalar z if 

v~ = v~, + o-(z), 

for z > z/, where o-(z) is a random variable with o-(z) > 0 when z > z j. If, however, or(z) is 
permitted to be both positive and negative, condition (7.IA.2) would not be satisfied. 

The Roy model estimated by Heckman and Sedlacek (1985) has a decision rule of  the 
form (7.22) or (6.5): 

I N  = Y~ - Yo + k(z)  

and 

D = I ( I N  > O I Z = z). 

If  k(z)  is monotonic in z, this decision rule produces a model consistent with (7.IA.2), To 
see this, assume that Y1 and Y0 are continuous random variables and that Z is independent 
of  (Yj - I10) so that the conditions of  (7.IA.1) are satisfied. In the Imbens and Angrist 
(1994) thought experiment that defines their estimator, YI - Y0 = V is fixed and different 
realizations of  Z are considered. In this set up, the event D(z )  - D ( z  I) = 1 is described by 
the inequalities 

Y~ - Yo + k(z)  > 0 and YI - 11o + k (z  ~) < 0 

so that 

- k ( z ' )  > r~ - Yo > - k ( z )  

and the condition D(z)  - D ( z  ~) = 1 induces a partition of  YI - Y0. Now the LATE "causal 
parameter" is 

E(Y~ - I10 I D(z)  - D(z/3 = 1) = E(Y 1 - Y0 I - k ( z )  < r l  - I1o < - k ( z ' ) ) ,  

which clearly depends on the choice of z and zt. 62 This example is a clear illustration of 
how under its assumptions LATE sidesteps the problem that Z is not a valid instrument for 
the treatment on the treated parameter in the Roy model. It estimates a different parameter 
that under its assumption approximates part of the marginal effect of  a policy change 
derived in Section 3.4. 

Consider once more our example of distance from the training center as an instrument 
for estimating the impact of training on earnings. If  the LATE assumptions apply, but 
assumption (7.17a) does not, then LATE identifies the impact of commuting distance 
variation on training outcomes for those induced to participate by the change in the 
commuting distance. The LATE estimator with distance to the training center used as Z 

62 This example illustrates the point that statistical independence of two random variables does not imply their 
functional independence. 
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does not identify the impact  of training for other samples or the LATE associated with 
different instruments. 63 

In general,  the LATE parameter depends on the particular choice of  the z and z / as well 
as X. Factors external to the outcome equation define the LATE parameter  and a different 
parameter  is produced for each choice of  z and z/. I f  there are mult iple instruments, there 
are mult iple parameters.  Addit ional  instruments do not improve the efficiency with which 
a fixed parameter  is est imated as they would in standard "pol icy  invariant" structural 
models, Instead different instruments define different parameters.  However,  we have 
presented cases where the instruments are pol icy changes and LATE identifies a policy 
relevant parameter.  

Heckman and Vytlaci l  (1999a,b) introduce a new parameter  - the Local Instrumental 
Variable (LIV) parameter  - which is a limit form of  LATE when the instruments are 
continuous. A variety of  evaluation parameters including LATE can be generated from it 
by using different weighting schemes. LIV is the fundamental  building block of evaluation 
analysis. Heckman and Vytlacil  (1999a) use LIV to bound parameters when treatment 
effects are not identified. 

Imbens and Angrist  (1994) claim that their identifying assumptions are much weaker 
than the more familiar  identifying assumptions used in econometrics based on index models 
or latent variables crossing thresholds. In fact, their assumptions are equivalent to assuming 
a latent variable so there is no added generali ty in their approach (see Vytlacil, 1999). 

7.4.6. Regression discontinuity estimators 

Regression discontinuity estimators constitute a special case of "selection on observa- 
bles." Originally introduced by Campbell  and Stanley (1963), evaluations based on them 
have been presented by Goldberger (1972), Cain (1975), Barnow et al. (1980), Trochim 
(1984) and, more recently, by van der Klaauw (1997) and Hahn et al. (1998). In this model, 
treatment depends on some observed variable, S, according to a known, deterministic rule, 
such as D = 1 i f  S < S, D = 0 otherwise. I f  Y0 depends on S, and if c~ =~ 0, then this 
assignment rule will  induce a discontinuity in the relationship between Y = go + Dc~ and 
S at the point  S=S.  64 Two features distinguish this case from the standard selection on 
observables case discussed in Section 7.4.1. First, there is no common support for parti- 
cipants and non-participants.  For all values of  S, Pr(D = l ] S) E {0,1 }. Thus, matching is 
impossible. Recall  our example in Section 6.3 where the analyst knows (c,YoD. Condition- 
ing on both of  these variables violates the assumption (7.5). Thus the regression disconti- 
nuity est imator takes over when there is selection on observables but the overlapping 
support condition required for matching breaks down. Alternatively,  the regression 

c,? If the same parameter is estimated for all choices of comnmting distances, then (7.17a) holds and the LATE 
estimator, which is formally equivalent to the IV estimator, recovers the impact of treatment on the treated. This i~ 
the basis for a test of whether the LATE is equivalent to the impact of treatment on the treated over the range of 
distance v',dues for which it is estimated. 

64 We consider the assignment rule S < ,~ tbr simplicity. The case with S > 5~ is symmetric. 
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discontinuity design estimator is a limit form of matching at one point. Second, the 
selection rule is assumed to be deterministic and known. 

Barnow et al. (1980), present a simple example of this estimator. They consider a 
hypothetical enrichment program for disadvantaged children based loosely on the US 
Head Start program• Children with family incomes below a cutoff level receive the 
program, all other children do not. The outcome variable of interest is the children's 
test scores. As shown in Fig. 9, the underlying relationship between test scores and family 
income is assumed to be linear. The line segment above the cutoff level reflects this 
relationship, which would continue (as shown by the broken line) to lower levels of family 
income in the absence of the program• The discontinuity in the regression line at the cutoff 
point represents the effect of the program, which is assumed to be a constant c~. Under the 
assumptions of a common effect model and of linearity in the relationship between chil- 
dren's test scores and pre-program family income, ce can be estimated without bias by 
OLS estimation of: 

Y =/30 + ~xD +/31S + U. (7.25) 

Now consider the random coefficient case where a varies. We let ai be the value of 
for person i. The deterministic selection rule assumed in the regression discontinuity 
design precludes individuals choosing to participate in the program based on ai. However, 
if ai varies With S, then the mean impact of the treatment on the treated may differ from the 
mean impact of the treatment on a randomly selected person in the population. Due to the 
lack of a common support, no information about the impact of treatment on the untreated is 
available except at the point of discontinuity other than through extrapolation of the 
impact estimated for participants via functional form assumptions. Such an extrapolation 

Test Scores 

~ ~ P a r t i c i p a n t s  

Pre-program Family Income 
Fig. 9. Bamow et al. (1980): Head Start impact extrapolation example. 
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is illustrated in Fig. 9 in the upper broken line. This is a limitation of the estimator because 
one policy change of interest would be to increase the cutoff level to allow persons 
presently excluded at the margin to be included in the program. Some continuity has to 
be assumed to use the estimator in this situation. If it is assumed that the functional form of 
the relationship Yo(S) is known or can be determined using the available data, then we can 
estimate the impact of the treatment as a function of S, ce(S), for persons in the program as 
the difference between the extrapolated Yo(S) and the observed outcomes of participants at 
each value of S. In the simplest case, if c~i is a linear function of S, then OLS estimation of 

Y = t~o + ~o D + ~ lS  + ~IDS + U (7.26) 

will yield unbiased estimates of" the linear relationship o{ i :~- OL 0 -}- o{IS for participants. 
With knowledge of this relationship, we can readily determine the effects of a policy of 
cutting back the program by changing the cutoff point to exclude more people. 

The most important issue in the application of the regression discontinuity design 
estimator is the extent to which the functional form of Yo(S) is known (possibly fi'om 
samples not subject to treatment) or can be estimated. The older literature (e.g., Cook and 
Campbell, 1979) considers various methods such as selecting among polynomials in S 
through a combination of formal testing and visual inspection of the data. The more recent 
literature (e.g., Hahn et al., 1998) avoids this problem by estimating the impact of the 
treatment locally at the cutoff point using non-parametric methods. The former approach 
has the advantage of putting all of the data to use in identifying Y0(S); conditional on 
choosing the correct functional form, the parametric approach yields more precise esti- 
mates. The non-parametric approach has the advantage of avoiding extrapolation bias. In 
the random coefficient case, the non-parametric approach obtains only a local average 
treatment effect - the effect of treatment on participants with values of S close to S. With 
multiple points of discontinuity, however, this problem becomes less severe. The para- 
metric approach can still identify c~(S) among participants as the difference between the 
observed relationship between Y and S conditional on D = 1 and the relationship Yo(S) 
estimated using the non-participants. 

Another issue that arises in the analysis of regression discontinuity designs are so-called 
"fuzzy" assignment rules where assignment to the treatment is not a completely determi- 
nistic fnnction of S. Except in the case of  random variation in assignment conditional on S, 
fuzziness in the assignment rule changes this problem from one of selection on observa- 
bles to one of selection on unobservables, condition~ on S. The general methods for 
dealing with selection on unobservables discussed in this chapter can be applied in this 
situation, but much of the simplicity of the regression discontinuity design is lost (see the 
discussion in van der Klaauw, 1997). Still, the discontinuity assumed for S can aid in 
identifying parameters. For a random effect model, and under local monotonicity, Hahn et 
al. (1998) identify a LATE effect. 

A final issue that arises in regression discontinuity designs concerns non-participation in 
the program by persons whose values of S make them eligible for it. Unless the common 
effect model is assumed, or the random effect model is assumed but participation does not 
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depend on the person-specific component of  the impact, the simple estimation schemes 
described above no longer identify the mean impact of  the treatment on persons satisfying 
the cutoff condition, even if the functional form of Yo(S) is known. They do, however, 
provide unbiased estimates of  the impact of the treatment on the treated. If  we seek to 
identify the impact of treatment on all persons below the cutoff point, S < S, which would 
be of  interest in regard to proposals to increase participation among persons already 
eligible (i.e., raising the "take-up rate"), we must apply modified versions of the non- 
experimental methods discussed in this section. 

7.5. Using aggregate time series data on cohorts o f  participants to evaluate programs 

For the model of  Section 6.3 with one possible program enrollment period over the life- 
cycle, (e.g., schooling, or army service), and for many other models, it is sometimes 
possible to identify the effect of treatment on the treated using only data on cohort 
means, without knowing the treatment status of any individual in the cohort. As noted 
in Section 3.4, in principle one can evaluate a program using aggregate time series data 
and thereby avoid the selection problem. Initially, assume a time homogeneous environ- 
ment. Estimates of the aggregate cohort mean outcomes formed in two or more cross- 
sections of  unrelated persons measured before and after the age where participation in the 
program is possible can be used to obtain estimates of  the effect of treatment on the treated 
free of selection bias even if the training status of each person is unknown so long as the 
cohort proportion of trainees is known or can be consistently estimated. With more data, 
the time homogeneity assumption can be partially relaxed, as we will demonstrate. 

Assuming a time homogeneous environment and access to repeated cross-section data 
governed by random sampling, it is possible to identify c~ = E(Y1 - Y0 I D = 1) (a) with- 
out any instrumental variables, (b) without need to specify the joint distribution of  U0, U~ 
and V, and (c) without any need to know which individuals in the sample enrolled in 
training. However, the proportion of  training must be known or consistently estimable 
(Heckman and Robb, 1985a, 1986b.) 

To show how this is possible, suppose that no regressors appear in the earnings func- 
tion. 65 Assuming that random sampling generates the data, the expectation of the cohort 
means (denoted by "-")  is 

E(IP,) = E(/3, + c~D + Ut) - : /3,  + E(c~ ] D -- 1)P, for t > k, 

and 

E(lVt,) = E(/3,, + Ut') --/3,,, for t '  < k, 

65 If regressors appear in the earnings functions, condition on X. See HecMnan and Robb (1985a, 1986a) for the 
general case. 
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where P = Pr(D = 1). In a time homogeneous environment, fit =/3t ,  and 

E(Y-t) - E(Y,,) 
= E ( ~  I D = 1). 

P 

Replacing sample means with population means defines the estimator. The estimator 
can be formed within X strata. This is a grouping est imator that averages out the error term. 
Nowhere does it exploit  any covariance term to identify the parameter. Hence, it is 
possible to identify the parameter  when U is correlated with D and there is no conventional 
instrumental variable. 

With more than two years of repeated cross-section data, one can apply the same 
principles to identify E(c~ ] D  = 1) while relaxing the time homogenei ty assumption. 
For  instance, suppose that the time trend for cohort mean earnings lies on a polynomial  
of order L - 2: 

fit = 77"o ÷ Yrlt + "'" + *grL-2 tL-2" 

From L temporal ly distinct cross-sections, it is possible to consistently estimate the L - 1 
v-parameters  and E(c~ ] D = 1) provided that the number of observations in each cross- 
section becomes large and there is at least one pre-program and one post-program cross- 
section. 

If  the effect of  training differs across periods, it is still possible to identify E(~x r [ D = 1), 
provided that the environment changes in a "sufficiently regular"  way. For example,  
suppose 

fit = fro + rq t, 

E(c~t I D = 1) --  qS0(~bl)' /~, t > k. 

In this case, ~r0, ~r~, ~b0, and ~b~ are identified from the means of four cross-sections, as long 
as at least two of  these means come from a pre-program period and two come from 
successive post-program periods. 66 

Heckman and Robb (1985a, 1986b) state the conditions required to consistently esti- 
mate E(c~ t ] D = 1) using repeated cross-section data on cohort aggregates which do not 
record the training identity of individuals under general conditions about cohort and time 
effects. Section 7.7 studies the sensitivity of  this class of  estimators to violations of  the 
random sampling assumption. 

7.6. P a n e l  da ta  e s t i m a t o r s  

Access to repeated observations on the same persons fol lowed over time enables analysts 
to exploit the time series properties of the outcome equations and their relationship with 

~'~' Heckman and Robb (1985a) show how to solve the four equations for means in terms of the four unknown 
parameters. 
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program participation equations. Like the classical econometric selection bias estimators, 
panel data estimators exploit additive separability between model and error. 

This subsection consists of  four parts. In the first part, we consider panel data estimators 
for the common coefficient model (3.10). We allow c~ to depend on X but we assume only 
one error term Ul~ = U0t = Ut. A model with two errors in (3.10), U: = D U l t +  
(1 - D)Uo, complicates the analysis and alters the conclusions reached for the simpler 
case of  a single error term. This case requires a separate analysis because many long- 
itudinal estimators are not robust to the introduction of  two regime-specific error terms 
into the model. 

In the second part, we extend the panel data models to apply to repeated cross-section 
data. We demonstrate how many conventional panel data evaluation estimators can be 
applied to repeated cross-sections of  the same populations sampled over time. This is 
fortunate since repeated cross-section data are much more commonly available around the 
world than are panel data. In the third part, we extend these results to allow for a two 
component model, so that there is heterogeneity in responses to program participation on 
unmeasured outcomes (U0~ ~ UI:). Finally, in the fourth part we show how the panel data 
estimators can be placed within the matching framework of  Section 7.4.1. 

7.6.1. Analysis of the common coefficient model 
We start the analysis by assuming model (3.10) with Ult -- got = Ut so that Ylt - Y0t = c~ 
but ~e may depend on X, c~(X).We consider more general cases below. The cases consid- 
ered in this section are the familiar models used in conventional panel data analysis. 

7.6.2. The fixed effects method 
We begin our analysis with the conventional fixed effect model. Eq. (6.7) presents the key 
identifying assumption of  the fixed effect method. If  we allow Eq. (3.10) to include 
observed characteristics, the identifying assumption is: 

E(U0t [ X , D  = 1) = E(U0,, ] ~ , D  = 1), for some t > k > f .  (6.8:) 

Recall that k is the period of program participation. Suppose that this condition holds and 
the analyst has access to 1 year of pre-program and 1 year of post-program outcome data. 
Regressing the difference between the outcomes in the years t and t: on a dummy variable 
for training status produces a consistent estimator of  c~. (This method is well exposited in 
Hsiao, 1986.) A variety of efficient estimators have been developed that exploit the multi- 
plicity of  contrasts that are sometimes available. 

Some program participation rules and error processes for earnings justify condition 
(6.8:). For example, consider a certainty environment in which the earnings residual has 
a permanent-transitory structure: 

u , - , b +  ~. 

where e, is a mean zero random variable independent of all other values of  et, for t ¢ t:, 
and is distributed independently of 4), a mean zero person-specific fime-invariant random 
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variable. Assuming that the V (=c  + Yok) in participation rule (6.4) are distributed inde- 
pendently of  all et, except possibly for ek, condition (6.8 I) will be satisfied provided that 
decision rule (6.3) generates participation. However, this condition is violated if there are 
imperfect credit markets as in Section 6.3.4. With two periods of data (in t and / ,  
t > k > t/), a is identified. With more periods of panel data, the model is overidentified 
and hence we can test condition (6.8/). See the discussion in Hsiao (1986). 

The permanent-transitory error structure is very special. As already discussed in Section 
6, much evidence speaks against this error specification as a description of  earnings 
residuals. (See also the discussion of the evidence in Section 8.4.) This method is crucially 
dependent on additivity of  the errors, strong assumptions about program participation rules 
and special assumptions about the time series properties of  the errors. Thus it is not 
surprising that LaLonde (1986) finds the method to be one of  the least reliable non- 
experimental estimators for evaluating training programs. 

7.6.3. UJol lows a first-order autoregressive process 
We consider a more general model and assume that Ur follows the first-order autoregres~, 
sion given by Eqs. (7.1 a)-(7.1 c). Substitution into (3.10) yields 

Y, [X, (Xt,p t /)]fl  + (1 - t-t' ",-(/  + l) } = P )Dc~+pt  t ' ~ , +  Z pisj , l b r t > f > k .  
j=0 

(7.2"7) 

This expression is an alternative form of (7.2) that includes regressors. Assume further that 
either (i) the perfect foresight rule of  Eq. (6.3) determines enrollment and the eJ are 
distributed independently of X or (ii) that the post-k et are not known at k, and are forecast 
to have zero means. (Heckman and Wolpin (1976) invoke similar assumptions in their 
analysis of  affirmative action programs.) If  the X are independent of  e / f o r  all jd'1, 67 then 
least squares applied to Eq. (7.27) consistently estimates c~ in large samples, ha Unlike the 
fixed effects model, the autoregressive model does not require preprogram earnings and 
hence can be used to evaluate schooling or training programs for youth. As is the case with 
the fixed effect estimator, the model becomes overidentified (and hence testable) for 
panels with more than two time periods. If  we assume imperfect credit markets of  the 
form presented in Section 6.3.4, the estimator is inconsistent because participatio~J 
depends on all lagged and future et and D is correlated with the error in (7.27). 

7.6.4. Ut is covariance stationary 
The next procedure invokes an assumption about the time series properties of the error that 
is implicitly used in many papers on training (Ashenfelter, 1978; Bassi, 1983), and exploits 

67 This condition can be weakened to mean independence: E(~'j I Xt, ..., Xr) -- 0 for all j. 
68 A non-lineal" regression that imposes restrictions across coefficients increases efficiency. 
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the assumption in a novel way (Heckman and Robb 1985a, 1986a). We assume the 

following: 
(a) U/ is  covariance stationary so E(UtUt-j) = o) f o r j  ----- 0; 
(b) there is access to at least two observations on pre-program earnings in t ~ and t ~ -- j as 

well as one observation on post-program earnings in t where t - t ¢ = j ;  and 
(c) E(U,, [ D = 1)P # 0, where P = Pr(D = 1). 
Unlike the two previous models, here we make no assumptions about the appropriate 

part icipation rule or about the stochastic relationship between Ut and the cost of enroll- 
ment  in (3.10) or (6.3). We  can define this model  conditional on X values. 

We  write the model  as 

Yt = /3t + Do~ + Ul, f o r t > k ,  

Yt' = fir + U~,, for t '  < k~ 

where fi~ and /3,, are period-specific shifters and the conditioning on X is kept 

implicit .  
Using a random sample of  pre-program earnings from periods t I and t ~ - j ,  we can 

consistently estimate o-i = Cov(Yt,, Yt'-j) using the least squares residuals. I f  t > k and 
t - t ~ = j ,  so that the post-program earnings data are as far removed in time from / as t ~ is 
removed from t ~ - j ,  the covariance Cov(Yt, Y~) satisfies 

Cov(Y/, YI,) = oj -~- o,:PE(Ut, ] D = 1), for t > k > t t. 

The covariance between D and It' is 

Cov(Yt,,D) = PE(Ur [ D = 1), for ~ < k. 

Assuming E(Ur I D = 1)P ¢ 0 for ( < k, we obtain 

Cov(r , ,  Y,,) - Coy(Y,,, Y,'_i) 

Cov(Yt,, D) 

Using sample moments in place of population moments defines the estimator. For 
panels of  sufficient length (e.g., more than two pre-program observations or more than 
two post-program observations), the stationarity assumption can be tested. Increasing the 
length of  the panel converts a just-identified model  to an overidenfified one. Heckman and 
Robb (1985a) consider a variety of  other assumptions that exploit the time series proper- 
ties of the panel data including factor structure models  for error processes. 

7.6.5. Repeated cross-section analogs of  longitudinal procedures 
We can apply most longitudinal procedures to repeated cross-section data. Such data are 
cheaper to collect, and they do not suffer from the problems of non-random attrition which 
often plagues panel data. 69 The previous section presented longitudinal estimators of  c~ 

69 These points were first made in Hecl, amm and Robb (1985a, 1986a). 
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that are based on identifying moment conditions. In all cases but one, however, we can 
identify c~ with repeated cross-section data. Heckman and Robb (1985a, 1986b) give many 
additional examples of  longitudinal estimators which can be implemented on repeated 
cross-section data. 

7.6.6. The fixed effect model 
As in Section (7.6.2), assume that condition (6.8:) holds so that 

E(Ut I D = 1) = E(Ur I D = 1), 

E(Ut I D = 0) = E(U:, I D = 0), 

for all t,t: such that t > k > t:. As before, we can condition onX. E(Yt ] D = 1) is the mean 
outcome of  participants in year t and E(Yt ] D = 0) is the mean outcome of non-partici- 
pants in year t, with sample counterparts f',~ and ~) respectively. The parameter can be 
written in terms of  population moments as 

a ----- [E( E ] D = 1) - E(Yt I D -- 0)1 - [E(L, I D = 1) - E(E, I D = 0)] 

with sample counterpm't 

a = ( e l  l ,  - e l  ° , )  - ( e l : )  - f l P ' ) .  

Assuming random sampling, consistency of ~ follows immediately. As in the case of  the 
longitudinal version of  this estimator, with more than two cross-sections, condition (6.8:) 
can be tested. 

In one respect this example is contrived. It assumes that in the pre-program cross- 
sections we know the identity of future trainees. Such data might exist (e.g., individual 
person records can be matched to subsequent training records). One advantage of  long- 
itudinal data for identifying and estimating c~ is that we know the training status of  all 
persons without resort to further sampling or matching of records across different data 
sources. 

7.6. Z The error process follows a first-order autoregression 
Suppose, instead, that Ut follows a first-order autoregressive process given by Eq. (7.1c) 
and that 

E(~, [ D) = 0, for t > k. 

it is possible to identify ~ with three successive post-program cross-sections in which the 
identity of  trainees is known° 

To establish this result, let the three post-program periods be t, t + 1 and t + 2. Assum- 
ing, as before, that no regressor appears in Eq. (7.2), or, alternatively, conditioning on X, 
we obtain: 

E(Yj ]D----- 1 ) = / 3 j  + c~ + E(Uj [ D - -  1), 
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E ( ~  I D = O) = fij + E(Uj I D = 0), 

F rom condi t ion  (7.1c), 

E(Ut+ j ] D  = 1) = pE(Ut [ D  = 1), 

E(Ut+j I D = 0) = pE(U, I D = 0), 

E(Ut+ e [ D = 1) = p2E(Ut I D = 1), 

E(U¢+: I D -  0) = paE(Ut I D = o), 

Then  

p ~  

J. J. H e c k m a n  et  al. 

[E(Yt+2 ] D = 1) - E(Y/+ 2 I D = 0)] - [E(Yt., i [ D --  1) --E(Yt+ 1 [ D  - -  0)] 

[E(Yt+~ [ D =  1 ) - E ( Y t I D = O ) ] - [ E ( Y t I D - - - - 1 ) - E ( Y t I D = O ) ]  

and 

(7.28a) 

[E(Yt+2 I D = 1) - E(Yt+ 2 I D = 0)1 - pIE(Y1+ I [ D = 1) - E(Y~ I I D = 0)] 

1 - p  

(7.28b) 

Replac ing  popula t ion  moments  by sample mo men t s  defines the estimator. 7° 

For  this model ,  the advantage of longi tudinal  data is clear. Only  two t ime periods of 
longi tudina l  data are required to identify c~, but  three periods of  repeated cross-sect ion 
data are required to est imate the same parameter.  However ,  if Yt is subject  to measu remen t  
error, the apparent  advantages of longi tudinal  data become less clear. Repeated cross- 
section est imators  are robust  to mean  zero measu remen t  error in the variables. The long- 

i tudinal  regression est imator discussed in the preceding section does not  identify c~ unless  
the analyst  observes earnings  without  error or has access to ins t ruments  to adjust for the 
measu remen t  error. Given  3 years of  longi tudina l  data and assuming that measu remen t  
error is serially uncorrelated,  one could ins t rument  Y,, in Eq. (7.2), us ing  earnings  in the 
earliest  year  as an instrument .  This requires one more  year  of data. Thus  one advantage of  
the longi tudinal  est imator disappears in the presence of  measurement  error. Wi th  four or 
more  repeated cross-sections,  the model  is obvious ly  overidentif ied and hence subject  to 
test. 

7.6.8. Covariance stationary errors 
For  simplici ty,  we implici t ly  condi t ion  on X (see Heckm an  and Robb,  1985a, 1986a, for 
the case in  which regressors are present.) For  any model  with stationary en'ors 

7o Notice that a test that the numerator is zero is a test that p = 1. Thus one can test tile identifying condition 
that p # 1. 
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Var(Yt) = c~2(1 - P)P + 2c~E(Ut ] O = I )P  + o-2v, for t > k, 
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Var(Y,,) = o2v, for t '  < k, 

Cov(Y t ,D  ) = a P(1 - P) + E(U t I D = 1)P. 

Note that E(U~) = E(U~) by virtue of our assumption of  stationarity. Then ~:1 

c~ = [P(1 - P)] l[Cov(Yt, D) - { [Cov(Yt, D)] 2 - P(1 - P)[Var(Yt) - Var(YT,)] }1/2]. 

Replacing sample moments  with population moments defines the estimator. Different 
features of  the covariance stationarity assumptions are being exploited. The longitudinal 
procedure only requires that E(UtUt~i)=E(U,,Ut,=/) f o r . / >  0; variances need not be equal 
across periods. The repeated cross-section analog above requires only that variances be 
stationary; covariances could differ among equispaced pairs of the U,  With more than two 
cross-sections, the covariance stationarity assumption is ovefidentifying and hence subject 
to test. 

Z6.9. The anomalous  propert ies  o f  f irst  difference or f ixed effect models  
Almost  all of  the estimators considered in this chapter require a comparison group (i.e., a 
sample of  non-trainees). The only exception is the fixed effect est imator in a t ime homo- 
geneous environment where/3  t =/3t , .  In this case, if  condition (6.8:) holds, and if  we let 
XitCl = ¢3 t to simplify the exposition, then 

e e = E ( Y t l D =  1 ) - E ( Y p  I D =  1). 

No information on non-participants is needed, although information on participation or 
non-participation by the same persons is requh'ed, v2 This is not a general feature of  the 
other estimators that we have considered. Even in stationary environments, other estima- 
tors require both participants and non-participants. Even the fixed effect estimator requires 
information on non-participants in a non-stationary environment.  

Many of  the procedures considered here can be implemented using only post-program 
data. It is not necessary to have pre-program background data. The covariance statio- 
narity estimators of  Section 7.6.4, certain repeated cross-section estimators, and first 
difference methods constitute exceptions to this rule. In this sense, those estimators 
are anomalous. 

Fixed effect estimators also are robust to departures from the random sampling assump- 
tion. For instance, suppose condition (6.8:) is satisfied, but that the available data over-- 
sample or undersample trainees (i.e., the proportion of  trainees in the sample does not 

v~ The negative root of the quadratic equation for (x derived from tile three moments presented in the text does 
not identify the parameter. For details, see Heckman and Robb (1985a). 

72 Strictly speaking, we can implement the estimator by sampling participants in the same cohorts without 
sampling the same persons in t and t:. Recall our discussion of the repeated cross-section estimators. 
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converge to P = E(D)). Suppose further that the analyst does not know the true value of  P. 
Nevertheless,  a first difference regression continues to identify c~. As noted in Section 7.7, 
many other procedures do not share this property. 

7.6.10. Robustness of panel data methods in the presence of heterogeneous responses to 
treatment 
It is not surprising that estimators that exploit  properties of covariances and variances of 
model  residuals are affected by changes in the properties of  the residuals. We have already 
noted in Section 3 that when responses to treatment are heterogeneous, we acquire a non- 
standard error term (see (3.7) and (3.9)). As we move from the common coefficient case to 
the heterogeneous-response case, we encounter new phenomena. Some of the estimators 
we have considered are robust to the introduction of  heterogeneity. Others are not. 

In this chapter, we focus on estimating the impact  of  treatment on the treated so Eq. 
(3.9) and its error term are the appropriate objects of attention. The induced heterosce- 
dasticity clearly makes the repeated cross-section estimator based on stationarity invalid 
whether or not Ult - U0t is anticipated in making program participation decisions. With- 
out modification the longitudinal estimator based on covariance stationarity also is invalid. 

In contrast, the fixed effect estimator (applied to panels or repeated cross-sections) is 
robust to heterogeneity in responses provided that the object of  an evaluation is to identify 
E(Y1t - Y01 [ X, D = 1). To see this point notice that the fixed effect estimators (for panels 
or repeated cross-sections) only use condit ional  mean properties of  the errors. From the 
definition of  the parameter (3.8) and Eq. (3.9), the error component induced by hetero- 
geneous responses has mean zero (El(U1 - U0) - E(U1 - U0 [X, D = 1) ] 
X, D = 1 ] ---- 0). Thus the properties of the estimator are not affected by heterogeneity 
in response when treatment on the treated is the parameter of  interest. The selection 
problem arises solely fi'om dependence between U0 and D. 

The autoregressive estimators provide an interesting example where the introduction of 
response heterogeneity affects the panel data version the estimator for the effect of treat- 
ment  on the treated but not the repeated cross-section version. We develop our analysis of 
the autoregressive estimator in this context in two stages. First assume that the difference 
in the outcomes in any two periods is t ime invariant: 

Y1l - Y01 :-- c~ t > k. 

Then letting 

Uo, = pUoj- f + st, 

where eT is independent and identically distributed (i.i.d), we may now write the outcome 
equation as 

f / .  i / )1,~-[X¢-X,,p'  ]~ - t - (1  - p ~  )DE(c~IX, D - -  1) 
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t (t: + I) 
t " t  t 

p )D[o< E ( a  X , D  = 1)]. (7.29) + P  Y" + E d e '  J + ( 1 -  I / _ 
j 0 

Observe  that even  i f  the e, do not de termine  p rogram par t ic ipat ion for periods t > k, 73 

Cov(Y,,,D(o< - E ( a  I X ,  D = 1))) ~ 0. 

Consequen t ly  Yt' is con 'e la ted  with the error te rm in the m o d e l  and addit ional  ident i fying 

informat ion  is required.  But  recall  that the repeated cross-sect ion est imator  only uses 

group means.  Just as in the case of  the f ixed effect est imator ,  the final en'or componen t  

of  Eq. (7.29) averages  out  to zero when  means  are constructed.  Thus the repeated cross- 

section es t imator  is robust  to the int roduct ion of  response  he te rogenei ty  in the model ,  

whi le  the panel  data ve rs ion  of  the es t imator  is not. 

This point  is more  general .  Al l  repea ted  cross-sect ion es t imators  based on means  that 

identify the parameter  in the case of  a c o m m o n  effect  are consis tent  for E(Ylt - Y0t] 

X, D = 1) in the r a n d o m  coefficient  case. The  new error c o m p o n e n t  in t roduced when 

responses to t rea tment  are he te rogeneous  averages  out  over  persons.  This  is a proper ty  of  

the addit ive separabi l i ty  that underl ies the entire class of  es t imators  examined  in this 

section o f  the chapter  and clearly demonst ra tes  the dependence  o f  the propert ies  of  

these es t imators  on funct ional  form assumptions.  

For  the more  genera l  autoregress ive processes  g iven  by 

Ult : D1UI,t [ -~ glt, 

Uot = Po Uo,t- l + eot, 

where  E(e i t )  = E(e0t) = 0, and (ej,e0,) is i.i.d across persons  but  E(sl~e0t) # 0, the auto-. 

regress ive  es t imator  is no longer  clearly defined. The  paramete r  " t rea tment  on the t rea ted"  

is now, in general ,  per iod  dependent,  even  if  /3it = /30 t  = / 3 ,  because  E(U~t - U0t [ 

X, D = 1) depends  on per iod  t. In addition, unless pj = P0, it is no longer  true that we 

can exploi t  the tr ick used to obtain Y~ in terms of  l agged  Y:, and e l iminate  Ut' in (7.1a) to 

(7.1 c). 

When  Pl = Po = P, U: still can be wri t ten in autoregress ive  form: 

t (,:4 1) 

(_If= D U j ,  + ( 1 -  D)Uo, = p' / [ D U l r  + (1 - D)U0/ ]  + E I t [De1 :  / +  (1 -- D)e(),, .i]. 
.i=0 

Assuming  a c o m m o n / 3  in both reg imes  except  for a t ime- invar ian t  difference in intercepts 

7s Observe that the error term for Y~, includes D(a --- E(o< [ X,D = 1)). Then for the variable coefficient model 
the final term in (7.29) is correlated with this component of Y:,. The covariance is (i p: /)E(D(c~ - E(a I 
X, D = 1)) 2) = (1 - J /)Var(a I X, D = 1)P ~ 0 where P = Pr(D = 1). The phenomenon here is similar to 
the fixed effect bias analyzed by Balestra and Nerlove (1966) except that the fixed effect in our model is state 
contingent: D times the fixed effect ~ - E(c~ I X, D = 1). 
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c~, the parameter  treatment on the treated for period t is 

t t: [o~ + E(U~t - Uo, ] X , D  = 1)1 = o~ + p E(U~, - Uo~, I X , D  = 1) 

. I .J .  H e c k m a n  et  al. 

t t I 

+ ~ d E ( < , _ :  - So,,_: I x ,  D = 1). (V.30) 
j -o  

Applying  the autoregressive transform, we obtain 

t (::+I) 
I :')~ -J /)_ ~" A : / - S o J  I)D pl / g, = (X, - X,,p + [o41 - + Z .  t , E : , ,  . / I X ,  D = + g, 

j 0 

+ ~ So,, y + D ~ d [ s . ,  : - so,, / - E(sj , ,  / - So,, / I X,  D =  ~)] . 
j=O j=O 

If  the et,, t > k, 1 = 0 or 1, are not forecastable at t --  k, then the parameter  treatment on 
the treated in period t > k is 

c~ + E(UIt U o t I X ,  D -  1) - ~ + pr kE(UI k _ Uo k I X,  D = 1). 

Al l  of the innovations after t > k are independent of  D and hence a and p can be 
identified, as before, by least squares. 

If  the ej, t are evenly partly forecastable by the agents being analyzed, then the final 
component  of the error is correlated with Y/: 

Cov Yt,,D Z d ( s l :  J -- s°,~ J - -  E(sl,  ' J - -  So, ' j l X ,  D = 1)) ~ 0. 
j -0  

Since two different en:ors appear in the earnings su'eam for the D ~ 1 and D = 0 choices, 
they do not difference out as they do in the common coefficient case. In this case, the panel 
data form of  the estimator is inconsistent for the parameter: it is necessary to instrument 

I t : .  

In the general case, with pj ~ P0, the autoregressive estimator breaks down. Different 
components of the error term decay at different rates, and it is no longer possible to 
simultaneously eliminate U0/ and D(Ujt, - U0t,) by one substitution. Thus the method 
is not in general robust to heterogeneous responses. This lack of robustness to hetero- 
geneous responses is a general feature of  many of  the panel data estimators discussed in 
Heckman and Robb (1986a). 

7.6.11. Panel  data estimators as matching estimators 

The simple before-af ter  estimator can be written as a matching estimator using the 
weighting scheme introduced in Section 7.4.1. To begin, accept assumption (4.A.I)  as 
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valid. For person i at t ime t > k (k is the program part icipation period in the notation of 
Section 4) who has part icipated in the program, the match is with himself/herself  in period 
t ~ < k. Assume a stationary environment. Letting the match partner be the same individual 
at time t ~ < k, we match Y0,iS, t~ < k to obtain the following: 

Yl,i,t -- W(i, tl)Yo,i,t,, for t ~ < k, 

where the weight W(i, t ~) = 1. More generally if we have access to more than one prepro- 
gram observation per person, one can weight the various terms by functions of  the 
variances determined using the optimal weighting schemes in minimum distance estima- 
tion (see Heckman,  1998c, for details.) Thus the comparison group for person i at t ime t is 
a weighted average of  the available observations for that person over the pre-program 
observation period: 

k 1 

Y~,i,, = Z W(i'j)Yo,ij ' f o r j  < k, (7.31) 
j -0  

where 

k - I  

Z W(i,j)= 1. 
j~O 

Each post-program period can be matched in this way with the pre-program observa- 
tions. The weights can be chosen to minimize the variance in the sum of the contrasts. 
(Heckman, 1998c). Assuming that the same treatment effect characterizes all post- 
program periods, and summing over all post-program observations, we can estimate the 
treatment on the treated parameter  by the sample analog of 

T 

( r , , i , t  - Y;),t)~(i, t), 
t k + l  

where 

T 

q~(i, t) = 1 
l=k ~ l 

and ~o(i, t) are weights chosen to minimize the variance of  this expression. If the treatment 
effects are different for each post-program period, there is no point in summing across 
post-program periods. 

There is no necessary reason why the weights should be the same on tile components.  
Thus we may write 

7' 

Z (~x (i, t)Yj,i., ~ (i, t)Y~t), 
/ - - k + l  
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provided that 

T T T 

a (i , t)= 1 and Z a (i , t)= Z 
t = k +  1 t = k +  1 t - - k +  1 

J. J.  H e c k m a n  el al.  

/3 (i, t), 

for all i. These conditions enable us to difference out common components and retain 
identification of  E (a  ] X, D = 1). 

If  there are trends operating on participants, it is necessary to eliminate them to estimate 
the parameter  of  interest. If  the trends are common across participants, we are led to using 
the differences-in-differences method as long as assumption (4.A.2) is valid. In this setting, 
it is necessary to use a group of persons who do not receive treatment. Accordingly,  we can 
think of creating a comparison person i f for treatment person i: 

k 1 

Yo,i', ~ - Z W({,j)Yo,i,i, for t > k > j ,  
j - - I  

where 

k I 

Z W(i~'J) = 1 and W(i,j) = W(i',j), 
.i-I 

for all i,i ~ and j .  This transforms the comparison group to be conformable with the treat- 
ment group. We thus create a pairing i ~ i ~, such that persons i and i ~ have the same 
weights, i is in the treatment group and i ~ is in the comparison group, and we can form the 
difference-in-differences estimator for person i paired with person i ~ as follows: 

and W(i,j) = W({,j) for any (i,{) and all j and where 

Z W(i,j) = 1 and Z W(i',j) = 1. 
i i ~ 

This procedure eliminates common trends and weights the comparison group and treat- 
ment group symmetrically.  Different weights are required for models with different serial 
correlation properties (Heckman, 1998c). 

More generally, we can form other pairings in the comparison group and compare i to an 
entire collection of non-treated persons who are operated on by a common trend. For 
example,  we can form an alternative difference-in-differences estimator as follows: 

Yl,i,t- ~ W(i,j)Yo,i,i - -N~ Yo,i,,,- W(i/,j)Yo/j ~(i'), (7.33) 
j = 0  i l =  i j = 0  

where N~, is the number of persons in the comparison sample, q)(i ~) is a weight and where 
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N, iv, 1 1 
~ .  W(i~,j)qo(i ') = W(i , j ) .  ~-~ ~(i ' )  ---- 1 and Nm N~m 

i~=1 i /=l  

Difference (7.33) el iminates age- or period-specific common trends or year effects. We  can 
form variance weighted versions of (7.33) to pool information across i to estimate E(Y1 
I10 I X, D = 1) efficiently if  the effect is constant (see Heckman, 1998c). 

The same scheme can be used to estimate models  with person-specific, t ime-varying 
variables. Time-invariant  variables are eliminated by subtraction. Consider the before-  
after estimator. Let Ait(Yit) be an "adjustment"  to Y#, where 

Ait(Yi,t) = Yi,, - g(Xi,t). 

Then the comparison group for person i based on his preprogram adjusted outcomes can be 
written as 

k 1 

a~t(Yi,t) = Z W(i'j)Ajt(Y°,id ) 
j-O 

and the before-af ter  est imator can now be written in terms of adjusted outcomes as 
follows: 

Ai,(Yl,i,~) - a~,,(ri,t). 

We can make a similar modification to the difference-in-differences scheme: 

[z l ] [z  ] i t (Yl , i , , ) -  W(i,J)Ai~(Yoj,t) - i,,t(gl,i,,~)- ~ W({,j)Ai,,j(Yo,<~) , 
j = 0  j = 0  

where W(i , j )  = W(i~,j) for all i,i ~, and 

k 1 k - /  

W ( f , j )  = 1 and Z W ( i , j ) =  1. 
j--O j--O 

This modification eliminates non-invariant components.  This enables us to generalize 
the simple before-after estimator to a case where person-specific and period-specific 
shocks operate on agents. This produces a large class of longitudinal estimators as special 
cases of the weighting scheme introduced in our discussion and is the basis for a unified 
treatment of  a variety of  evaluation estimators. Heckman (1998a) presents a comprehem 
sive analysis and many examples of weights for different traditional econometric estima- 
tors. 

7. 7. Robustness  to biased sampling plans 

Virtually all estimation methods can be readily adjusted to account for choice-based 
sampling (i.e., oversampling of  trainees relative to comparison group members)  or 
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measurement error in training status among the comparison group (some of the compar- 
ison group members have taken training). Some methods require no modification at all. 

The data available for analyzing the impact of training on earnings are often non- 
random samples. Frequently they consist of pooled data from two sources: (a) a sample 
of trainees selected from program records and (b) a sample of non-trainees selected from 
some national sample. Typically, such samples overrepresent trainees relative to their 
proportion in the population. This creates the problem of choice-based sampling first 
analyzed in a more general form by Rao (1965, 1986) and applied by Manski and Lerman 
(1977) and Manski and McFadden (1981). 

A second problem, contamination bias, arises when the training status of certain indi- 
viduals is recorded with error. Many control samples such as the US Current Population 
Survey or the US Social Security Work History data do not reveal whether or not persons 
have received training. These sampling situations combine the following types of data: 

(A) outcomes, observable characteristics and participation status for a sample of trai- 
nees (D = 1); 

(B) outcomes, observable characteristics and participation status for a sample of non- 
trainees (D = 0); 

(C) outcomes and observable characteristics for a national comparison sample of the 
population (e.g., CPS or Social Security records) where the training status of persons is not 
known.If type (A) and (B) data are combined and the sample proportion of trainees does 
not converge to the population proportion of trainees, the combined sample is a choice- 
based sample. If type (A) and (C) data are combined with or without type (B) data, there is 
contamination bias because the training status of some persons is not known. 

We can modify most procedures developed in the context of random sampling to 
consistently estimate E(c~ IX, D = 1) using choice-based samples or contaminated 
comparison groups. In some cases, a consistent estimator of the population proportion 
of trainees is required. We illustrate these claims by showing how to modify the instru- 
mental variables estimator to address both sampling schemes. We briefly consider several 
other methods as well. Heckman and Robb (1985a, 1986b) give explicit case-by-case 
treatment of these issues for a variety of estimators including all of the panel data estb- 
mators considered in this paper. 

Z Z 1. The I V  est imator and choice-based sampl ing 

If condition (7.17b) is strengthened to read 

E(U0 ] X , Z , D ) - - - - E ( U  o IX), lbr D -  0, 1, (7.17b') 

the IV estimator is consistent for E(c~ ] X, D = 1) in choice-based samples. The important 
point to notice is that identification condition (7.17b) is written for the population. By 
contrast, (7.17b r) is written for a subset of the population conditional on D = 1 or D = 0. 
If we reformulate the IV condition to apply to the D = 0 and D = 1 subpopulations, it does 
not matter how we reweight the snbpopulations to form samples - the orthogonality 
conditions apply to any combinations of them. 
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To see how to form consistent estimators under the assumptions of  Section 7.4.3, let D* 
be the event that "a trainee is observed in a choice-based sample." In a sample generated 
by choice-based sampling, the probability of participation Pr(D* = 1 ) =  P* ~ P = 
Pr(D = 1), where P is the probability of  participation in the case of  random sampling. 

Now in the choice-based sample, let U0* be the random variable U0 generated from 
choice-based sampling, so that 

E(U0* IX, Z) = E(U0 I X, Z,D* = 1)P* + E(U 0 I X, Z,D* = 0)(1 - P*). 

If  (7.17b t) applies, then we can write 

E(U0* I X,Z) = E(U 0 I X, Z)P* + E(Uo IX, Z)(1 -- P*) = E(U 0 I X,Z). 

Provided P is known, it is possible to reweight the data to secure consistent IV estima- 
tors lbr E(c~ I X, D = 1) under the assumptions of Section 7.4.3. Simply multiply both 
dependent and independent observations by the weight 

( l - P )  
o ) - - - - D ~  + ( l - - D )  

and apply 1V to the transformed data. This weighting ensures that (7.17b) applies to the 
reweighted data. The IV method applied to the reweighted samples consistently estimates 
the parameters of  interest provided that other identifying assumptions are maintained (see 
Heckman and Robh, 1985a, 1986a). 

Z 7.2. The IV estimator and contamination bias 
For data of  type (C), D is not observed. Applying the IV estimator to pooled samples of 
type (A) and (C) data assuming that all observations in the type (C) data have D -- 0 
produces an inconsistent estimator if the type (C) data includes some trainees. However, 
with a minimal amount of  additional information, it is possible to identify the estimator in 
this case. 

In terms of  the IV Eqs. (7.18) or (7.20), it is possible to generate E(Y ] X, Z) from the 
type (C) sample. The type (A) data yield the sample joint distribution of (Y,X,Z) given D == 
1 and in particular the joint distributionf(X, Z I D -- 1). Since we know 

f(X,Z) = f ( X , Z  [ O = 1)P + f (X ,Z  [ D = 0)(1 - P), 

we can solve forf (X,  Z I D = 0) if we know P. From Bayes'  rule, we can write (denoting 
"f' as the density) 

f(X,Z,D = 1) 
Pr(D .... I IX, Z) - -  

f(x, z) 

The two densities can be constructed from the information in the type (C) and type (A) 
samples. Thus with knowledge of P, it is possible to estimate Pr(D = 1 ] X, Z) for each 
person and hence to construct the IV estimator for contaminated samples. One can 
think of this procedure as a data imputation exercise. See Heckman and Robb (1985a~ 
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1986a), Imbens and Lancaster (1996) and Heckman (1998a) for the econometric 
details. 

7. 7.3. Repeated cross-section methods' with unknown training status and choice-based 
sampling 
The repeated cross-section estimators discussed in Section 7.6.5 are inconsistent when 
applied to choice-based samples unless additional conditions are assumed. 74 For most of 
the repeated cross-section estimators, it is necessary to know the identity of the trainees to 
weight the sample back to the proportion of trainees that would be produced by a random 
sample to obtain consistent estimators. Hence, the class of estimators that does not require 
knowledge of individual training status is not robust to choice-based sampling. 

Some of the estimators that we have examined are robust to choice-based sampling. 
Any estimator that is constructed conditional on D has the property of being robust to 
choice-based sampling. (Recall our discussion of instrumental variables estimators where 
the condition (7.17b) was modified to hold conditionally on D.) A control function esti- 
mator constructs 

E(UI~ I X, Z,D),  (7.34a) 

E(U0, I X, Z,D),  (7.34b) 

and works with the purged residuals 

Ujr - E(Ujt I X, Z ,D)  

and 

U0t - E(U0, I X, Z ,D)  

from the original model. Then the parameters of (7.34a) and (7.34b) are estimated along 
with the remaining parameters of the model. Identification conditions for control function 
models are given in Heckman and Robb (1985a). 75 The selection bias terms Ko(P(Z)) and 
KI(P(Z)) in Eqs. (7.16a) and (7.16b) are examples of control functions with the inverse 
Mills' ratio as the leading example used in empirical work. Likewise, the autoregressive 
estimator of Heckman and Wolpin (1976) discussed in Section 7.6.3 is a control function 
estimator where 

t - - t  / 
K t - -  p U t ,  , for t > t ~ > k 

and where Y~, - fir' - oeD- Ut,. The higher-order autoregression schemes discussed in 

74 This is not always true. For example, when the environment  is thne homogeneous, ( Y ,  - Y f , ) / P  remains a 

consistent estimator of E ( a  ] X, D = 1) in choice-based samples as long as the same proportion of trainees are 

sampled in periods t I and t. 
75 They present conditions under which it is possible to identil}¢ tile control functions apart from the parameters 

of the model. See also Heckman (1990). 
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Heckman and Robb (1985a, p. 223) are also control functions. They discuss additional 
control functions based on factor models and optimal forecasting schemes. 

The basic principle of  the control function is that of  constructing conditional means of 
the errors in each regime (D = 0, 1) and estimating these conditional means and the other 
parameters of the model. As long as the control function is defined to be conditional on D, 
the control estimator is robust to choice-based sampling. 

7.8. Bounding and sensitivity analysis 

Since the problem of "causal analysis" is intrinsically a missing data problem, methods 
from the missing data literature can be used to solve the problem of causal inference, and 
to provide bounds on the missing data. Various bounding schemes proposed in the recent 
literature can be regarded as applications of  the 1970s and 1980s literature on missing data. 

The prototype for this approach is presented in a paper by Smith and Welch (1986) who 
consider both a sensitivity analysis and a bounding analysis in examining the effect of 
selection bias on the measured wage of  blacks. Commenting on a paper by Butler and 
Heckman (1977), who attribute some part of the growth in black real wages observed in 
the US in the 1960s to selective withdrawal of the least skilled workers from the labor 
force, Smith and Welch (1986) apply the law of iterated expectations to write the true 
wage of all blacks E(W~) as 

E(WB) = E(WB I LB = 1)P(LB = 1) + E(Wu [Lj~ --O)P(L~ = 0), (7.35) 

where E(W B I L~ = 1) is the wage of black workers, E(W B I LB = 0) is the wage of  black 
labor force dropouts would have received if they would have worked and E(W~) is the 
mean wage of all blacks. 76 P(L B = 1) is the proportion of the black population that is 
working. Observed (consistently estimable) are E(W B I LB = 1) and P(L B = 1) (and 
hence 1 - P(L~ = 1)). Missing data on the wages of non-participants make E(WB ] LB = 
0) non-identified and hence E(Wu) is non-identified. 

Smith and Welch (1986) adopt several solutions to this identification problem which 
have been widely applied in the evaluation literature. The first is to use panel data to follow 
non-workers over time and find the wage that is observed most recently to replace the 
missing wage. The second is to bound the missing parameter E(W B ] L~ = 0) assuming 
that [E(WB I LB = 0) = TE(WB [ LB = 1)] for 0.5 <-- Y -< 1. By varying y over a range of 
values, they perform a sensitivity analysis or bounding analysis that has recently become 
fashionable in applied social science. Their methods apply directly to the selection 
problem. Suppose we know E(Y0 I D = 0). We seek to know E(Y0 ] D = 1) to construct 
the counterfactual E(Y1 - Y0 [ D = 1). By using bounds connecting E(Y0 ] D = 0) to 
E(Y0 ] D = 1), it is possible to bound E(Yj - I70 I D = 1). (Recall that E(YI I D = 1) is 
known). 

Glynn and Rubin (1986) present a similar analysis of  what they call "mixture models." 

7~ We use a simplified notation to convey tile main idea in their work, 
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Like Smith and Welch (1986), they analyze two cases: (a) one where the missing data in 
one period can be obtained in another period and (b) one where they perform a "sensi- 
t ivi ty" analysis by varying the unidentified parameters of the model. Rosenbaum (1995) 
summarizes a series of papers going back to the late 1950s that bound estimated causal 
effects by bounding the range of  the unobserved parameters of the model. 

In this section of  the chapter, we ch-aw on the comprehensive analysis of Balke and 
Pearl (1993, 1997), Balke (1995), and Chickering and Pearl (1996) on bounding causal 
parameters.  Using linear programming methods, they extend the work of Robins (1989) 
and Manski  (1995) to present the tightest possible n o n - p a r a m e t r i c  bounds for causal 
parameters.  These methods exploit  certain classical inequalities of probabil i ty theory. 
Instead of  analyzing a model  with a high level of  generality, consider a specific model  
of  missing data that links recent analyses of  bounds ~br causal parameters to the classical 
problem of missing data in contingency analysis. The Holland (1986, 1988) and Rubin 
(1974, 1978) model  is essentially one ~br a contingency table with missing data. Results in 
the literature on missing data in the contingency tables apply directly to the model  of 
causal effects. 

Fig. 7 considers a model  of  potential outcomes for each person i when there are two 
possible values for each potential outcome Y0 ~ {0, 1}, Y1 ~ {0, 1}, D E {0, 1}. This 
produces a 2 × 2 × 2 table. In the case of  a randomized experiment where randomizat ion 
is done after persons have attempted to em'oll in the program, the row and column margins 
of  the left (D = 1) table are known but not the individual  cells. One piece of  identifying 
information is missing. A monotouici ty assumption (e.g., Pl0J = 0) fully identifies the 
table. This assumption says that among the persons who enter the program, there are no 
persons who would switch from 1 to 0 status. One can use the Frechet  bounds to obtain 
ranges of  possible values, using the column and row marginal distributions for the table 
(see Heckman and Smith, 1993; Heckman et al., 1997c, for discussions and the first 
applications of  these bounds to the evaluation p r o b l e m ) ]  7 These bounds produce the 
tightest possible bounds on the elements of  a contingency table given the marginal distri- 
butions. In practice, these bounds are usually very wide as those authors, and the vast 
literature in statistics that precedes them, have shown. 

The more general case with observational data is one where the column totals are known 
for the D = 1 table and the row totals are known for the D = 0 table. The remaining 
elements are not known. 

vl For any joint distribution fbr discrete or continuous random variables, F(a,b), with marginal distributions 
F(a) and F(b), Max[F(a) + F(b) - 1, 0] --< F(a, b) <-- Min[F(a), F(b)]. The upper bound is a trivial consequence 
of the fact that Pr(A -< a A B ~< b) < Min(Pr(A --< a); Pr(B --< b)). The lower bound is equally straightforward to 
derive. Partition the space (A,B) into fore- mutually exclusive regions: RI = ( A ~ a , B < - b ) ,  R2 - 
(A < a ,B  > b), R 3 = (A > a ,B  <-- b), R 4 ~- (A > a ,B  > b), where (*) is defined as Pr(RI)+Pr(R2)+ 
Pr(R:~) + Pr(R4) = 1. Observe that Ri tO R2 = (A --< a) while RI U R3 -- (B --< b). Pr((Rl U R 2) tO (R~ U R3)) 
=Pr(R I UR~LJR3)= 1-Pr(R4). (**) Pr(RI UR2)+Pr(RI UR3)=Pr (A<a)+Pr (B~b) .  Subtracting 
(**) from (*) and rearranging, we obtain Pr(R~) = Pr(A --~ a) + Pr(B --< b) - 1 + Pr(R4). Since Pr(R4) ~ 0, 
Pr(RI) --> Pr(A --< a) + Pr(B G b) - 1 so F(a,b)  >~ F(a) + F(b)  1 but since probabilities cannot go negative 
F(a,b)  ~ max(O,F(a) + F(b)  1). 
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Consider bounds for the treatment on the treated parameter TT: E(Y I - Yo ] D = 1). In 
terms of cell proportions: 

P.lJ - PJ.l Poll - -  PIOl 
TT = E(Y 1 - ~/ ] D  = 1) -- 

P..I P,.1 

For the case of  observational data the solution is straightforward. The linear program to 
bound the parameter is 

Max TF subject to 

/3.Ol = P0ol + PJoJ (columns determined) (7.36a) 

/5.11 = Poll + Pll~ (7.36b) 

and 

/5o.o = Pooo + Polo (rows determined) (7.36c) 

/31.0 = Ploo + Pllo- (7.36d) 

We are free to make Pol~ maximal by setting PIJJ -- 0 (so/5.1~ = P011) and to make Pm~ 
minimal by setting P001 =/5.111. No constraints are violated because we have freedom to 
pick the row totals in the D = 1 table. By the same token we can make Po/t minimal by 
setting P i l l  =/5.11 SO P011 = 0  and make Plol maximal by setting Pore = 0 and 
/30.1 = PI.I- 

^ /3.0 
Pr(Yj = 1 [ D = 1) --  PAl > TT  >-- Pr(Y I -- 0 ] D = 1). 

P..1 P..l 

Access to experimental data sharpens these hounds to a point. In this case, we know both 
the row totals and the column totals of the D = 1 table. We supplement linear inequalities 
(7.36a) and (7.36b) by 

/3o.J = Pool + P011, (7.36e) 

/51.1 = PI01 + Pill-  (7.36f) 

Now the formal optirmzation problem is apparently harder; Max TT subject to (7.36a), 
(7.36b) and (7.36e), (7.36~). Using (7.36a) and (7.36b) we obtain 

/3.11 -/51.o = Po~I - Plol 

so the parameter is exactly identified. Using the Balke-Pearl methods, we can bound any 
parameter, or any empty cell in a contingency table analysis, using linear programming 
methods. 

It is important to recognize that these are non-lmrarnetric bounds. They do nol capture 
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the full potential variability in the estimated parameter values when parametric structure is 
imposed on the P, as is commonly done in applied work. Nor do they capture uncertainty 
about the X. To get the full range of variability in the parameter requires solving the non- 
linear program across models M and possible regressors 3~ used to generate the Pijk(x,m), 
where x is a choice of regressors and m is the particular model. A full characterization of 
model variability in this framework is given by choosing that m and x that maximize 

Poll(x,m) Piol(x,m) 
P..l(x,m) P..l(x,m) ' 

that is 

Max [P0,1(~,m) P,o,(x,m)] 
,,EM,xcXL P.A(x,m) P..l(x,m) 

subject to appropriate (i.e., modified for X and m) constraints. These bounds account for 
model uncertainty and regressor misspecification. A full characterization of this problem 
remains to be developed. 

8. Econometric practice 

One of the most important lessons from the literature on evaluating social programs is that 
choices made by evaluators regarding their data sources, the composition of their compar- 
ison groups, and the specification of their econometric models have important impacts on 
the estimated effects of training. As noted in Section 7, the choice of a comparison sample 
can affect the statistical properties of an estimator applied to that sample. Under the 
conditions specified there, for certain comparison groups, simple mean compm'isons 
between treatments and controls identify the parameters of interest. 

The purpose of this section is to draw from the empirical literature to show why and how 
these choices matter. To begin our discussion, we first discuss the types of data used in 
most evaluations of active labor market policies and show how the source of data affects 
the impact estimates. Next, we draw on the work of Heckman et al. (1996b, 1998b), who 
collect unusually rich data compared to what is usually available to program analysts, to 
analyze the sources of measured selection bias. Their findings provide an informative 
guide to the construction of datasets tbr future evaluations. 

In the third section, we present a small scale simulation study of alternative evaluation 
estimators which make different assumptions about program participation decision rules, 
outcome equations and their interrelationship. This simulation study summarizes the 
lessons of Section 7 and reveals that no universally valid estimator exists or is ever likely 
to be found. In the fourth and concluding section, we consider the logic that underlies the 
use of widely-applied "specification tests" to check the validity of an evaluation model by 
determining if it "aligns" the earnings (or other measures) of participants and non-parti- 
cipants prior to their enrollment in the program. The method is not guaranteed to pick a 
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correct evaluation model. We demonstrate the practical importance of this point and show 
how two different alignments used in the literature produced two very different and 
controversial impact estimates for the same program. 

8.1. D a t a  s o u r c e s  

To evaluate active labor market policies requires choosing data sources from which to 
construct comparison groups and treatment groups. In this subsection, we discuss these 
issues and describe the advantages and disadvantages of the various types of data typically 
used to evaluate employment and training programs. The decision about what data source 
or data sources to use has important implications for several aspects of an evaluation. In 
both experimental and non-experimental evaluations, the decision affects how much the 
evaluation will cost, how large the analysis sample will be (which affects the size of the 
training effect that can be statistically distinguished), what outcome variables can be 
studied, the time period over which the outcome variable can be measured and the amount 
and type of measurement error in the outcome variable. In non-experimental evaluations, 
the decision also affects which of the non-experimental evaluation methods discussed in 
this chapter can be used and whether or not the comparison group can be located in the 
same local labor markets as the participants. By affecting these aspects of an evaluation, 
the choice of a data source affects the final impact estimates. 

A comparison between the studies of Fraker and Maynard (1987) and LaLonde (1986) 
illustrates that the choice of a data source can vitally affect the impact estimates obtained 
in a social experiment. Both of these studies examined the National Supported Work 
Demonstration. The demonstration included one baseline and up to four followup surveys 
of the treatments and controls. LaLonde (1986) used this survey data for his analysis, while 
Fraker and Maynard (1987) used administrative data on annual earnings from the US 
Social Security Administration (SSA). There exist striking differences between the experi- 
mental impact estimates reported in the two studies. Using the survey data, the annual 
impact of Supported Work on the earnings of AFDC (welfare) women was $1641 in 1978 
and $851 in 1979. By contrast, when using the SSA earnings data on the same participants 
and controls, the annual impact was $505 in 1978 and $351 in 1979. The different data 
sources produce a difference in the estimated experimental impacts of $1135 in 1978 and 
of $500 in 1979. The sensitivity of the impact estimates to the data used in the analysis is 
similar in magnitude to their sensitivity to different econometric modelling assumptions 
and is large enough to affect the conclusions of a cost-benefit analysis. 78 

7~ Similar sensitivity to the choice of data source was found in the National JTPA Study. For male youth 
estimates using survey data showed a negative and statistically significant impact from the program~ while 
estimates using administrative data from state Unemployment Insurance (UI) records showed essentially a 
zero impact. See Bloom et al. (1993). Some of the difference between the estimates shown in Table 4 based 
on the official 18 and 30 month NJS impact reports results from the fact that the 18 month estimates rely only o~ 
survey data while the 30 month estimates rely on a combination of survey data and earnings data from state U! 
records. 
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8.1.1. Using existing general survey data sets" 

In non-experimental evaluations, existing survey datasets constitute one potential source 
from which comparison groups can be drawn. Examples of such datasets in the US include 
the Current Population Survey, a large cross-sectional survey which was the source of 
comparison groups for some of the CETA evaluations, or the National Longitudinal 
Survey of Youth (NLSY), a widely used panel dataset. Such datasets are not generally 
used to collect information on participants because they usually collect little, if any, 
information on receipt of public sector training. 

The key advantages of using existing datasets as a source for non-experimental compar- 
ison groups are cost and sample size. Using an existing dataset avoids the costs of design- 
ing, testing and fielding a survey as well as the costs of locating potential comparison 
group members. General purpose datasets typically have large samples and are available 
for a modest fee. Depending on the dataset, they may provide either repeated cross- 
sectional samples, as with the US CPS, or a long panel, as with the NLSY. In general, 
a large list of regressors is available for subgroup analysis. 

Existing survey data have four key disadvantages for evaluation research. First, it is 
often difficult to construct comparison groups of persons in the same local labor markets as 
participants from existing datasets due to sample size limitations and constraints imposed 
by privacy concerns on the level of detailed locational information made available to 
researchers. As we show in the next section, this is a severe limitation because variation 
across local labor markets plays a large role in explaining the earnings and employment 
variation of unskilled workers who are the targets for active labor market policies (Heck- 
man et al., 1998b). Second, in contrast to what is possible when fresh survey data are 
collected, it is impossible to obtain specific variables of interest for the program being 
evaluated not already present in the existing data. Such variables might include the 
detailed information on recent labor force status histories noted as important determinants 
of program participation in Section 6. Third, because receipt of public training is often not 
measured or is not measured well in these data, contamination bias becomes an issue 
(Heckman and Robb, 1985a) as some members of the comparison group are likely to have 
received the treatment being evaluated. (Recall our discussion in Section 7.7). Finally, 
using existing datasets to construct a comparison group often entails using different survey 
instruments with different definitions of the same outcome variable for participants and 
comparison group members in an evaluation. Comparing outcomes measured in two 
different ways adds an important potential source of bias to the impact estimates reported 
for a program (Smith, t 997b). 

8.t.2. Using administrative data 

Many evaluations of active labor market policies in the US and Scandinavia rely on 
administrative data. These pre-existing data generally consist of administrative earnings 
records collected for tax purposes and administrative records on social assistance receipts. 
They are often combined with administrative data on the receipt of training from program 
records. The key advantages of such data are the low cost of acquiring them and lack of 
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certain types of measurement error. The costs are low on several dimensions. The fixed 
costs of extracting administrative earnings records are typically modest compared to the 
costs of collecting comparable data from surveys. 79 Moreover, the marginal costs of 
increasing the sample size or the number of time periods of data obtained are often 
very small. For example, recent estimates of the marginal cost of obtaining 10 years of 
quarterly data on an individual's earnings and social assistance receipts are approximately 
$2.50. These low costs make such data particularly attractive for non-experimental evalua- 
tions in which longitudinal methods will be used. Because these earnings data are used for 
tax purposes, there are strong incentives for authorities to minimize reporting errors for 
earnings, so they are likely to be much more accurate, for the types of earnings they intend 
to measure, than earnings data obtained from surveys. 

Administrative data also have important limitations in the context of evaluating 
employment and training programs. First, these data typically consist of quarterly or 
annual earnings and little else is reported. Monthly earnings, as well as other outcomes 
of interest such as wage rates, hours worked and employment spells, are nearly always 
unavailable. Consequently, in the US, where researchers have relied on such data, rela- 
tively little research has looked at the impact of training on wages. This outcome is of great 
theoretical interest, because higher wages for trainees indicate that training raised their 
productivity. An exclusive focus on earnings or employment rates does not determine 
what part of the training impact results fi'om increased productivity of the workers as 
measured by their hourly wage rates and what part results from the displacement of non- 
trainees in the labor market (Johnson, 1979). 

Second, because governments maintain administrative records tor tax and benefits 
purposes, these earnings measures may not equal total earnings. For example, many recent 
US evaluations use earnings from state unemployment insurance (UI) records. These data 
include earnings from jobs "covered" by the UI system, but omit earnings from self- 
employment, from employers in other states, and from sources not covered by the UI 
system. As a result, administrative earnings measures tend to be lower than those reported 
by individuals in surveys (Kornfeld and Bloom, 1996; Smith, t997b). 

Finally, administrative data typically contain only very basic information on demo-- 
graphic characteristics. For example, Table 5 shows that Ashenfelter's (1978) study of 
MDTA, which uses detailed information on annual pre-program and post-program earn- 
ings histories from SSA records, includes only very limited demographic information - 
just age, sex and race. No information on labor force histories, educational levels, training 
history, family status or geographical location was available in the data. Lack of data on 
individual characteristics limits the subgroup analyses that evaluators carl perform and 
makes it difficult to justify the application of non-experimental methods such as matching 
whose plausibility depends on access to a rich set of conditioning variables. 

iv There are exceptions to this rule. In the NJS, state personnel were unable to provide useable unemploymenl 
insurance earnings data in 4 of the 16 states containing training centers in the NJS despite repeated attempts. 



1996 J. J. Heckman et al. 

8.1.3. C o l l e c t i n g  n e w  survey  data  

An alternative to using existing data sources is to collect fresh survey data on participants 
and on controls or comparison group members. This choice has both advantages and 
disadvantages. The first advantage relative to using either existing survey or administra- 
tive datasets is that the evaluator has complete control over the information collected on 
the survey, and so can design the survey in light of  the variables of interest in the study 
and, in non-experimental evaluations, in light of  the econometric methods to be used. The 
second advantage relative to using existing data is that the sampling plan for the survey 
can target comparison group members in the same local labor markets as participants. A 
third advantage of collecting new survey data is that relative to administrative data, the 
analyst can obtain additional outcome measures such as wage rates and employment 
transitions, and can conduct a wider variety of subgroup analyses. 

The most important disadvantage of collecting fresh survey data relative to using either 
administrative data or existing survey datasets is the high cost of  doing so. The total costs 
of  collecting new survey data can vary widely depending on whether evaluators obtain 
these data through a survey sent through the mail, conducted over the telephone, or during 
a person-to-person interview. Surveys done through the mail are inexpensive, but typically 
are plagued by very low response rates; surveys conducted in person are expensive but 
have very high response rates. In some studies more than one type of  survey is used to 
obtain the data. The fixed costs associated with surveys also can vary widely depending on 
whether evaluators use an existing survey instrument, whether the survey is automated, 
and whether or not the interviewers require training. 

Most program evaluations based on new survey data use either a telephone or in-person 
survey. Phone surveys are attractive because the marginal cost of obtaining an additional 
response is relatively low. Such costs, which include the interview, editing, and coding of 
the data, are approximately $50 per observation. Longer interviews increase these costs 
modestly. Average costs are generally double this amount or more. Telephone surveys can 
be problematic especially when surveying low income populations, because response rates 
are often significantly lower than for in-person interviews. One practical problem in low 
income populations is that some respondents may not have a working telephone at the time 
of  the survey. If  the survey is done in person, the marginal cost of  obtaining an additional 
observation more than doubles. Further, these marginal costs rise sharply with the 
response rate. Additional respondents become harder to find. Average costs for samples 
of  modest size obtained from in-person surveys range as high as $500 per observation. If  
evaluators wish to return and resurvey the same sample at a later date, these costs may not 
fall appreciably in the second wave. Low income populations are often highly mobile and 
resources must be expended locating persons who have moved. 

The costs of collecting new survey data are likely to be lower for program participants 
than for members of the comparison group. To obtain a sample of participants, evaluators 
can use the administrative records that contain information such as the individual's 
address, phone numbers, and sometimes the most recent employer. Such information is 
advantageous, because locating respondents is an important component of the cost of 
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surveys. In contrast, obtaining information on a comparison group requires evaluators to 
construct a list of  comparable persons. One criterion for sample inclusion might  be to 
include persons el igible for the program, who did not participate. An advantage of  using 
non-participating program applicants is that they constitute a ready list from which evalua- 
tors can sample for their survey. Another method for selecting a comparison group is to 
first conduct a short "screening survey" to obtain a list of individuals who were eligible for 
the program, but did not participate. Even in low income neighborhoods, the fraction of 
respondents found to be eligible is typical ly low, so evaluators must conduct many short 
interviews to obtain a sufficient number of  comparisons.  Even when using a telephone 
survey, these procedures can double the marginal cost of  obtaining an observation for a 
comparison group member.  

Collecting new survey data can be expensive. As a result, there is no reason to expect 
that careful non-experimental  evaluations that collect new survey data are appreciably less 
costly than experimental  evaluations. The marginal cost per participant of administering 
an experiment is small. The cost of obtaining a high quality comparison group in a non- 
experimental  evaluation can be very high. A dramatic example of  the high cost of  collect- 
ing new survey data in a non-experimental  evaluation is the cost of  obtaining the non-- 
experimental  comparison group used in the NJS. This sample cost $3.5 mill ion (1990) to 
collect responses from 3000 persons, in two waves, from just  lbur  of  the 16 sites included 
in the study (Smith, 1994). Most of  these responses were obtained using a telephone 
survey. The average cost was a little more than 1000 per observation. Particularly large 
were the costs associated with locating eligible persons not participating in JTPA. 8° 

Related to the general issue of  cost is an important  tradeoff that affects evaluators who 
collect their own survey data. Researchers often seek longterm followup data on 
outcomes, to determine whether shortterm program impacts persist. Non-experimental  
researchers planning to use many of the longitudinal methods considered in Section 7.6 
require information on outcomes in periods prior to the decision to participate in training. 
The marginal cost of  obtaining additional periods of  outcome data either before or after 
participation is usually low for administrative data. With  survey data, the evaluator must 
choose between constructing a panel by fielding costly additional surveys, or tolerating the 
degradation of  data quality as the length of  the survey recall period increases. 8j 

8.1.4. C o m b i n i n g  data  sources  

One solution to the l imitations of any particular type of data is to construct a new dataset 
by combining more than one type of data. Evaluators often combine administrative data on 
outcomes with survey data on the characteristics of  participants and of comparison or 
control group members.  Analysts then have access to relat ively rich data on individual 

8o We are grateful to personnel at Mathematica Policy Research, MDRC, NORC, Westat, and the W.E. Upjohn 
Institute for Employment Research for providing us with information on the cost of collecting survey data. 

al Bound et al. (1994) provide evidence of recall effects in labor market survey data and Sudman and Bradburn 
(1982) discuss the general issue of recall in surveys. 
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regressors as well as a long panel of earnings data that allows implementation of long- 
itudinal estimators of program impact. For example, many of the US CETA evaluations 
use a dataset that combines program records on trainees with comparison group data 
drawn from the CPS. The dataset includes matched administrative earnings data from 
the Social Security Administration for both groups. However, because the comparison 
group is drawn from the existing CPS dataset, it is not possible to match them to parti- 
cipants in the same local labor markets. 

The NJS provides an example of a study which combined new survey data with admin- 
istrative data. In this evaluation, treatment and control group members completed a base- 
line survey and one or two followup surveys. These data were combined with 
administrative earnings data from state UI systems, administrative income data from 
the US Internal Revenue Service and administrative data on social assistance from state 
welfare agencies. The NJS also collected both survey and administrative data on its non- 
experimental comparison group sample. Because the NJS researchers collected fresh 
survey data rather than using an existing dataset, they were able to locate comparison 
group members in the same local labor markets as participants. 

8.2. Characterizing selection bias 

We next draw on the work of Heckman et al. (1996b, 1997a, 1998b), and demonstrate the 
value of better data in conducting evaluations of active labor market policies. Placing 
people in the same local labor market and administering them the same survey instrument 
makes an enormous difference to the quality of an evaluation. So does comparing compar- 
able people. We also summarize the best available evidence on the validity of the widely 
used practice of using "no shows" as a comparison group. 

The mean selection bias in using non-participants to approximate participant outcomes 
conditional on X is given by 

B(X) = E(Y0] X , D  = 1) -- E(Y 0 I X, D --=- 0). (8.1) 

Selective differences in uncontrolled variables (variables on which the analyst cannot 
condition) produce selection bias. Such differences may arise from self-selection decisions 
by the agents being studied or from uncontrolled differences between treatments and 
controls due to the inadequacy of the available data. We argue that much of the bias 
reported by LaLonde (1986) in his influential study of the effectiveness of econometric 
estimators arises from the second source - the inadequacy of the data. In ordinary non- 
experimental evaluations, B is unknown. This produces the evaluation problem. Using 
data from a social experiment conducted under the conditions specified in Section 5, it is 
possible to estimate the first term on the right hand side of (8.1). Using a non-experimental 
comparison group it is possible to estimate the second term. 

The conventional measure of selection bias, B, used by LaLonde (1986), Ashenfelter 
(1978) and Heckman and Hotz (1989) is the mean difference between the earnings of 
controls and the earnings of comparison group members: 
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B = E ( Y  0 ] D =  1 ) - E ( Y  0 ] D = 0 ) .  

This is the coefficient on D of a regression of Y0 on D in a pooled comparison group and 
control group sample, 110 = ce0 + B D  + r when E ( r  I D) = 0. It does not condition on X. 

Heckman et al. (1996b, 1998b) estimate the bias term B(X) using non-parametric 
methods. With  their estimated bias, they test the identifying assumptions that justify 
matching, the classical econometric selection bias est imator and a non-parametric version 
of difference-in-differences. They show that it is possible to decompose the conventional 
measure of  bias, B, which does not condition on X, into three components.  The first 
component of B results from the fact that for certain values of  X among participants 
there may  be no comparison group members,  and vice versa - in formal terms the supports 
(regions of  X where the density function is not zero) of  X in the participant and comparison 
groups may not complete ly  overlap. The second component  results from differences in the 
distribution of  X between participants and comparison group members within the region of 
common support; i.e., for those values of  X common to the two groups. The third compo- 
nent represents selection on unobservables as defined in Section 7. This decomposit ion is 
helpful for understanding the sources of selection bias as it is conventionally measured. 

To reduce the set of  conditioning variables, X, down to manageable  size, Heckman et al. 
(1996b, 1998b) condit ion on the probabil i ty of program participation, P(X), rather than 
directly on X. This is always possible, because we may write the outcome in the absence of 
training for the experimental  controls as follows: 

Yo = E(Yo I P ( X ) , D  = 1) + V1, 

where E(VI I P(X) ,  D = 1) = 0. The corresponding expression for the comparison group 

members is given by 

Y0 = E(g0 I P(X), D = 0) + Vo, 

where E ( V o l P ( X ) , D  = 0 ) =  0. The residuals average out to zero within participant 
(D = 1) and non-participant (D = 0) samples. 82 

Using these methods,  this bias B can be decomposed into three components: 83 

B = E(Y 0 ] D --  1) - E(Y 0 I D = 0) = B 1 + B 2 + B 3. (8.2) 

To help define Bt, we first define Sp as the common support the set of P(X) values 
common to the D = 1 and D = 0 samples. In addition, let Sip denote the set of  P(J0 values 
found in the D = 1 sample and S0/, the set found in the D = 0 sample. The first bias term is 

given by 

C 
= | E(Y o I P ( X ) , D  = I )dF(P(X)  I D .... 1) BI 

3 s i P\Sn 

82 This is a valid decomposition whether or not matching is a valid evaluation estimator~ 
~3 This decomposition was first published in Heclonan et al. (1996b). 
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- f E(Yo I P(X), D = O)dF(P(X) I D = 0), 
3 Sop\Sp 

where S1p~p is the subset of  Sje not in Sp, i.e., the set of  P(X) values present in the D = 1 
sample but not in the D = 0 sample. The set Soe~Se is defined comparably for the D = 0 
group. The second bias term arises from the different densities of  P(X) in the D = 1 and 
D = 0 samples: 

= f E(Y o ] P(X) ,D = O)[dF(P(X) I D = 1) - dF(P(X) I D = 0)]. B2 
3 SI, 

The third bias term is the contribution of selection bias rigorously defined: 

B 3 = PxBs~,, 

where 

- fs~ B ( P ( X ) ) d F ( P ( X ) I D  = 1) 

Bs~ = fsp dF(P(X) I D  = l)  ' 

is the average selection bias defined over the common support set, Sp, and B(P(X)) = 
E(U0 [ P(X) ,D  = 1) - E(U0 ] P(X) ,D = 0) is the selection bias at each point. 

The first term on the right-hand side of  (8.2) is the difference between the mean earnings 
of  the controls and the comparison group members  in the region outside the common 
support - that is, for those values of  P(X) that appear only among controls or only among 
comparison group members.  This is the bias that arises from comparing non-comparable 
people - persons in D = 1 who have no counterpart  in D = 0 and vice versa. The second 
term gives the bias due to the different densities of  P(X) in the control and comparison 
groups over the region in which the densities of  P(X) for the two groups overlap. This is 
the bias that arises from weighting comparable  people incomparably.  

Finally, the third term, or the "true" selection bias, is the weighted (by the distribution 
of  P(X) for controls) average difference between the earnings of controls and comparisons 
who have the same P(X). If  matching is an effective evaluation method, the third term, B3, 
representing selection on unobservables, should be zero or close to it. Recall  from the 
discussion in Section 7.4.1 that under the assumptions that justify matching, B(P(X))=O 
for all P(X). We can interpret estimates of  this term as a measure of  the extent to which 
matching does not balance the bias between treatment and comparison group members.  

Heckman et al. (1996b, 1998b) estimate the components of selection bias using the 
experimental  controls from the NJS and a sample of  eligible non-participants (ENPs) from 
the same sites as well as using other, more traditional comparison groups of  the sort 
discussed in Section 7.2. 84 Fig. 10A plots the densities of P(X) for adult male controls 

84 Heckman et al. (1996b, 1998b) estimate the E(Y 0 [ P(X), D = 0) terms using a local l inear regression of the 

outcome Y0 on P(X). The estimates of P(X) are obtained from logit  models of participation in the JTPA program, 

but estimates using non-parametric P are very similar. 
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Fig. 10. Density of estimated probability of program particiaption for adult male (A) and female (B) controls and 
eligible non-participants in the National JTPA Study. 

and ENPs. Fig. 10B plots the densities of  the P(X) for adult female controls and ENPs. In 
both groups, for a substantial range of  P(JO values in the control sample, there are few or 
no corresponding comparison group members.  Among the adult males, nearly one half of 
the controls' P(J0 values are outside the region of overlapping support. 
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Table 8 presents estimates of  the decomposition in (8.2) for adult males and females in 

the NJS. As shown by the second row of Table 8, differences in the support of  P ( X )  are an 

important source of  bias. This source of bias is of  at least the same order of magnitude as 

the conventional measure of  selection bias presented in the first row of the table. The third 

row of Table 8 indicates that differences in the distributions of P(J0 between control and 

comparison group members in the region of  common support are an important source of 

bias. Finally the fourth, fifth and sixth rows of  the table show that for both groups the 

selection bias term, B3, is relatively small compared to the other components of  B, the bias 

as conventionally measured. However,  B3 is still quite large compared to the estimated 

program impact. This result indicates that matching on P(X) mitigates but does not elim- 

inate selection bias in the NJS data. Selection on unobservables is a substantial component 

of  the experimentally estimated impact of  treatment even using the rich data available in 

the NJS. It is likely to be even more important in cruder datasets, as we document below. 

Eliminating selection bias in most non-experimental evaluations may be even more 

difficult than is suggested by Table 8. The NJS eligible non-participant comparison group 

was constructed specifically for the purpose of  conducting a high quality non-experimental 

Table 8 
Decomposition of differences in mean earnings for adult participants in the US National JTPA Study (mean 
monthly earnings differences between experimental controls and comparison sample of eligible non-participants 
during the 18 months following the baseline in four sites) "~ 

Adult males Adult females 

Mean difference in earnings = B 

Non-overlapping support = Bj 

Different density weighting 
of propensity scores = B 2 

Selection bias = B3 

Average selection bias when matching only 
in regions of common support 

Selection bias as a percent of 
treatment impact 

Control group sample size 
Comparison group sample size 

337 33 
(47) t' (26) 
298 106 
(35) 03) 

[--881 c 13181 
-659 -118 

(42) (20) 
[195] [-355] 

24 45 
(28) (26) 

[-7] [1361 
48 59 

109 202 

51)8 696 
388 866 

Source: Heckman et al. (1996b, Table 1, p. 13418). 
b Tile numbers in parentheses are the bootstraped standard errors. They are based on 50 replications with 100% 

sampling. 
' Tile numbers in square brackets are the percentage of the mean difference in earnings (row 1) attributable to 

each component of the bias. 
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eva lua t ion  of  J T P A .  T h e s e  data  con ta in  m a n y  m o r e  d e m o g r a p h i c  and  base l ine  charac te r -  

ist ics t h a n  are c o m m o n l y  ava i l ab le  to p r o g r a m  eva lua to rs .  Fur ther ,  the  c o m p a r i s o n  group  

m e m b e r s  res ide  in the  s a m e  labor  m a r k e t  as the  t ra inees ,  are a d m i n i s t e r e d  the  s a m e  survey  

in s t rumen t s ,  and  are all e l ig ib le  for  J T P A .  T he  e n c o u r a g i n g  n e w s  f rom the  ana lyses  of  

H e c k m a n  et al. (1997a ,  1998b,c)  is tha t  less e x p e n s i v e  c o m p a r i s o n  groups  tha t  con ta in  

l imi ted  l abo r  force  s ta tus  h is tor ies  bu t  still p lace  c o m p a r i s o n  g roup  m e m b e r s  in  the  same 

local  l a b o r  m a r k e t s  as pa r t i c ipan t s  and  a d m i n i s t e r  the  s ame  su rveys  to b o t h  g roups  shou ld  

do jus t  as we l l  as the  r i c h e r  data. 

Tab le  9 p resen t s  the  d e c o m p o s i t i o n  w h e n  n o - s h o w s  are used  as a c o m p a r i s o n  group.  In 

the  con tex t  o f  the  NJS,  no - shows  are pe r sons  r a n d o m l y  a s s i g n e d  to the e x p e r i m e n t a l  

t r e a t m e n t  g roup  w h o  n e v e r  em'oll  in  J T P A  and  do  no t  r ece ive  J T P A  serv ices  ( these  are 

the  d ropou t s  o f  Sec t ion  5). In the abs ence  o f  an e x p e r i m e n t ,  n o - s h o w s  are usua l ly  pe r sons  

w h o  enro l l  in  a p r o g r a m  bu t  drop out  p r io r  to se rv ice  receipt .  C o o l e y  et  al. (1979)  and  Bel l  

et  al. (1995)  a d v o c a t e  the  use  of  n o - s h o w s  as a c o m p a r i s o n  group.  O n  a pr ior i  g rounds ,  no-  

Table 9 
Decomposition of differences in mean earnings in the US National JTPA Study (mean monthly earnings differ- 
ences dnring the 18 months following the baseline in four sites, no-shows) a 

Experimental controls and 
treatment group dropouts b 

Experimental controls and 
SIPP eligibles c 

Adult males Adult females Adult males Adult females 

Mean difference in earnings = B 

Non-overlapping support -- B~ 

Different density weighting 
of propensity scores = B2 

Selection bias = B3 

Average selection bias when matching only 
in regions of common support 

Selection bias as a percent of 
treatment impact 

29 9 - 145 47 
(38) d (23) (56) (23) 

-13  1 151 97 
(12) (6) (30) (19) 

[-45] e [9] [ -  104] [206] 
3 - 9  -417 -172  

(16) (10) (44) (16) 
[11] [-99] [287] [-3671 
38 18 121 122 

(37) (26) (33) (15) 
[135] [190] [ 83] [260] 

42 20 192 198 
(40) (29) (57) (26) 
97 68 440 676 

Source: Heckman et al. (1997a, Table 2). 
b Treatment group dropouts (or "no-shows") are persons raaldomly assigned to the experimental treatment 

group who failed to enroll in JTPA. 
The SIPP eligibles are persons in the 1998 SIPP full panel who were eligible in month 12 of the 24 month 

panel using eligibility definition "B" from Devine and Heckman (1996). 
Bootstrap standard errors appear in parentheses. They are based on 50 replications with 100% sampling. 
The numbers in square brackets are the percentage of the mean difference in earnings (row l) attributable to 

each component of the bias. 
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shows are not necessarily an attractive comparison group. Selective differences in unob- 
servables between participants and no-shows will make the latter a poor comparison group 
if selection on unobservables (conditional on applying to and being accepted into the 
program) is an important component of bias. Yet, at the same time, no-shows are an 
attractive comparison group because they are located in the same labor market and admi- 
nistered the same questionnaire as participants. 

The first two columns of Table 9 present the decomposition in (8.2) constructed using 
the experimental controls and the no-shows from the NJS. Fig. 11A,B presents the densi- 
ties of P(X) for the same groups. There is much more overlap in the supports of the no- 
show and control groups than there is in the comparison and control groups. Moreover, the 
shapes of the distributions of P are closer for no shows and control group members than 
they are for comparisons and controls (cf. Fig. 10A,B with Fig. 11A,B, respectively). 

The evidence on no-shows is mixed. The raw measure of bias B is small for both males 
and females. In addition, the support and density weighting problems are much smaller 
than those reported in Table 8, although part of this difference results from the smaller set 
of X' s available in the NJS data to construct P(J0 for the no-shows. However, as shown in 
the final row of Table 9, the selection bias for the no-shows remains sizeable when 
measured as a percentage of the treatment impact. 

The biases obtained for the no-shows in the NJS or the comparison group are much 
smaller than the biases that result from comparing the NJS controls to a comparison group 
constructed from a general survey dataset. The last two columns of Table 9 present the bias 
decompositions based on a comparison group of persons eligible for JTPA drawn from the 
US Survey of Income and Program Participation (SIPP). The SIPP is a national survey 
dataset of the type widely used in evaluating active labor market policies. SIPP data are 
rich enough to determine program eligibility. The comparison group constructed from it is 
not drawn from the same local labor markets as the NJS control group due to sample size 
and confidentiality limitations. Moreover, the earnings measure in the SIPP differs 
substantially from that used for the NJS controls due to differences in the respective survey 
instruments (Smith, 1997a,b). 

A comparison of the first rows of Tables 8 and 9 shows that for the SIPP eligible 
comparison group, the raw bias, B, is actually smaller for adult males than with the 
ENP comparison group. The raw bias is about the same magnitude for adult females 
using the two comparison groups, although of a different sign. However, B3, selection 
bias rigorously defined, is much larger for the SIPP eligible comparison group than for the 
eligible non-participant comparison group in Table 8. This indicates that mismatch of 
labor markets and questionnaires between participants and comparison group members is 
a major source of selection bias. 

Heckman et al. (1998b) examine these issues in greater depth. In particular, using the 
NJS data on controls and ENPs, they match controls at two sites with ENPs at the two 
remaining sites. This comparison shows the effect of putting comparison group members 
in different local labor markets while holding constant the survey instrument used to 
measure earnings in the two groups. They find that mismatching the local labor markets 
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Fig. 11. Density of probability of program participation lor adult male (A) and female (B) controls and no-shows 
in the National JTPA Study. 

creates  a subs tan t i a l  b ias  on  the  order  of  3 0 - 4 0 %  of  the e s t i m a t e d  t r ea tmen t  effect. 85 

Overal l ,  c o m p a r i n g  the  fifth rows o f  T a b l e s  8 and  9 sugges t s  tha t  pu t t ing  pa r t i c ipan t s  

and  c o m p a r i s o n  g roup  m e m b e r s  in  the  s ame  l abor  m a r k e t s  an d  g iv ing  t h e m  the  same 

a5 Friedlander and Robins (1995) report similar findings regarding the importance of drawing participants and 
non-participants from the same local labor markets. 
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questionnaire eliminates a substantial amount (around 50%) of selection bias, rigorously 
defined. 

Those authors also report that a substantial bias results from using only those observa- 
tions that fall into the common support of P(J0, Sp, for the control and comparison group 
samples to estimate the impact of treatment. Estimating the experimental treatment effect 
on the common support rather than on the full support of P(X) among the controls 
increases the estimate by 50%. Put differently, the experimental impact estimate is higher 
for persons whose P(X) lies in the common support. 

The failure of the common support condition due to an absence of comparison group 
members comparable to participants in terms of X (or P(X))  is a major source of bias in 
conducting non-experimental evaluations. This motivates one of our major recommenda- 
tions presented in Section 11 - that non-experimental comparison groups should be 
designed so that they have the same set of X or P(X) values present among program 
participants. 

An important advantage of an experimental control group in program evaluations is that 
randomization ensures that the support of treatment and control observed characteristics is 
the same, up to sampling variation. The results just discussed indicate that non-experi- 
mental methods may be able to mitigate major sources of selection bias that arise in the 
region of common support. Simple principles of using the same questionnaire, locating 
participants and comparison group members in the same labor markets, comparing 
comparable people and weighting comparison group members appropriately go a long 
way toward reducing the conventional measure of selection bias. However, because a 
significant source of the bias in non-experimental studies is the failure to find a comparison 
group for which the support of the observed characteristics largely overlaps that of the 
participants, such studies can only provide a partial description of the impact of treatment. 
Estimates obtained only over the region of common support may be a poor guide to the 
impact for all participants. We suspect that this source of bias is substantial for other 
programs besides the JTPA program where it has been studied. 

Heckman et al. (1998b) use the estimated B(P(X))  functions to test among competing 
identifying assumptions for alternative evaluation estimators using the NJS data. Using a 
variety of X, they reach the following main conclusions: 

(I) They reject the assumption: AM: B(P(X) )  = 0 for all X which justifies matching; 
(II) They do not  reject the assumption: Ass: B(X)  = B(P(X) )  which says that the bias can 

be written as a function of P(X) and which justifies the index sufficient classical sample 
selection model. However, since the support of P(X) is limited, the method cannot recover 
E(Y1 - Y0 ] X, D = 1) in their data because of the inability to identify the intercepts in the 
model. They decisively reject the normal sample selection model in their data. 

(III) They do not reject the assumption: ADD: Bt(P(X))  - Bt , (P(X))  = 0 for t > k > t / 
which justifies the non-parametric difference-in-differences estimator introduced in Heck- 
man et al. (1997a, 1998b). This estimator does not require the full support conditions 
required in the sample selection estimator although if they are not satisfied, the treatment 
effect defined only over a subset of the support of P(X).  
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Finally, even though the assumptions justifying matching are rejected, matching, non- 
parametric difference-in-differences, and sample selection models do about equally well 
for the average of E(Y1 - Y0 ] X, D = 1) over the support where it can be defined 
although matching is somewhat inferior to the other two estimators. Their analysis demon- 
strates that over intervals where the bias balances out, fundamentally different estimators 
based on different identifying assumptions can identify the same parameter. 

Heckman et al. (1998b) emphasize the importance of  using semiparametric and non- 
parametric versions of  all three estimators (matching, classical sample selection and 
difference-in-differences). When they use conventional parametric versions of  these esti- 
mators, they estimate substantial biases. 

The evidence presented in this subsection has major implications for the correct inter- 
pretation of  LaLonde 's  (1986) influential examination of  the effectiveness of non-experi- 
mental evaluation strategies for training programs. As noted in Table 6, LaLonde 's  non- 
experimental comparison groups were constructed from various non-comparable data 
sources. The comparison groups were located in different labor markets from program 
participants and had their earnings measured in different ways than the participants. His 
measure of  selection bias, B, combines the three factors disentangled in the analyses of 
Heckman et al. (1996b, 1998b)just summarized. 86 In addition, like most of  the studies 
summarized in Tables 5 and 6, he lacked information on recent preprogram labor force 
status dynamics which, as noted in Section 6.3, are an important predictor of  participation 
in training. A major conclusion of  the analysis of  Heckman et al. (1998b) is that a 
substantial portion of  the bias and sensitivity reported by LaLonde is due to his failure 
to compare comparable people and to weight them appropriately. Further, mismatch of 
labor markets and questionnaires are also likely important sources of  the selection bias 
measured in LaLonde 's  study. Overall, the available evidence indicates that simple para- 
metric econometric models applied to bad data do not eliminate selection bias. Instead, 
better data, including a rich an'ay of  X variables for use in constructing P(X), and more 
appropriate comparison groups, go a long way toward eliminating the sensitivity problems 
raised in LaLonde 's  (1986) study. 

8.3. A simulation study o f  the sensitivity of  non-experimental methods 

A theme of  this chapter is that every estimator relies on identifying assumptions about the 
outcome and participation processes. When a particular estimator is applied to data where 
those assumptions tail to hold, bias results. This bias can be substantial. When different 
estimators are applied to the same data, the estimates they produce will vary because at 
most one set of  underlying assumptions is consistent with the data. Only if there is no 
problem of selection bias would all estimators identify the same parameter. 

s6 Some of LaLonde's (1986) measures of B are based on a linear regression model that "partials out" X in the 
sense that linear regression conditions on X. Heckman and Todd (1994) present the appropriate decomposition for 
this case. When estimated using the NJS controls and eligible non-participants, the same qualitative conclusions 
emerge about the importance of various components of bias. 
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To demonstrate these points, in this section we present a simulation study in which we 
examine the effects of alternative specifications of  the processes that determine earnings 
and participation in training on the performance of  various econometric estimators. Using 
earnings equations and pal~icipation rules that are consistent with the evidence from actual 
training programs, we apply a number of  conventional econometric estimators to the 
simulated data. We vary aspects of the data generating process to see how the different 
components of  the earnings and outcome equations affect the bias of the estimators 
discussed in Section 7. 

8.3.1. A model of earnings and program participation 
Building on the model of participation and earnings presented in Section 6.3, we specify a 
model to underlie our simulation study. Following the notation in Section 6.3, but 
augmenting it with "i" subscripts to distinguish individual variables from constants, we 
define the training period as period k, and let Di be a dummy variable equal to 1 in periods 
t > k if the individual receives training and 0 otherwise. Prior to the training period 
(t  < k), D i is identically equal to 0 for both future trainees and non-trainees. We further 
assume that individual i 's earnings are determined by the following equation, where the 
error term combines an AR(1) (autoregressive of  order one) process, as used, for example, 
in Eq. (7.1), with an individual-specific fixed effect, so that 

Yit =- t ~ -I- o z iD  i + 0 i -}- Ui t  , (8.3) 

where 

U# = pUi,t-l + ~#, (8.4) 

for all time periods t. E(~#) = 0, where ei~ is independent and identically distributed over 
time and persons. The individual-specific fixed effect, 0i, is drawn from a population 
distribution with mean zero. We assume that 0i,ei~ and c~i are mutually independent. We 
assume random sampling so that all/-subscripted random variables are statistically inde- 
pendent of  all i / subscripted variables, i ~a i/. 

In this model, 

Yit = O i Y l i t  + ( 1  - D i ) Y o i t  

and 

]/tit - -  YOit ~ Oli" 

This is a random coefficients model in which the effect of training, c~i, varies among 
individuals according to some population distribution. This specification of  the outcome 
equation yields two parameters of  interest: the mean effect of training in the population, 
E(o~i), and the mean effect of training on those who actually receive training, 
E(ozi ]D i = 1). The more standard common coefficient specification assumes that ~ i -  

for all individuals, in which case the two parameters are equivalent~ 
Following the model of perfect certainty presented in Section 6.3, we assume that the 
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decision to participate in training depends on individuals' discounted lifetime gain from 
training, o~/r, their opportunity costs or foregone earnings in period k, Yik, and their tuition 
costs or subsidy, c~. More formally, we have 

= { ~ if ai/r - Yi* - ci > 0 and t > k, 
Di otherwise. (8.5) 

As noted in Section 6.3, this model is consistent with Ashenfelter's dip in earnings among 
participants prior to participation. In some of  the specifications analyzed below, we relax 
the perfect foresight assumption and consider the case where a is not known by the agent 
at the time program participation decisions are made. In Eq. (8.5), we introduce instru- 
ments as determinants of  program costs and write ci = Zi, 4) + Vi, where Zi is an observed 
characteristic that affects the cost of training and where Vi is a mean zero random distur- 
bance. For simplicity, we assume that both Z~ and V~ are independent of all other variables 
and en'ors. We assume the trainees have zero earnings during the training period. Because 
D i depends on foregone or "latent" earnings in period k, E(DiOi) is non-zero and, in fact, is 
negative. Persons with higher values of  0~ have higher opportunity costs. As a result, OLS 
estimates of  our parameters of interest are downward biased. 

8.3.2. The data generat ing process  
In our simulations, we set/3----1000 and the treatment effect, %, is drawn from a normal 
distribution with a mean of  100 and standard deviation of  o-~. We explore the effects on the 
bias of different values of  ~r~, including the common effect model where cr~ = 0. The ei, 
are randomly drawn from a normal distribution with mean zero and standard deviation o-~. 
We initialize the process by setting Ui,k 5 --- el,k-5, where k - 5 is the initial period in the 
simulated data. We generate the Oi from a normal distribution with mean zero and standard 
deviation o- 0. 

In the participation equation, the Zi are randomly drawn from a ]V(/xz,trz) distribution 
and the parameter q5 is set equal to 1. The mean of the distribution of  characteristics,/*z, is 
chosen so that, for each simulated sample, 10% of  the population enters the program. 
Notice that because we draw the characteristics, Zi, independently of  both components of 
the outcome equation unobservable, 0~ and ei, Z~ is a valid instrument for the training 
variable Di in the common coefficient model. When c~ varies among persons, and is acted 
on by agents, Zi is not a valid instrument for the parameter E(c~i I Di = 1) for the reasons 
given in Section 7.4.3. Only if the idiosyncratic component of  ~x~ is not acted on in making 
participation decisions is IV a valid estimator of E(ozi I Di = 1). We set the discount rate r 
to be 0.10. To complete the parameterization of  the participation equation, we draw the 
disturbances, Vi, from a N(0,o -2) distribution. 

Using this specification, in most of the runs we generate 100 samples each containing 
1000 individuals. For each person in each sample, we generate 10 periods of earnings data. 
There are five pre-program periods, k - 5 to k - 1, one training period, k, and four post- 
program periods, k + 1 to k + 4 that we simulate. However, persons are assumed to live 
forever so the simple infinite horizon decision rule applies. Each sample consists of  100 
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participants and 900 non-participants. The "unmatched"  comparison group used in the 
tables consist of  all of the non-participants. Tables 10, 12 and 13 present estimates using 
unmatched comparison groups. 

Matched samples are often formed prior to applying econometric estimators. As noted 
in Section 7.2, applying estimators to matched samples often invalidates the properties of 
an est imator that is appropriate in random or unmatched samples. In fact, matching is an 
est imator in its own right. The conventional practice of matching and then using an 
econometric estimator on the new samples created by matching is not in general justified. 
To illustrate the effects of this practice, our matched comparison group consists of  non- 
participants matched to the participants using nearest neighbor matching with replace- 
ment. The sample sizes for the matched samples are much smaller. We  have 100 treatment 
group members  as before but at most  100 unique comparison group members in each 
matched sample - compared to the 900 members  in the unmatched comparison group. 
Unless otherwise stated, the matching is on earnings two periods prior to participation, i.e., 
on Yi ,k-2 .  Similar  matching or screening rules are widely used in the literature. Tables 11, 
14 and 15 present estimates using the matched comparison groups, with the latter two 
tables examining the effects of alternative matching rules. 

In the first column of  Table 10, we present a set of  "base case" estimates for a variety of 
models  with a data generating process 0j --  N(0,300) ,  e i ~ N ( O ,  450), Zi  ~ N ( O ,  300), 
p = 0.78, and c~ i = 100 + N(0, 300). These distributions are chosen to represent samples 
of  the sort that appear in practice. The values for the standard deviations of 0i and el, as 
well as the value of p, are based on estimates reported in Ashenfelter and Card (1985). The 
value for the standard deviation of c~i is based on the estimate reported in Heckman et al. 
(1997c). s7 Column (1) considers the base case when E(o! i [ Di  ---- 1) is the parameter  of 
interest while column (3) considers the base case when E(c~i) is the parameter  of  interest. 
The expected value of  the parameter of  interest taken over all 100 simulated datasets 
appears in the column heading for each specification. In the base case, 
E(oli [ D i = 1) = 607.8. Given that E(ozi) = 100, this indicates substantial selection into 
the program based on c~i. As previously discussed, the bias lbr E(a i )  is the bias for E(c~i [ 
D i = 1) plus E(c~ i - E(~i) ] D = 1) = E(Uli  - Uoi [ D = 1), the term incorporated into 
the definition of E(oli [ D  i = 1). 

In the remaining columns of Table 10, we vary one aspect of the data generating process 
at a t ime using the base case as a point of  departure. Column (2) presents the common 
coefficient case, with c~ i = c~ = 100 for all i. Column (4) presents the case of a random 
coefficient model  where agents know E(c~) rather than a i  when making their program 
participation decisions. Thus there is ex ante homogenei ty  but ex post heterogeneity in 
realized outcomes so E(oli  ] D i = 1) = E(ozi) and Zi is a valid instrument for both para- 
meters. Column (5) presents the base case with an increased variance of c~z. For each 

87 If c~ is a log concave random variable, then in a Roy model, the Heckman et al. (1997c) estinmtes of the 
valiance of c~i are understated since they estimate Var(c# ] D i = l) and not Var(o!i). 
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specification in Table 10, Table 11 presents estimates using the matched comparison group 
sample. 

In Section 7 we focused primarily on identification of  the various parameters of  interest 
under different assumptions about data generating processes. This focus follows much of 
the recent econometric literature on program evaluation, starting with Heckman and Robb 
(1985a, 1986a). In practice, securing identification is only a useful first step in determining 
a valid estimation strategy. The sampling variability of  alternative estimators is an impor- 
tant consideration in picking an estimator. Different estimators converge to the true value 
at different rates. Table 12 presents some Monte Carlo evidence on the rates of  conver- 
gence of  the estimators we examine using different sample sizes. 

Table 13 presents the results from simulations in which we reduce the standard devia- 
tions of the random variables determining outcomes and participation one at a time, 
holding the overall variances fixed, in order to explore the effect of  the size of  relative 
components of variance on the bias. 

We stress that the Monte Carlo analysis reported in this chapter is illustrative rather than 
definitive. Heckman and Smith (1998e) present a much more comprehensive Monte Carlo 
study which examines the bias and small sample variability of the main non-experimental 
estimators presented in Section 7. Our work draws from their findings. 

8.3 .3 .  T h e  e s t i m a t o r s  w e  e x a m i n e  

The assumptions required to justify each estimator are discussed in Sections 3, 4 and 7. 
Here we briefly discuss how each estimator was implemented in our simulation study. The 
estimators selected are those most commonly used in the literature. The entries in the 
tables indicate the mean and, in parentheses, the standard deviation of the estimates 
obtained from the 100 simulated samples. For the IV and Heckman (1979) estimators 
we present additional statistics of interest. Unless otherwise noted, the estimates presented 
in these tables reflect impacts o n  Yk+4. 

The first estimator in each table is the cross-section estimator applied to post-program 
earnings. Because we do not include any observables in the earnings equation, the cross- 
section estimator is the coefficient on Di in a regression of  Yi,k+4 o n  D i and is equivalent to the 
difference between the mean of participant and non-participant earnings. The cross-section 
estimator is biased downward when Var(0i) > 0 or p > 0. When Var(0i) = p = 0, the 
cross-section estimator identifies E(c~i I Di  = 1 ) when applied to post-program earnings. 

The second, third and fourth rows in each table present three alternative versions of the 
difference-in-differences estimator based on the averages (over D = 1 and D = 0) of the 
comparisons: 

Yi, - Yi,~' = a i O i  + (Ui ,  - Ui,t,), (8.6) 

where t / < k < t. In all three rows, t -- k + 3 is the "after" period. The three rows differ 
based on the value chosen for the "before" period, to show the effect of differencing 
relative to different points in the sequence along Ashenfelter' s dip and also to illustrate the 
symmetric differencing estimator. In the second row, the before period is k - 1, in the 
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Table 12 
Bias in non-experimental  estimates of the impact  of training (unmatched comparison group samples) ~ 

Est imator  b Base case c with Base case with Base case with 

sample size -- 2500; sample size = 5000; sample size = 10000; 

parameter of interest parameter  of interest parameter of interest 

E(c~ ] D  = 1) = 615.1 E(~  I D = 1) = 614.6 E(c~ I D = 1) = 614.6 
(1) (2) (3) 

Cross-section 
Mean - 102.0 - 1(/6.0 103.4 

SO (35.4) (24.7) (18.8) 

Diff-in-diff ( 1 , 3 )  
Mean 34.5 34.5 34.6 

SD (35.1) (25.3) (17.0) 

Diff-in-diff ( - 3 , 3 )  
Mean 13.0 13.7 10.5 

SD (38.5) (26.7) (18.4) 

Diff-in-diff ( - 5 , 3 )  
Mean 48.4 47.3 - 4 4 . 4  

SD (33.8) (22.0) (16.8) 

AR(1) regression 
Mean - 4 . 4  20.9 26.5 

SD (137.1) (85.8) (65.2) 

IV est imator 
Mean 191.2 201.1 173.4 

Medi an 118.7 - 205.1 - 170.8 

SD (837.4) (470.9) (322.2) 
Corr(Z,D) 0.0536 0.0577 0.0577 

Ashenfelter (1979) 
Mean 73.0 71.0 70.3 

SD (30.1) (21.8) (15.5) 

Heckman (1979) 
Mean 2:0 60.5 - 38.8 

Median 24.8 - 2 7 . 6  - 2 0 . 6  

SD (93 1.8) (584.1) (380.8) 

Kitchen sink 
Mean -20.3 -23.2 - 2 2 . 6  

SD (30.2) (20.9) (15.9) 

a Estimates are based on 100 simulated samples of the indicated size. The "mean" row presents the mean of tile 
estimates from the 100 samples while  the "SD" row presents the standard deviation of the estimates from the 100 

samples. The "Corr(Z,D)" row for the IV estimates gives the average correlation between the participation 

indicator, D, and the instrument, Z. 
bThe "base case" has 0 ~- N(0,300),  ~ -- N(0,280),  Z -- N(0,300),  V -~ N(0,200L p -  - 0.0, 

c~ = 100 + N(0, 300). Estimates for the base case with samples of size 1000 appear in Table 10. This case is 

based on estimates of the size of the permanent and transitory components of earnings from Ashenfelter and Card 

(1985) and of the variance in the impacts of training from Heckman et al. (1997c). In column (1), the fractions of 
Var(Yk+4 i D = 1) accounted for by ~ and 0 are 0.0556 and 0.2678, respectively. In column (2), the fractions are 

0.0561 and 0.2692, respectively. In column (3), the fractions are 0.0558 and 0.2695, respectively. 
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third row it is k - 3, which is the symmetric case, and in the fourth row it is k - 5. The 
general difference-in-differences estimator will only be consistent for E(o!i [ D i = 1 ) when 
p = 0 .  

The filth estimator is the simple autoregressive estimator discussed in Section 7.6: 

Y# = PYi , t - i  + (1 - p)/3 + (1 - p)E(oli [ D i = 1 )D i + (1 - p)O i 

+(1 - p)Di[ee i - E(c~i [ D i = 1)] + eit 

= PYi,t-L + / 3 *  + oz*Di + O* + (l - p ) D i [ ~  i - E(c~i ] Di = 1)] + air, (8.7) 

where /3* = (1 - p)/3 and c~* = (1 - p)E(ai  ] D i = 1). We  define deAR = 6!*/(1 --/5) 
where ~*and  t3 are the OLS estimators of  (1 - p)E(c~i i Di = 1) and p, respectively. 
The autoregressive estimator identifies E ( o l i ] D  i = 1) only when Var(Oi )= 0 and 
o-~ = 0, i.e., only when there are no fixed effects in the outcome equation and there is 
no heterogeneity in the impact of treatment. 

The sixth estimator we consider is an instrumental variables (IV) estimator. We  calcu- 
late the IV estimates using Z~, the observable variable in the participation equation, as an 
instrument for the training indicator variable, Di, in earnings Eq. (8.3). For post-program 
earnings, the IV estimator will consistently estimate E(ozi ] D i = 1) if E(ZiDi) :~ O, 
E(ZiOi) = 0, and E(Zi~i) = 0 for all t and if  c~i is the same for everyone or, when it is 
heterogeneous, if  agents do not choose to part icipate in the program based upon it. If  
agents select into the program based on c~ i, then IV is inconsistent for E(o!i  I D i = 1). 
However,  in this case IV estimates the LATE associated with the instrument Zi because our 
model satisfies the monotonici ty and independence conditions (7.IA.1) and (7.IA.2) of 
lmbens and Angrist  (1994). Accordingly,  provided that the estimates converge adequately 
to large sample values, our Monte Carlo analysis reveals how much the LATE differs from 
treatment on the treated assuming that the estimator is consistent. 

The seventh est imator we consider is Ashenfel ter ' s  (1979) difference-in-differences 
autoregressive estimator. His estimator may be written as 

Yit -- Yik = ( p t + l  _ P)gi,k 1 + /3** + °l**Dit  + 0"* + U**. (8.8) 

From knowledge of  p,  Ashenfelter proposes to estimate the parameter of  interest, 

E ( o e i l D  i = 1), using 

t 1 

d~as H = (1 -- p) all'**, (8.9) 

where &** is the OLS estimate of c~** in Eq. (8.8). When p ¢ 0, this estimator is biased 
and inconsistent for c~ in the common coefficient model  and for both E(c~i) and E(oli t 
D i = 1) in the random coefficient model  (Heckman, 1978). 

The eighth est imator shown in each table is the Heckman (1979) two-step estimator 
based on the assumption that the unobservables in the outcome and participation equations 
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are jointly normally distributed. The general control function estimator, of which the 
Heckman (1979) estimator is a special case, is given by Eq. (7.15). Under its identifying 
assumptions, this estimator consistently estimates both E(c~i) and E(c~i [ Di = t) using the 
procedures described in Section 7.4.2. Because we assume normal errors, our analysis is 
favorable to this estimator. 

The final row in each table presents what we call the "kitchen sink" estimator. This 
estimator approximates the common practice of  conditioning on whatever variables are 
available in an earnings equation that also includes an indicator for receipt of training. The 
Barnow et al. (1980) estimator is a version of  the kitchen sink estimator (see the discussion 
in Section 7.4.1). We implement this estimator by regressing earnings in each post- 
program period on Di, Xi, Yi,k 2, and Yi,k---I. This estimator is inconsistent for all of  the 
specifications we consider except those with p = 0. 

8.3.4. Results from the simulations 
All of  the specifications we consider depart from the base case presented in the first 
columns of  Tables 10 (for the unmatched comparison group) and I l (for the matched 
comparison group). In the base case, the cross-section estimator is biased downward in 
both the unmatched and matched samples because persons with low fixed effects, 0i, are 
differentially more likely to participate in the program, which implies that participants 
have lower average earnings without training than do comparison group members. This 
bias is accentuated by selection into the program based on low values of ei, in the eltroll- 
ment period k, which persist over time due to the high value of  p. Using a matched 
comparison group cuts the mean bias for the cross-section estimator roughly in half. 
The difference-in-differences estimator takes care of the selection on Oi when that is the 
only source of  bias, but not the selection bias due to the persistence in the transitory 
shocks. It has a lower mean bias than the cross-section estimator but is still inconsistent. 
Use of  a matched comparison group has mixed effects on the bias in the difference-in- 
differences estimator. 

The AR(1) estimator is consistent if ~0 = 0 and o-~ = 0. In the base case, even though 
o- 0 > 0 and o-~ > 0, the estimator performs relatively well, with the lowest mean bias for 
the unmatched comparison group and one of  the lowest with the matched comparison 
group. This is an artifact of the specific parameter values chosen for the base case model. 
For this model, several sources of  bias ,just happen to cancel out, resulting in a lower 
overall bias (Heckman and Smith, 1998e). in particular, Yia I is positively correlated with 
both Oi and Di(o~ i - E(ogi I D i  = 1)) in the outcome equation error, and D i is negatively 
con'elated with Oi. Heckman and Smith (1998e) present a comprehensive analysis of  this 
case and demonstrate that perturbations in the base case specifications produce large 
biases in the AR(1) model. 

The IV estimator is inconsistent for treatment on the treated in the base case because Zi 
is correlated with the error term conditional on Di as shown in Section 7.4.3. This incon- 
sistency is reflected in large and highly variable biases with both the matched and 
unmatched comparison groups. However, IV consistently estimates the LATE associated 
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with Zi. Using the median value, the LATE parameter is 25% lower than the treatment on 
the treated parameter, The Ashenfelter (1979) and kitchen sink estimators are inconsistent 
as well, but have relatively small estimated biases. In both cases, conditioning on lagged 
earnings appears to provide an imperfect but still helpful control for the effects of  selection 
in both the matched and unmatched samples. 

Column (2) of  Tables t0  and 11 presents the bias for the common coefficient case in 
which ~r~ = 0 for the unmatched and matched comparison groups, respectively. Switching 
from the variable coefficient case to the cormnon coefficient case has two important 
effects. First, in the common coefficient case selection into the program depends solely 
on 0i and Uit. In contrast, in the random coefficient base case, persons with values of  0~ or 
Uit near zero, or even positive, will nonetheless select into training if they have a large 
enough value of a~. Figs. 12 and 13 show that in the common coefficient case, the 
distribution of  0~ for trainees differs much more sharply from that for non-trainees than 
in the random coefficient base case. A ~hrther consequence of eliminating c¢~ as a deter- 
minant of  program participation is that Ashenfelter's dip becomes much deeper in the 
common coefficient case, reflecting the stronger sorting on 0i and Ui. Figs. 14 and 15 
illustrate this difference. 

In the random coefficient base case, selection into the program based on ai acts like 
randomization for the parameter E(a~ I Di ~- 1) because a~ is uncorrelated with all of the 
components of post-program error. The more D~ is driven by variation in a~, the more 
exogenous it is and the smaller the bias. To see this, compare the cross-section estimator in 
columns (1) and (2). Without the benefit of the pseudo-randomization induced by selection 
into the program based on ai, the bias in the common coefficient case, which has the same 
variances of  0~ and Uit as the base case, is much greater. The stronger selection on 0i and U~ 
in the common coefficient case and the deeper dip it induces substantially increase the 
mean bias in all cases except the IV and Heckman (1979) estimators for both the 
umnatched and matched comparison groups. 

The second important effect of switching to the common coefficient model is to drama- 
tically improve the performance of the IV and Heckman (1979) estimators. (This also 
shows up in their excellent performance in column (4) for the model in which E(o!i ] D i 
1) = E(ozi) and there is no selection on ai.) As discussed in Section 7.4, in the common 
coefficient case, Z~ is a valid instrument (or exclusion restriction) because it is no longer 
correlated with the error term conditional on Di. As a result, both the mean bias and the 
variability in the estimates across samples fall. 

Column (3) of  Tables 10 and 11 shows the mean bias when E(ai)  rather than E(o~i l 
D i - -  1) is the parameter of  interest. As indicated by the values in the column headings 
these parameters differ greatly in our base case model because there is strong selection into 
the program of persons with high values of  c~. As a result, estimators which estimate 
E(ozi [ Di = 1) with low bias provide highly biased estimates of E(c~/). For this parameter~ 
the dependence o f D  i on o~ i is a source of  bias rather than a solution to the bias problem as it 
is when the parameter of  interest is E(ai [ Di = 1). 

Column (4) of  Tables 10 and 11 shows the bias fol the case where c~i varies across 
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persons but selection decisions are based only on the expected value E(ai). That is, in this 
case, potential trainees are assumed not to know the idiosyncratic component of their gain 
(or loss) from training. The estimated biases for the all of the estimators other than the 
AR(1) are essentially the same as in the common coefficient case, because in both cases 
variation in D i is not driven by variation in ai. For the AR(1) estimator, the additional error 
component in the earnings equation adversely affects the performance of the estimator. 

The final column of Tables 10 and 11 presents the estimates when the base case is 
altered by increasing the variance of ~i while holding the variances of 0i and Uit fixed. This 
essentially randomizes Di against the error term Oi + Uit-~-Di(o~i- E(o~ilDi = 1)) .  

Ceteris paribus, increasing the heterogeneity of the impact of treatment improves the 
performance of all of the estimators we examine except for the IV and Heckman (1979) 
estimators so long as  E(ozi [ Di = 1) is the parameter of interest and agents act on c~ in 
making program participation decisions. 

The evidence presented in Table 10 is based on Monte Carlo using simulated samples of 
1000 observations. Though small, evaluators often use samples of this size in practice. In 
order to study how much of the bias reported in Table 10 results from failure to converge to 
the true bias values, and in order to gauge the reliability of large sample theory when 
applied to samples of the sizes used in practice, we present bias estimates from simulated 
samples of size 2500, 5000 and 10,000 in Table 12. The estimates of bias reported there 
correspond to those reported in column (1) of Table 10. We find that the estimates in Table 
10 provide an accurate gauge of the bias present in all of the non-experimental estimators 
we examine other than the IV estimator. The IV estimator constitutes an important excep- 
tion because it converges slowly and is unstable in small samples. 

Table 13 shows the effects on the estimated bias for the base case model presented in 
Table t0 of changing the relative variances of the observed and unobserved variables 
affecting earnings and participation. The first two columns vary the contributions of U~t 

and Oi to the outcome equation error variance, holding the overall variance, 
Var(Uit) + Var(0i), fixed. Columns (3) and (4) vary the relative contributions of Zi and 
Vi in determining Di. The final column presents the special case where there is no selection 
bias in post-program outcomes because Var(0i) = 0 and p = 0. In each case, the exact 
values for the variances appear in the table notes. 

The results reported in the first two columns are pretty much as expected. The bias for 
the cross-section estimator increases when the contribution of 0i to the outcome equation 
increases. The difference-in-differences estimators are designed for the case where 0i is an 
important component of the bias. A comparison of columns (1) and (2) reveals that as the 
variance of 0i increases, the bias from using this estimator decreases. The AR(1) estimator 
is designed to exploit the autoregressive properties of the error term in the outcome 
equation. Therefore it is not surprising that as the variance due to the autoregressive 
component declines and the variance due to the fixed effect increases, the performance 
of the AR(1) estimator deteriorates. The performance of the other estimators is not much 
affected by the relative variances of 0~ and ei. This is not surprising because they do not 
depend on the time series properties of the error terms in the outcome equation. 
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The second two columns present the bias in the base case model when the relative 
variances of the observables, Z, and unobservables, V, in the participation equation are 
changed, keeping the total variance fixed. These changes affect only the IV and Heckman 
(1979) estimators, which make explicit use of the participation equation. As the variance 
of Z declines from column (4) to column (3), the correlation of D with Z drops from 0.0677 
to 0.0063, and the quality of both the IV and Heckman (1979) estimators declines, as 
evidenced by the increases in mean bias and in the variance of the bias across the simulated 
samples. Both estimators rely on an exclusion restriction and on variation in Zi relative to 
the outcome equation error term, although they use this information in different ways. As a 
result, when the exogenous variation in Zi is small, the performance of these estimators 
deteriorates. 

The case of no selection bias shown in column (5) of Table 13 is an ideal case for all of 
the estimators other than the Ashenfelter (1979) estimator, which makes use of Yik. As 
expected, almost all of the estimators show a very low estimated mean bias. However, it is 
surprising that the IV estimator does so poorly in this case. This poor performance reflects 
the intrinsic variability in the IV estimator already noted in our discussion of Table 12. 

Tables 14 and 15 indicate the sensitivity of the estimated biases to different matching 
rules when the matched comparison group samples are used. Table 14 reports estimates for 
the base case and Table 15 reports estimates for the common coefficient case. The first four 
columns present biases from matching on earnings at different lags, or on the sum of 
earnings over the five pre-program periods. The final column reports estimates based on 
matching on a propensity score obtained by estimating a probit model of participation 
including Zi, Yi,k J, Yi,k 2 and Yi,k-3 as independent variables. 

As noted in Section 7.2, using matching to construct a comparison sample alters the 
properties of the generated samples compared to random samples and thereby affects the 
properties of many estimators. The Heckman (1979) estimator is especially vulnerable 
because matching alters the joint distribution of the unobservables in the participation and 
outcome equations. The IV estimator is also sensitive to departures from random sampling 
for reasons analyzed in Section 7.7. In both cases, Table 15, as well as the estimates 
reported in Table 11 for matched samples, demonstrates that these effects are especially 
pronounced in the case of the common coefficient model where o-,~ = 0, as the variability 
in the bias fi;om both estimators is substantially higher in the common coefficient case. As 
we have stressed throughout this section, and as is already evident in column (3) of Tables 
10 and 11, increasing the variance of ~i when the parameter of interest is E(cei [ D i = 1), 
and persons select into the program on the basis of C~z (and other variables), reduces bias 
because more of the variation in D i results from factors that do not contribute to selection 
bias. 

8.4. Spec~cation testing and the fallacy of alignment 

The message of Sections 3-7 is that tile choice of an estimator to evaluate a program 
requires making judgments about outcome equations, participation rules and the rela- 
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tionship between the two. All estimators, including social experiments, are based on 
identifying assumptions which are often difficult if not impossible to test on the avail- 
able data. For example, the validity of social experiments depends on assumption 
(5.A.1) or assumptions (5.A.2a) and (5.A.2b), which state that randomization does 
not disrupt the program being evaluated. Testing for disruption effects turns out to 
be a difficult task (see Heckman et al., 1996a). Testing whether a variable is a valid 
instrument is also difficult unless one has access to the true parameter via some other 
identifying assumption, such as another instrument, a valid social experiment or one of 
the other identifying restrictions discussed above or in Heckman and Robb (1985a, 
1986a). The inability to test maintained identifying assumptions on the available data is 
a source of frustration to many. 

One widely used practice in the evaluation literature apparently evades this problem 
by testing evaluation models on pre-program data and then using the models that pass 
the tests to evaluate the program. Papers by Ashenfelter (1978), Ashenfelter and Card 
(1985) and Heckman and Hotz (1989) exemplify this approach. The idea underlying 
this approach is that if a selection estimator correctly adjusts for differences in pre- 
program earnings levels (or some other outcome measure) between future participants 
and non-participants, it should also adjust correctly for post-program differences and 
therefore be a valid estimator for evaluating the program. This method could also be 
applied to the matching estimators defined in Section 7.4.1. According to this line of 
reasoning, a good match on pre-program outcome levels should produce a valid esti- 
mator for post-program levels. 

The basic idea underlying this method is captured by the following testing framework. 
Write A(YI~,,Xt,) for tile adjusted pre-program earnings of program participants and 
A(Y0t',X1') for the adjusted pre-program earnings of non-participants, where / <  k. 
Then, for a common XI,, test the hypothesis 

A(Y~t,, X,,) = A(Yot,, Xt, ). (8.10) 

Most commonly such tests are based on the model of (3.10). In that context, the test for a 
valid comparison group is a test of the hypothesis H0: a = 0 in the equation 

Yt, = X~,~ + D a  + U,,, f < k, 

estimated using pre-program data on participants and comparison group members. Here 
D = 1 denotes that a person will be a participant in period k. If/4o is not rejected, the 
comparison group is deemed to be adequate. 

This logic seems compelling, but is potentially misleading. The success of testing 
strategies based on the alignment of pre-program earnings depends on the serial corre- 
lation properties of the error term in the earnings equation. Suppose, for example, that 
program participants and non-participants have identical pre-program earnings histories 
but that participants experience a permanent loss in earnings at the time of enrollment 
in period k. In this case, finding that a particular estimator or comparison group 
correctly aligns earnings in periods prior to k tells little about the validity of a post- 
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program comparison. Even if the program had a strong positive impact on participant 
earnings compared to what they would have earned without the program, post-program 
comparisons between participants and non-participants based on estimators or compar- 
ison groups which correctly aligned pre-program earnings might still yield a negative 
impact estimate for the program because of the large negative shock experienced by 
participants. 

Using tests based on the alignment of pre-program earnings or outcome levels to 
evaluate the validity of an estimator or comparison group or both is the alignment fallacy. 
The widely used Heckman and Hotz (1989) tests of the validity of non-experimental 
selection estimators using pre-program earnings are based on the alignment fallacy. Its 
practical importance can be illustrated by re-examining an old controversy in the evalua- 
tion literature. In the early 1980s, two major consulting firms - Westat, Inc. and SR1 
International - used matching to construct comparison groups to evaluate the US CETA 
training program. Both firms had access to the same large datasets and both hired expert 
statisticians who advocated matching as an evaluation estimator. They both chose their 
comparison groups to align the earnings of participants and comparison group members in 
the pre-program period. 

As shown in Fig. 3, Ashenfelter's dip characterized the earnings of participants in the 
CETA program. SRI chose to match on earnings two periods prior to the enrollment 
period. It picked as comparison group members persons whose earnings were very similar 
to participants in period k - 2. Westat aligned using earnings in period k - 1. Using a 
simple matching estimator for post-program earnings, SRI reported a negative impact of 
CETA on participant earnings that was substantially lower than the impact reported by 
Westat. Figs. 15 and 16 demonstrate how this would happen. Those figures are based on 
our adaptation of the empirical model of Ashenfelter and Card (1985) used to generate the 
simulations in Section 8.3. That model is rich enough to generate Ashenfelter's dip. Figs. 
15 and 16 show the earnings of participants, matched non-participants, unmatched non- 
participants and all non-participants for comparison groups based on matching in periods 
k - 2 and k - 1, respectively. 

Comparing Figs~ 15 and 16, when we match so that future participant and non-pai~ici- 
pant earnings are the same in period k - 2, mean reversion causes the earnings after period 
k of persons aligned in k - 2 to be higher than those of persons aligned based on earnings 
in period k - 1. as This implies that the matching estimator used by SRI should produce a 
lower estimate of program impact than the matching estimator used by Westat, which is 
exactly what was found. Neither matching estimator may be correct, but the ordering of 
the estimates obtained from them is predicted from our knowledge of the earnings 
dynamics of program participants. 

Alignment on pre-program earnings is not guaranteed to produce valid estimators of the 
impact of a program using post-program earnings. It is thus interesting, but not by any 

~a There were other matching v~iables used by both groups but the use of earnings at different lags to form 
matched samples plays the main role in explaining the discrepancy between tile two studies. 
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means conclusive, that specification tests based on alignment of pre-program earnings 
developed by Heckman and Hotz (1989) have been found by them and by others such as 
Friedlander and Robbins (1995) to eliminate from consideration the most biased estima- 
tors of training impact. Even in these studies, many estimators that survive the tests still 

exhibit substantial bias. 

8.4.1. Testing identifying assumptions 
As noted by Heckman and Robb (1985a, 1986a), most of the conventional econometric 
estimators make strong overidentifying restrictions which can be tested. The fixed effects 
and inverse Mills '  ratio estimators are examples of evaluation models with strong over- 
identifying assumptions. 89 Heckman et al. (1997a) present tests of over-identifying 

assumptions for matching estimators for non-experimental  data. 
Nonetheless, Heckman and Robb (1985a, 1986a) also note that all econometric evalua- 

tion models can be weakened to a just-identified form, and they present many examples of 
how this can be done. Just-identified models offer one interpretation of the available data 
but other just-identified models are equally good descriptions of the same data. The only 

~9 Tests of the fixed effect model for panels of length greater than T = 2 are presented in Chamberlain (1984), 
Hsiao (1986) and Baltagi (1995). Tests for the normal selection model based on the properties of censored normal 
residuals are discussed in Amemiya (1985) among other sources. See also Bera et al. (1984). 
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way to test the validity of just-identified models is to get better data to eliminate the effects 
of unobservables on selection. 

9. Indirect effects, displacement and general equilibrium treatment effects 

Except for our discussion of general equilibrium effects in Section 3.4, throughout this 
chapter we have followed most of the evaluation literature and used microeconomic partial 
equilibrium analysis as a framework for interpreting the estimates obtained from evalua- 
tion studies. As stated in Section 3, the key identifying assumption in this approach is that 
the no-treatment outcomes within a given policy regime closely approximate the outcomes 
in a no-program regime. In the language of Lewis (1963), this assumption allows analysts 
to ignore indirect effects. In the context of evaluating large scale employment and training 
programs at a national level, it is natural to ask whether this assumption is valid and the 
consequences for an evaluation if it is not. To answer these questions in a convincing 
fashion requires constructing a model of the labor market, a task that is rarely performed in 
conventional evaluation studies. 

In this section, we summarize a line of previous research that attempts to unite the 
"treatment effect" literature with the general equilibrium policy evaluation literature. 
Calls for doing so originate in the work of Lewis (1963) and have also been made by 
Hamermesh (1971, 1993), Johnson and Layard (1986) and others. Within the framework 
of a Mortensen-Pissarides model, Davidson and Woodbury (1993, 1995) present a 
promising attempt to analyze the indirect effects of an unemployment bonus program. 
They assume that prices and wages are fixed and consider the effects of the bonus program 
on the search behavior of participants and non-participants. In a model with flexible skill 
prices, Heckanan et al. (1998d) consider the effects of changes in tuition on schooling and 
earnings, accounting for general equilibrium effects on participants and non-participants. 
We consider both models in this section after briefly surveying the traditional approach to 
accounting for indirect effects. 

Newly trained workers may displace previously trained workers if wages are inflexible, 
as they are in many European countries. For some training programs in Europe, substantial 
displacement effects have been estimated (OECD, 1993; Cahnfors, 1994). If wages are 
flexible, the arrival of newly trained workers to the market tends to lower the wages of 
previously trained workers but does not displace any worker. In the framework of Section 
3, even if the effect of treatment on the treated is positive, non-participants may be worse 
off as a result of the program compared to what they would have experienced in the no- 
program state. Non-participants who are good substitutes for the new trainees will be 
especially affected. Complementary factors will benefit. These spillover effects can 
have importaut consequences for the interpretation of traditional evaluation parameters. 
The benchmark "no-treatment" state is actually affected by the program. 9° 

9o Thus assumpt ion  (3.15) m a y  be violated and  instead E(Yo [ D --- 0, ~)  < E(Y o ] D = 0, ~ = 0). 
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To demonstrate these issues in a dramatic way, consider the effect of a wage subsidy for 
employment in a labor market for low-skill workers. Assume that firms act to minimize 
their costs of employment. Wage subsidies operate by taking non-employed persons and 
subsidizing their employment at firms. 

As indicated in Table 2, many active labor market policies have a substantial wage- 
subsidy component. Suppose that the reason for non-employment of low-skill workers is 
that minimum wages are set too high. This case is a traditional justification for wage 
subsidies (see, e.g., Johnson, 1979; Johnson and Layard, 1986). If tile number of subsi- 
dized workers is less than the number of workers employed at the minimum wage, a wage 
subsidy financed from lump sum taxes has no effect on total employment in the low wage 
sector because the price of labor for the marginal worker hired by firms is the minimum 
wage which is the same before and after the subsidy program is put in place. The marginal 
worker is unsubsidized both before and after the subsidy program is put in place. 

The effects of the program are dramatic on the individuals who participate in it. Persons 
previously non-employed become employed as firms seek workers who carry a wage 
subsidy. Many previously-employed workers become non-employed as their employment 
is not subsidized. There are no effects of the wage subsidy program on GDP unless the 
taxes raised to finance the program have real effects on output. Yet there is substantial 
redistribution of employment. Focusing solely on the effects of the program on subsidized 
workers greatly overstates its impact on the economy at large. 

In order to estimate the impact of the program on the overall economy, A(~5) in the 
notation of Section 3, it is necessary to look at outcomes for both participants and non- 
participants. Only if the benefits accruing to previously-non-employed participants are 
adopted as the appropriate criterion would the effect of treatment on the treated be a 
parameter of interest in this situation. Information on both direct participants and affected 
non-participants is required to estimate the net gain in earnings and employment resulting 
from the program. 

In the case of a wage subsidy, comparing the earnings and employment of subsidized 
participants during their subsidized period to their earnings and employment in the pre- 
subsidized period can be a very misleading estimator of the total impact of the program. So 
is a cross-section comparison of participants and non-participants. In the example of a 
subsidy in the presence of a minimum wage, the before-after estimate of the gain exceeds 
the cross-section estimate unless the subsidy is extended to a group of non-employed 
workers as large as the number employed at the minimum wage. For subsidy coverage 
levels below this amount, some proportion of the unsubsidized employment is paid tile 
minimum wage. Under these circumstances, commonly-used evaluation estimators 
produce seriously misleading estimates of program impacts. 

The following example clarifies and extends these points to examine the effect of 
displacement on the trilogy of estimators discussed in Section 4. Let N be the number 
of participants in the low-wage labor market. Let NE be the number of persons employed at 
the minimum wage M and let Ns be the number of persons subsidized. Subsidized persons 
receive the minimum wage. Subsidization operates solely on persons who would other- 
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wise have been non-employed and had no earnings. Assume NE > Ns. Therefore, the 
subsidy has no effect on total employment in the market, because the marginal cost of 
labor to a firm is still the minimum wage. Workers with the subsidy are worth more to the 
firm by the amount of the subsidy S. Firms would be willing to pay up to S + M per 
subsidized worker to attract them. 

The estimated wage gain using a before-after comparison for subsidized participants is 

Before-after : S + M - 0 = S + M, 

because all subsidized persons em'n a zero wage prior to the subsidy. The estimated wage 
gain using cross-section comparisons of program participants and non-participants is 

Cross-section" (S + M) - M (N~:(N _ Ns) _ S + M(  N ~ - N E ) < S + M, 

where (S+M) is the average participant's wage and M(N - Ne)/(N - Ns) is the average 
non-participant's wage. Since Ne > Ns, the before-after estimator is larger than the cross- 
section estimator. The widely used difference-in-differences estimator compares the 
before-after outcome measure for participants to the before-after outcome measure for 
non-participants. 

Difference-in-differences : 

\ N - U s  N T N s  = S + M  F - - U s  

The gain estimated from the difference-in-differences estimator exceeds the gain esti- 
mated from the before-after estimator which in turn exceeds the gain estimated from the 
cross-section estimator. The "no-treatment" benchmark in the difference-in-differences 
model is contaminated by treatment. 

The estimate of employment creation obtained from the three estimators is obtained by 
setting M = 1 and S = 0 in the previous expressions. This converts those expressions into 
estimates of employment gains for the different groups used in their definition. 

None of these estimators produces a correct assessment of wage or employment gain for 
the economy at large. Focusing only on direct participants causes analysts to lose sight of 
overall program impacts. Only an aggregate analysis of the economy as a whole, or 
random samples of the entire economy, would produce the correct assessment that no 
wage increase or job creation is produced by the program. The problem of indirect effects 
poses a major challenge to conventional micro methods used in evaluation research that 
focus on direct impacts instead of total impacts, and demonstrates the need for program 
evaluations to utilize market-wide data and general equilibrium methods. 

9.1. Review of the traditional approaches to displacement and substitution 

Calmfors (1994) presents a comprehensive review of the issues that arise in evaluating 
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active labor market programs in the context of a modern economy and an exhaustive list of 
references on theoretical and empirical work on this topic. He distinguishes a number of 
indirect effects including displacement effects (jobs created by one program are at the 
expense of other jobs), deadweight effects (subsidizing hiring that would have occurred in 
the absence of the program), substitution effects (jobs created for a certain category of 
workers replace jobs for other categories because relative wage costs have changed) and 
tax effects' (the effects of taxation required to finance the programs on the behavior of 
everyone in society). A central conclusion of this literature is that the estimates of program 
impact from the microeconomic treatment effect literature provide incomplete information 
about the full impacts of active labor market programs. The effect of a program on 
participants may be a poor approximation to the total effect of the program, as our simple 
example has shown. 

Forslund and Krueger (1997) illustrate both the traditional approach to estimating 
displacement and the problems with it. The standard reduced form approach pursued by 
Johnson and Tomola (1977), Gramlich and Ysander (1981) and others regresses employ- 
ment in non-subsidized jobs in a geographical area on the number of subsidized jobs 
lagged one period and other control variables. Full displacement is said to occur if the 
estimated coefficient on lagged subsidized employment is minus one. For each subsidized 
job there is one fewer unsubsidized job. For Swedish construction workers, Forslund and 
Krueger estimate a coefficient of -0 .69 so that for each public relief worker hired, there 
are 0.69 fewer private construction workers hired. For other groups, their estimates of 
displacement are unstable and they report only a broad range of values. 

Forslund and Krueger discuss the problem of reverse causation. A negative shock to the 
economy may stimulate the use of relief workers. The estimated displacement effect may 
be a consequence of the feedback between macro shocks and the application of a public 
hiring policy. Although they present various ad hoc methods based on vector autoregres- 
sions to circumvent this problem, they sound a cautionary note about all of the reduced 
form methods used to estimate displacement and the evidence presented in the entire 
literature based on them. 

9.2. General equilibrium approaches 

A more clearly interpretable approach to the problem of measuring indirect effects of 
programs is to construct equilibrium models of the labor market in which both direct and 
indirect effects are modeled. One recent example is Davidson and Woodbury (1993). They 
consider these issues in the context of evaluating a bonus scheme to encourage unem- 
ployed workers to find jobs more quickly using a Mortensen-Pissarides search model in 
which prices are fixed. A second recent example is the analysis of Heckman et al. (1998e). 
They consider the evaluation of tuition subsidy programs in a general equilibrium model 
of human capital accumulation with both schooling and on-the-job training and with 
heterogeneous skills in which prices are flexible. The first is a model of displacement 
with fixed prices; the second is a model of substitution. 
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Both studies demonstrate the problems with, and possibilities for, general equilibrium 
analysis of the impacts of active labor market programs. They both find important indirect 
effects of the programs they evaluate. At the same time, both studies demonstrate that the 
task of finding credible parameters for general equilibrium models is a challenging one. 
We first consider the analysis of Davidson and Woodbury. 

9.2.1. Davidson and Woodbury 
The reemployment bonus scheme analyzed by Davidson and Woodbury (1993) acceler- 
ates the rate at which unemployed persons offered the bonus find jobs. The bonus is paid to 
currently unemployed eligible persons with spells below a threshold level who find jobs 
within a specified time frame. By stimulating aggregate search activity, the bonus may 
also have macro effects on output and on the search behavior of unsubsidized participants. 
The higher taxes raised to finance the program may reduce aggregate search activity by the 
unsubsidized as their return to market activity declines. The higher level of search by the 
subsidized may discourage search by their unsubsidized competitors in the labor market. 

Davidson and Woodbury (1993) consider four classes of workers: (a) unemployment 
insurance (UI) recipients who are eligible for the bonus if they get hired; (b) UI recipients 
who are ineligible for a bonus because of the length of their current unemployment spell 
(the bonus is only paid to persons with an unemployment spell below a certain length); (c) 
UI recipients who have exhausted their benefits; and (d) jobless workers who were never 
eligible to receive UI benefits and cannot receive a bonus. They develop an equilibrium 
model of search assuming that workers are income maximizing and the bonus is offered in 
the steady state. 

Workers eligible for a bonus have an incentive to accelerate their search. Those ineli- 
gible for a bonus in the current spell experience two offsetting effects: (a) the competition 
for jobs increases, making search less profitable and (b) the benefits of being unemployed 
rise in the next spell because of the bonus. The second effect promotes search because of 
the eligibility for the program conferred on persons when they eventually secure a job and 
are at risk for future unemployment. In their simulations these effects cancel out, leaving 
the search activity of this group unaffected. However, because of enhanced search by those 
with the subsidy, the rate of job acquisition declines for those currently ineligible for the 
bonus. 

For those who are permanently ineligible, only the first effect operates; as a result they 
reduce their search activity. This generates displacement. During recessions, the existence 
of a bonus leads to displacement of non-bonus workers (those permanently ineligible and 
those whose benefits are exhausted or whose eligibility has expired). Permanently ineli- 
gible workers always experience displacement. Davidson and Woodbury estimate that 30- 
60% of the gross employment effect of the bonus program is offset by displacement of UI- 
ineligible workers. Microeconomic treatment analyses of program participant employ- 
ment experiences provide a substantially misleading picture of the effect of the program 
on society at large. We next turn to a general equililbrium model of an economy with wage 
flexibility and indirect effects. 
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9.2.2. Heckman, Loehner and Taber 

The typical microeconomic evaluation of tuition policy estimates the response of college 
enrollment to tuition variation using geographically dispersed cross-sections of indivi- 
duals facing different tuition rates. These estimates are then used to determine how 
subsidies to tuition will raise college enrollment. The impact of tuition policies on earnings 
are evaluated using a schooling-earnings relationship fit on pre-intervention data and do 
not account for the enrollment effects of the taxes raised to finance the tuition subsidy. 
Kane (1994) and Cameron and Heckman (1998) exemplify this approach. 

The danger in this widely used practice is that what is true for policies affecting a small 
number of individuals, as studied by social experiments or as studied in the microeco- 
nomic "treatment effect" literature, need not be true for policies that affect the economy at 
large. A national tuition-reduction policy may stimulate substantial college enrollment and 
will also likely reduce skill prices. However, agents who account for these changes will 
not enroll in school at the levels calculated from conventional procedures which ignore the 
impact of the induced enrollment on skill prices. As a result, standard policy evaluation 
practices are likely to be misleading about the effects of tuition policy on schooling 
attainment and wage inequality. The empirical question is: how misleading? Heckman 
et al. (1998e) show that conventional practices in the educational evaluation literature lead 
to estimates of enrollment responses that are ten times larger than the long-run general 
equilibrium effects. They improve on current practice in the "treatment effects" literature 
by considering both the gross benefits of the program and the tax costs of financing the 
treatment as borne by different groups. 

Evaluating the general equilibrium effects of a national tuition policy requires more 
information than the tuition-enrollment parameter that is the centerpiece of partial equili- 
brium policy analysis. Policy proposals of all sorts typically extrapolate well outside the 
range of known experience and ignore the effects of induced changes in skill quantities on 
skill prices. To improve on current practice, Heckman et al. (1998e) develop an empiri- 
cally justified rational expectations perfect foresight overlapping-generations general 
equilibrium framework for the pricing of heterogeneous skills. It is based on an empiri- 
cally grounded theory of the supply of schooling and post-school human capital, where 
different schooling levels represent different skills. Individuals differ in learning ability 
and in initial endowments of human capital. Household saving behavior generates the 
aggregate capital stock, and output is produced by combining the stocks of different 
human capitals with physical capital. Factor markets are competitive and there is price 
flexibility. The framework explains the pattern of rising wage inequality experienced in 
the United States in the past 30 years. They apply their framework to evaluate tuition 
policies that attempt to increase college enrollment. 

For two reasons, the "treatment effect" framework that ignores the general equilibrimn 
effects of tuition policy is inadequate. First, the parameters of interest depend on who in 
the economy is "treated" and who is not. Second, these parameters do not measure the full 
impact of the program. For example, increasing tuition subsidies may increase the earn- 
ings of uneducated individuals who do not take advantage of the subsidy. To pay for the 
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subsidy, the highly educated would be taxed and this may affect their investment behavior. 
In addition, more competitors for educated workers enter the market as a result of the 
policy, and their earnings are depressed. Conventional methods ignore the effect of the 
policy on non-participants operating through changes in equilibrium skill prices as well as 
Calmfors' tax effect. In order to account for these effects, it is necessary to conduct a 
general equilibrium analysis. 

The analysis of Heckman et al. (1998e) has major implications for the widely used 
difference-in-differences estimator. If  the tuition subsidy changes the aggregate skill 
prices, the decisions of non-participants will be affected. The "no-treatment" benchmark 
group is affected by the policy and the difference-in-differences estimator does not identify 
the effect of the policy for anyone compared to a no-treatment state. 9~ 

Using their model, Heckinan et al. (1998e) simulate the effects on enrollment in college 
and wage inequality of a revenue-neutral $500 increase in college tuition subsidy on top of 
existing programs that is financed by a proportional tax. They start from a baseline 
economy that describes the US in the mid 1980s and that produces wage growth profiles 
and schooling enrollment and capital stock data that match micro and macro evidence. The 
partial equilibrium increase in college attendance is 5.3% in the new steady state. This 
analysis holds skill prices, and therefore college and high school wage rates, fixed -- a 
typical assumption in microeconomic "treatment effect" analyses. 

When the policy is evaluated in a general equilibrium setting, the estimated effect falls 
to 0.46%. Because the college-high school wage ratio falls as more individuals attend 
college, the returns to college are less than when the wage ratio is held fixed. Rational 
agents understand this effect of the tuition policy on skill prices and adjust their college- 
going behavior accordingly. Policy analysis of the type offered in the "treatment effect" 
literature ignores the responses of rational agents to the policies being evaluated. There is 
substantial attenuation of the effects of tuition policy on capital and on the stocks of the 
different skills in their model compared to a partial equilibrium treatment effect model. 
They demonstrate that their results are robust to a variety of specifications of the economic 
model. 

They also analyze short-run effects. When they simulate the model with rational expec- 
tations, the short-run college enrollment effects are also very small, as agents anticipate the 
effects of the policy on skill prices and calculate that there is little gain from attending 
college at higher rates. Under myopic expectations, the short-run enrollment effects are 
much closer to the estimated partial equilibrium effects. With learning on the part of 
agents, but not perfect foresight, there is still a substantial gap between partial equilibrium 
and general equilibrium estimates. 

Heckman et al. (t998e) also consider the impact of a policy change on discounted 
earnings and utility and decompose the total effects into benefits and costs, including 
tax costs for each group, thus isolating Calmfors' tax effect. Table 16 compares outcomes 

9J This problem of spillover effects was first studied by Lewis (1963) who pointed oul its implications for 
estimating the union-non-union wage differentiN from cross-section and repeated cross-section comparisons. 
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across two steady states: (a) the benchmark steady state and (b) the steady state associated 
with the new tuition policy. Given that the estimated schooling response to a $500 subsidy 
is small, they instead use a $5000 subsidy for the purpose of exploring general equilibrium 
effects on earnings. (Current college tuition subsidy levels are this high or higher at many 
colleges in the US.) The row "High School-High School" reports the change in a variety 
of outcome measures for those persons who would be in high school under either the 
benchmark or new policy regime; the "High School-College" row reports the change in 
the same measures for high school students in the benchmark state who are induced to 
attend college by the new policy; the "College-High School" outcomes refer to those 
persons in college in the benchmark economy who only attend high school after the policy; 

and so forth. 
By the measure of the present value of earnings, some of those induced to change are 

worse off. Contrary to the monotonicity assumption built into the LATE parameter 
discussed in Section 7, and defined in this context as the effect of the tuition subsidy on 
the earnings of those induced by it to go to college, they find that the tuition policy 
produces a two-way flow. Some people who would have attended college in the bench- 
mark regime no longer do so. The rest of society also is affected by the policy - again, 
contrary to the implicit assumption built into LATE that only those who change status are 
affected by the policy. People who would have gone to college without the policy and 
continue to do so after the policy are financially worse offfor two reasons: (a) the price of 
their skill is depressed and (b) they must pay higher taxes to finance the policy. However, 
they now receive a tuition subsidy and for this reason, on net, they are better off both 
financially and in terms of utility. Those who abstain fi-om attending college in both steady 

Table 16 
Simulated effects of $5000 tuition subsidy on different groups; steady state changes in present value of lifetime 
wealth (thousands of 1995 US dollars) ~' 

Group (proportion) b After-tax earnings After-tax After-tax earnings Utility" 
using base tax c earnings c net of tuition c 
(1) (2) (3) (4) 

High School-High School (0.528) 9.512 
High School-College (0.025) -4.231 
College-High School (0.003) -46.711 
College-College (0.444) -7.654 

-0.024 -0.024 -0.024 
13.446 1.529 1.411 

-57.139 53.019 --0.879 
-18.204 0.42 0.42 

" Source: Heckman et al. (1998e, Table 1). 
b The groups correspond to each possible counterfactual. For example, the "High School-High School" group 

consists of individuals who would not attend college in either steady state, and the "High School-College" group 
would not attend college in the first steady state, but would in the second, etc. 

Column (1) reports the after-tax present value of earnings in thousands of 1995 US dollars discounted using 
the after-tax interest rate where the tax rate used for the second steady state is the base tax rate. Column (2) adds 
the effect of taxes, column (3) adds the effect of tuition subsidies and column (4) includes the non-pecuniary costs 
of college in dollar terms. 
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states are be t t e r  off  in  the  second.  T h e y  pay  h i g h e r  taxes ,  bu t  the i r  skill  b e c o m e s  more  

scarce and  the i r  w a g e s  rise.  Those  i n d u c e d  to a t t end  co l l ege  b y  the  po l icy  are be t t e r  off  in  

t e rms  o f  u t i l i ty  bu t  are no t  necessa r i ly  be t t e r  off  in  t e rms  of  i ncome .  Note  tha t  ne i the r  

ca tegory  o f  n o n - c h a n g e r s  is a na tura l  b e n c h m a r k  for  a d i f f e rence - in -d i f f e rences  es t imator .  

The  m o v e m e n t  in  the i r  wages  before  and  af ter  the  po l i cy  is due  to the  pol icy  and  c a n n o t  be  

a t t r ibu ted  to a b e n c h m a r k  " t r e n d "  tha t  is i n d e p e n d e n t  o f  the  pol icy.  

Tab le  17 p re sen t s  the  i m p a c t  of  the  $5000  tu i t ion  po l i cy  on  the  log ea rn ings  o f  ind iv i -  

duals  w i th  10 years  o f  w o r k  e x p e r i e n c e  for  d i f fe ren t  def in i t ions  o f  t r e a t m e n t  effects.  The  

part ial  e q u i l i b r i u m  v e r s i o n  g i v e n  in the  first c o l u m n  ho lds  skill  p r ices  cons t an t  a t  ini t ial  

s teady s ta te  va lues .  T h e  genera l  e q u i l i b r i u m  ve r s ion  g i v e n  in  the  s econd  c o l u m n  a l lows  

pr ices  to ad jus t  w h e n  co l l ege  e n r o l l m e n t  var ies .  C o n s i d e r  four  p a r a m e t e r s  in i t i a l ly  def ined 

in a par t ia l  e q u i l i b r i u m  context .  T he  average treatment  effect is def ined  for  a r a n d o m l y  

se lected p e r s o n  in  the  p o p u l a t i o n  in the  b e n c h m a r k  e c o n o m y  and  asks  h o w  tha t  pe r son  

wou ld  ga in  in wages  b y  m o v i n g  f rom h i g h  school  to col lege .  T h e  p a r a m e t e r  t reatment  on 

the treated is de f ined  as the  ave rage  ga in  ove r  the i r  n o n - c o l l e g e  a l t e rna t ive  of  t hose  who  

Table 17 
Treatment effect parameters under partial equilibrium and general equilibrium; difference in tog earnings for 
college graduates versus high school graduates at 10 years of work experience ~' 

Parameter Prices fixed b Prices vary ~ Fraction of sample d (%) 
(1) (2) (3) 

Average treatment effect (ATE) 0.281 1.801 100 
Treatment on treated (TT) 0.294 3.364 44.7 
Treatment on untreated (TOU) 0.270 - 1.225 55.3 
Marginal treatment effect (MTE) 0.259 0.259 - 
LATE e 5000 subsidy 

Partial equilibrium 0.255 - 23.6 
GE (HS to college) (LATE) 0.253 0.227 2.48 
GE (college to HS) (LATER) 0.393 0.365 0.34 
GE Net (TLATE) - 0.244 2.82 

LATE e 500 subsidy 
Partial equilibrium (/.254 - 2.37 
GE (HS to college) (LATE) 0.250 0.247 0.24 
GE (college to HS) (LATER) 0.393 0.390 0.03 
GE Net (TLATE) - 0.264 0.27 

~ Source: Heckman et al. (1998e). 
b In column (1), prices are held constant at their initial steady state levels when wage differences are calculated. 
"In column (2), we allow prices to adjust in response to the change in schooling proportions when calculating 

wage differences. 
d For each row, cohilrUl (3) presents the fraction of the sample over which the parameter is defined. 
e The LATE group gives the effect on earnings for persons who would be induced to attend college by a tuition 

change. In the case of GE, LATE measures the effect on individuals induced to attend college when skill prices 
adjust in response to quantity movements among skill groups. The partial equilibrium LATE measures the effect 
of the policy on those induced to attend college when skill prices are held at the benchmark level. 
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attend college in the benchmark state. The parameter  t r ea tmen t  on the un t rea ted  is defined 
as the average gain over their college wage received by individuals who did not attend 
college. The marg ina l  t r ea tmen t  e f fec t  is defined for individuals who are indifferent 
between going to college or not. This parameter  is a l imit  version of  the LATE parameter  
under conventional assumptions made in discrete choice theory (Heckman, 1997; Heck- 
man and Vytlacil,  1999a,b). Column 2 presents the general equilibrium version of  treat-  

m e n t  on  the treated.  It compares the earnings of  college graduates in the benchmark 
economy with what they would earn if  no one went  to college. 92 The treatment on the 
untreated is defined analogously by comparing what high school graduates in the bench- 
mark economy would earn i f  everyone in the population were forced to go to college. The 
average  t r ea tmen t  e f fect  compares the average earnings in a world in which everyone 
attends college versus the earnings in a world in which nobody attends college. Such 
dramatic pol icy shifts produce large est imated effects. In contrast, the general equil ibrium 
marginal treatment effect parameter considers the gain to attending college for people on 
the margin of  indifference between attending college and only attending high school. In 
this case, as long as the mass of people in the indifference set is negligible, part ial  and 
general equilibrium parameters are the same. 

The final set of  parameters Heckman et al. (1998e) consider are versions of  the LATE 
parameter.  This parameter depends on the part icular  intervention being studied and its 
magnitude. The partial equilibrium version of LATE is defined on the outcomes of  indi- 
viduals induced to attend college, assuming that skill prices do not change. The general 
equilibrium version is defined for the individuals  induced to attend college when prices 
adjust in response to the policy. The two LATE parameters are quite close to each other 
and are also close to the marginal treatment effect. 93 General equilibrium effects change 
the group over which the parameter  is defined compared to the partial equilibrium case. 
For the $5000 subsidy, there are substantial price effects and the partial equil ibrium 
parameter  differs substantially from the general equilibrium parameter. 

Heckman et al. (1998e) also present partial  and general equilibrium estimates for two 
extensions of  the LATE concept: LATER (the effect of  the policy on those induced to 
attend only high school rather than going to college) - Reverse LATE - and TLATE (the 
effect of  the policy on all of  those induced to change whichever direction they flow). 
LATER is larger than LATE,  indicating that those induced to drop out of college have 
larger gains from dropping out than those induced to enter college have from entering. 
TLATE is a weighted average of LATE and LATER with weights given by the relative 
proportion of people who switch in each direction. 

The general equilibrium impacts of tuition on college enrollment are an order of 

,)2 In the empirical general equilibrium model of Hec~nan et al. (1998d), the inada conditions for college and 
high school are not satisfied in the aggregate production function and the marginal product of each skill group 
when none of it is utilized is a bounded number. If the Inada conditions were satisfied, this counterfactual and the 
counterfactual treatment on the untreated would not be defined. 

93 The latter is a consequence of the discrete choice fl'amework for schooling choices analyzed in the Heckman 
et al. (1998d) model. Recall our discussion in Section 3A. 
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magnitude smaller than those reported in the literature estimating microeconometric treat- 
ment effects. The assumptions used to justify the LATE parameter in a microeconomic 
setting do not carry over to a general equilibrium framework. Policy changes, in general, 
induce two-way flows and violate the monotonicity - or one-way flow - assumption of 
LATE. Heckman et al. (1998e) extend the LATE concept to allow for the two-way flows 
induced by the policies. They present a more comprehensive approach to program evalua- 
tion by considering both the tax and benefit consequences of the program being evaluated 
and placing the analysis in a market setting. Their analysis demonstrates the possibilities 
of the general equilibrium approach and the limitations of the microeconomic "treatment 
effect" approach to policy evaluation. 

9.3. Summary of general equilibrium approaches 

Any policy with a large target population is likely to have general equilibrium impacts. 
Reliance on microeconomic treatment effect approaches to evaluate such policies 
produces potentially misleading estimates. Even reducing the Heckman et al. (1998e) 
estimates by a factor of three to account for learning about future price paths, instead of 
perfect foresight, produces a sizeable discrepancy between the microeconomic treatment 
effect estimates and the general equilibrium estimates. Their work and that of Davidson 
and Woodbury (1993) indicates that the costs of ignoring indirect effects may be substan- 
tial. In future evaluations of large scale programs, we urge the use of general equilibrium 
methods to produce more accurate assessments of the true impacts of the programs being 
evaluated and to produce a more reliable guide to the distributional impacts of policies. 

The cost of this enhanced knowledge is the difficulty in assembling all of the behavioral 
parameters required to conduct a general equilibrium evaluation. From a long-run stand- 
point, these costs are worth incurring. Once a solid knowledge base is put in place, a more 
trustworthy framework for policy evaluation will be available, one that will offer an 
economically justified framework for accumulating evidence across studies and will moti- 
vate empirical research by microeconomists to provide better empirical foundations tor 
general equilibrium policy analyses. 

10. A survey of empirical  findings 

10.1. The objectives of  program evaluations 

The purpose of government training programs and other active labor market policies is to 
integrate unemployed and economically disadvantaged workers into the work force either 
by facilitating their job search, improving their work habits, or augmenting their human 
capital. In Section 3, we emphasized that program evaluators could assess the success of 
these programs by their impacts on a variety of outcomes, the choice of which depended 
on the objectives of policy makers. In practice, the outcomes of greatest interest to 
program evaluators and to policy makers who fund this research include participants' 
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labor market outcomes, such as their earnings, employment rates, transition rates out of 
unemployment and employment, wages, and use of unemployment insurance programs. 
Participants' non-labor market outcomes, such as their use of social assistance programs, 
educational attainment, criminal activity, and teen childbearing, are also scrutinized. 

The most common outcomes of interest in US program evaluations are annual or 
quarterly earnings. Positive earnings impacts are often taken as synonymous with 
increased aggregate output and costs are often ignored. By contrast, in European evalua- 
tions the most common outcome of interest is employment. This emphasis reflects an 
emphasis on programs that reduce longterm unemployment. 

Besides examining the impact of active labor market policies on participants' outcomes, 
another objective of program evaluations is to determine whether these policies constitute 
worthwhile social investments. The dominant approach followed in the program evalua- 
tion literature is to measure the net social benefit of these policies using the change in 
aggregate output attributable to the program (Heckman and Smith, 1998a). Evaluators 
estimate this change by subtracting the programs' costs from its discounted stream of 
benefits. These costs include the operating cost of the program, the cost of education and 
training expenditures, forgone earnings associated with participants' time in the program, 
and participants' out-of-pocket expenses for inputs such as transportation and child care. 

In some cases, only the direct costs of these programs are likely significant in conven- 
tional cost-benefit analyses. The forgone earnings costs of participating in training are less 
important when evaluating JSA or short WE programs, or for programs targeted toward 
economically disadvantaged persons who are prone to long spells of unemployment. By 
contrast, these costs tend to be higher when evaluating a CT program in which individuals 
acquire skills off-the-job, and their participation in the program causes them to search less 
intensely for employment. Similarly, these costs are higher for programs serving adult 
males, especially prime-aged displaced workers, who have well established work histories 
and who are more likely to be employed in the absence of training. 

In practice, conventional cost-benefit analyses usually do not account for several other 
costs that could reduce the net social benefit of employment and training programs. The 
first of these costs are the deadweight loss caused by raising taxes to finance training 
(Browning, 1987). The likely importance of these costs depends on the group being 
served. These costs should be higher for participants who are not receiving social assis- 
tance benefits. Often program evaluations report that the earnings impact of training is 
offset to some extent by a reduction in social assistance, so that participants' incomes may 
be little changed as a result of the program (see, e.g., Friedlander et al ,  1985). This result 
implies that the deadweight loss associated with raising taxes to pay for training would be 
reduced to some extent because of savings in deadweight losses due to reduced taxes 
required to pay participants' future social assistance benefits. 

A second cost usually unaccounted for in program evaluations is the value of partici- 
pants' reduced leisure time (Greenberg, 1997). In principle, such costs depend on the 
shape of labor supply curves for different groups of participants. The value of participants' 
reduced leisure time may be especially significant for economically disadvantaged 
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women. If  these women are the primary child care providers in their households, the social 
(as well as the private) cost associated with their time away from the home may be 
significant. 

Finally, a third cost usually unaccounted for, especially in US program evaluations, is 
the cost associated with displacement of non-training participants (Hamermesh, 1971, 
1993; Johnson, 1979). As discussed in Section 9, a potentially important policy parameter 
is the impact of the program on non-participants. If non-participants are displaced from 
jobs as a result of providing employment and training opportunities to participants, the 
program may have no impact on aggregate output. In the US, where a larger share of 
training dollars is spent on CT, the size of the programs compared to the economy is very 
small, and real wages have been relatively flexible, these costs are relatively small. In such 
instances, the estimated earnings impacts of the program may closely approximate the 
impact of the program on aggregate output. 

By contrast, many European countries' active labor market polices include substantial 
expenditures on wage subsidies. These policies in the context of less flexible labor markets 
suggest that the cost of displacement, substitution and deadweight, as defined in Section 9, 
can be substantial. Evidence on this is given for the United Kingdom by Begg et al. (1991) 
and Dolton (1993), for the Netherlands by de Koning (1993) and for Sweden by Forslund 
and Krueger (1997). See Calmfors (1994) for a general survey. 

The benefits from employment and training programs can come fi'om several sources. 
By design, the discounted earnings impacts should be an important social benefit of most 
successful programs. In principle, other outcomes also could yield substantial social 
benefits. These outcomes include the value of output produced by trainees while in train- 
ing, and the savings in administrative costs because of participants' reduced use of social 
welfare and of other education and training programs. Further, if improved employment 
prospects reduce asocial behaviors, society also may benefit from reduced expenditures on 
the criminal justice system, on substance abuse treatment centers, or on child welfm'e 
services. These latter benefits are potentially large for younger, less educated, training 
participants who are more inclined to engage in such asocial behavior (Mallar et al., 1982; 
LaLonde, 1995; Heckman and Smith, 1998a). 

As shown by Table 18, the primary social benefit reported in most cost-benefit 
analyses of employment and training programs is the discounted earnings gains. 
Although this table surveys only a few analyses for economically disadvantaged 
women, these results are typical of those reported in other studies. Usually, these earn- 
ings benefits are one or two orders of magnitude larger than the other measured benefits 
of these programs. Because of the importance of earnings impacts for conventiona! cost- 
benefit analyses, it is important that analysts obtain credible and precise estimates of 
their magnitude. 

The importance of estimated earnings impacts to cost-benefit analyses of employmen| 
and training programs highlights an important shortcoming of these analyses. As shown by 
the last row in Table 18, most program evaluations follow participants only for a couple of 
years following theil" enn2¢ into the program. Often the earnings impacts during this period 
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are insufficient to justify the programs' costs. Cost-benefit analyses in this literature 
customarily project the earnings impacts obtained during the observation period into the 
future, sometimes for as long as participants' expected working life, and then discount 
these projected impacts at rates ranging from 0 to 15% (see, e.g., Kemper et al., 1981, pp. 
174-177, Table VIII.2). In addition, evaluators sometimes allow these projected impacts 
to decay through time (see, e.g., the references in Table 18). 

As shown by the third row of Table 18, the projected earnings gains can constitute a 
significant portion of the total earnings gains associated with the program. In the most 
extreme case, more than three-fourths of the earnings impact used in the cost-benefit 
analysis of the NSW Demonstration was based on out-of-sample projections. Because 
the estimated benefits from the reduced use of other social programs by NSW treatments 
also were based on similar projections, the net social benefit of the NSW Demonstration 
during the first 27 months is actually negative. This evidence underscores the importance 
of funding the collection of data that enable longterm evaluations of employment and 
training programs. 

For evaluations that look only at post-program earnings impacts, another potential 
source of benefits from active labor market policies is the value of the output produced 
by participants while they were in the program. 94 As shown by the first column of Table 
18, this benefit constituted a significant fraction of the total benefit from the NSW 
program. This result is expected in programs that provide WE compared with those that 
provide JSA or CT. When training consists of a subsidized job in the public or non-profit 
sector, evaluators assume that the work performed by participants is valuable to society. 
Because the NSW program provided relatively longterm WE to a large percentage of 
participants, the value of in-program output is large compared to other programs. In 
contrast, the WE in the San Diego CWEP program shown in the second column lasted 
only a few weeks and was provided to only a small fraction of participants. As a result the 
value of in-program output was small. 

To demonstrate the sensitivity of conventional cost-benefit analyses to assumptions 
about the costs and benefits of employment and training programs, we reexamine the 
net social benefits of the WE provided in the NSW Demonstration and of JTPA services 
provided in the NJS. Since the "final reports" for these two studies were published, there 
have been two subsequent studies that have followed participants for up to 8 and 5 years, 
respectively (Couch, 1992; US General Accounting Office, 1996). Both of these studies 
indicate that the positive shortterm earnings impacts originally reported for adult women 
in the NSW Demonstration and adults in tile NJS persisted, whereas neither program had a 
significant short- or longer-term impact on youths' earnings. 

As shown by Table 19, the estimated net social benefit of treatments' access to WE in 
the NSW Demonstration are negative for youths, but are sometimes positive for adult 

94 When the in-program period is included in the estimation of program impacts, and participants are paid a 
market wage, the value of in-program output is implicitly included in the impact estimate because it is reflected in 
the participants' earnings. 
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Table 19 
Net social returns and internal rates of return: National Supported Work Demonstration (impacts and costs in 
1978 US dollars) ~' 

Benefit Welfare AFDC Annual AFDC Women Youth net 
duration cost of Women Youth discount net social social 

taxation INN b IRR rate benefit benefit 

3 years 

8 years 

Indefinite 

0.00 <0  <0  0.00 -2152  - 1528 
0.05 -2167  1541 
0.10 -2180  -1553  

0.50 <0  <0  0.00 -3489  2406 
0.05 -3504  2419 
0.10 -3517  -2430  

1.00 <0  <0  0.00 -4826  3283 
0.05 -4841 -3296  
0.10 4854 -3308  

0.00 0.005 <0  0.00 54 1463 
0.05 - 4 2 8  -1482  
0.10 - 7 8 9  -1499  

0.50 <0  <0  0.00 -1283  2341 
0.05 1765 -2359  
0.10 -2126  .... 2377 

1.00 <0  <0  0.00 -2620  3218 
0.05 3102 -3237  
0.10 -3463  -3254  

0.00 0.136 <0  0.00 NA c NA 
0.05 4648 -1942  
0.10 961 --1658 

0.50 0.091 <0  0.00 NA NA 
0.05 3311 2820 
0.10 - 3 7 6  -2535  

1.00 0.068 <0  0.00 NA NA 
0.05 1974 -3697  
0.10 1713 -3413  

Sources: Impact estimates are taken from Couch (1992). Cost estimates are taken from Kemper et al. (1984, 
Table 8.6). Estimates of the welfare cost of taxation fall within the range given in Browning (1987). 

IRR, internal rate of return, the rate of return at which the discounted benefits from the program equa~ tile 
current costs. Welfare costs of taxation are in dollars of welfare loss per tax dollar. 

NA indicates that net social benefits equal positive or negative infinity due to the absence of discounting. 

w o m e n .  H o w e v e r ,  t h e  t a b l e  r e v e a l s  t h a t  t h e s e  e s t i m a t e s  a re  s e n s i t i v e  to t he  d u r a t i o n  o f  t he  

e a r n i n g s  i m p a c t s ,  t h e  d i s c o u n t  ra te  u s e d  in  t h e  a n a l y s i s ,  a n d  w h e t h e r  t h e  a n a l y s i s  t a k e s  in to  

a c c o u n t  t h e  d e a d w e i g h t  l o s s e s  a s s o c i a t e d  w i t h  t h e  t a x e s  t h a t  f i n a n c e  t h e  p r o g r a m .  

A l t h o u g h  t h e  e a r n i n g s  i m p a c t s  fo r  a d u l t  w o m e n  a r e  p o s i t i v e  d u r i n g  t h e  f i rs t  3 years~ 
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these impacts by themselves are insufficient to generate positive net social benefits from 
the program. % The importance of the fol lowup study by Couch (1992) is seen in the 
estimates of  the net social benefits from the program when the benefits last for 8 years 
or indefinitely. In the latter case, estimates based on a variety of plausible assumptions 
about the appropriate discount rate and the deadweight  loss associated with taxes all imply 
that the est imated net social benefit from the program is positive for AFDC women. 

A useful metric for comparing the net social benefits of different active labor market  
policies to other investments is their internal rate of  return (IRR). This measure is the 
discount rate for which the discounted stream of benefits from the program equals its costs. 
The IRR allows a comparison between alternative investment projects using a common 
metric. As shown by the middle columns of  Table 19, if  we assume that the deadweight  
loss associated with taxes used to finance the program are 50% or more, the IRR for WE 
targeted toward adult women is negative for benefit durations of 8 years or less. If  the 
earnings impacts persist indefinitely, the IRR is 9.1%. Thus, for adult women in the NSW, 
the overall  net benefit calculations still depend on projections of earnings gains outside the 
available data. 

Comparing Tables 20 and 21, the cost-benefit analyses indicate that JTPA services 
generated a substantial net social benefit when targeted toward adults, but none when 
targeted toward youths. As with the N S W  Demonstration, these estimated net social 
benefits are sensitive to the assumptions underlying the analysis. In the absence of a 
longterm followup study, we would be less confident about whether JTPA constituted a 
worthwhile social investment. However,  as a result of the followup study, we are more 
confident that after 5 years the net social benefit per treatment group member  ranges 
from 600 to 2000 and that the IRR are very large. Further, if  these gains were to persist 
indefinitely, it would appear that the JTPA services provided adults in the NJS consti- 
tuted an extraordinarily successful public investment. By contrast, as shown by Table 
21, estimates based on short- and medium-term earnings impacts indicate that JTPA 
services targeted toward youths constituted a poor  social investment. As shown by the 
last rows of  the table, projections of  these impacts into the future produce the only 
positive net social returns for this group. However  this result is very tenuous because 
these projections are based on point estimates for the fifth (followup) year that are not 
statistically significant. 

10.2. The i m p a c t  o f  g o v e r n m e n t  p r o g r a m s  on labor  m a r k e t  ou t comes  

Credible cost-benefit analyses of employment  and training programs depend on credible 
estimates of the costs and benefits of these programs. Because labor market  outcomes 
appear to constitute such an important source of the social benefits fi'om these programs 

95 As we discussed in Section 5, the impact estimates for the NSW Demonstration differ depending on whether 
the survey earnings data or the administrative earnings data are used, with the estimates based on the survey 
measures showing a larger positive impact. Because the only longterm followup impact estimates are based on the 
administrative data (Couch, 1992), we use them in constructing the estimates in Table 19. 
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Table 20 
Net social returns and internal rates of return: National JTPA Study - Adults (impacts and costs in nominal US 
dollars) a 

Benefit Welfare Adult Adult Annual Adult women Adult men 
duration cost of women men discount net social net social 

taxation IRR b IRR rate benefit benefit 

3 years 0.00 1.390 >2  0.00 863 1097 
0.05 778 1017 
0.10 702 948 

0.50 0.416 1.787 0.00 485 844 
0.05 400 765 
0.10 324 696 

1.00 0.064 0.689 0.00 107 592 
0.05 22 513 
0.10 54 443 

5 years 0.00 1.610 >2  

0.50 0.693 >2  

1.00 0.362 0.960 

0.00 1822 1979 
0.05 1589 1766 
0.10 1395 1589 
0.00 1443 1726 
0.05 1211 1514 
0.10 1017 1336 
0.00 1065 1474 
0.05 833 1261 
0.10 638 1084 

Indefinite 0.00 1.620 >2  

0.50 0.738 >2  

1.00 0.455 0.985 

0.00 NA c NA 
0.05 7889 6859 
0.10 3891 3607 
0.00 NA NA 
0.05 7510 6607 
0.10 3513 3354 
0.00 NA NA 
0.05 7132 6354 
0.10 3134 3102 

Impact estimates are taken from US General Accounting Office (1996). Cost estimates are taken from Orr et 
al. (1994). Estimates of the welfare cost of taxation fall within the range given in Browning (1987). 

b IRR, internal rate of return, the rate of return at which the discounted benefits from the program equal the 
cunent costs. Welfare costs of taxation are in dollars of welfare loss per tax dollar. 

c NA indicates that net social benefits equal positive or negative infinity due to the absence of discounting. 

a n d  b e c a u s e  t h e s e  o u t c o m e s  a re  r e l a t i v e l y  e a s i l y  m e a s u r e d ,  t h e y  a r e  t h e  f o c u s  o f  m u c h  o f  

t h e  e v a l u a t i o n  l i t e r a t u r e .  T h e r e  is  m u c h  l e s s  e m p h a s i s  in  t h e  l i t e r a t u r e  o n  t h e  i m p a c t  o f  

t h e s e  p r o g r a m s  o n  n o n - l a b o r  m a r k e t  o u t c o m e s .  

T h e r e  h a v e  b e e n  m a n y  s u r v e y s  o f  t h e  i m p a c t  o f  U S  p r o g r a m s  o n  l a b o r  m a r k e t  o u t c o m e s ,  

e s p e c i a l l y  o n  p a r t i c i p a n t s '  e m p l o y m e n t  r a t e s  a n d  e a r n i n g s  ( see ,  e .g . ,  P e r r y  e t  al . ,  1975;  
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Table 21 
Net social returns and internal rates of return: National JTPA Study - Youth (impacts and costs in nominal US 
dollars) ~ 

Benefit Welfare Female Male Annual Female youth M',de youth 
duration cost of youth youth discount net social net social 

taxation IRR b IRR rate benefit benefit 

3 years 

5 years 

Indefinite 

0.00 < 0  <0  0.00 - 9 8 2  -2196  
0.05 - 9 7 9  -2145  
0.10 976 2101 

0.50 <0  <0  0.00 -1413  -2849  
0.05 -1410  2798 
0.10 -1407  - 2 7 5 4  

1.00 <0  <0  0.00 -1844  3502 
0.05 1841 -3451 
0.10 -1838  -3407  

0.00 <0  <0  0.00 434 1158 
0.05 515 1281 
0.10 --580 -2027  

0.50 <0  <0  0.00 865 1811 
0.05 - 9 4 6  1934 
0.10 -1011 -2027  

1.00 <0  <0  0.00 1296 -2464  
0.05 -1377  -2587  
0.10 -1442  -2680  

0.00 0.163 0.163 0.00 NA t NA 
(/.05 2995 10880 
0.10 811 3444 

0.50 0.122 0.122 0.00 NA NA 
0.05 2564 10227 
0.10 380 2791 

1.00 0.098 0.098 0.00 NA NA 
0.05 2133 9573 
0.10 - 5 1  2138 

Impact estimates are taken from US General Accounting Office (1996). Cost estimates are taken from Orr et 
al. (19941. Estimates of the welfare cost of taxation fall within the range given in Browning (1987). 

11 IRR, internal rate of return, the rate of return at which the discounted benefits from the program equal the 
current costs. Welfare costs of taxation are in dollars of welfare loss per tax dollar. 

c NA indicates that net social benefits equal positive or negative infinity dne to the absence of discounting. 

G r o s s r n a n  e t  al . ,  1985;  B a s s i  a n d  A s h e n f e l t e r ,  1986;  B a m o w ,  1987;  G u e r o n ,  1990;  

L a L o n d e ,  1995;  F r i e d l a n d e r  e t  al. ,  1997) .  B y  c o n t r a s t ,  t h e r e  a re  f e w  s u r v e y s  o f  t h e  i m p a c t s  

o f  t h e s e  p r o g r a m s  o p e r a t e d  o u t s i d e  t h e  U S  ( see ,  e .g . ,  B r a d l e y ,  1994 ;  F a y ,  19961.  Conse- -  

q u e n t l y ,  to a d d r e s s  t h i s  i m b a l a n c e  w e  d e v o t e  a s u b s t a n t i a l  p o r t i o n  o f  t h i s  s e c t i o n  to 
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summarizing what has been learned from evaluations of European programs, and how 
these studies compare to US evaluations. 

Before surveying the results from these evaluations it is helpful to consider what kind of 
impact on earnings we should expect from public sector employment and training 
programs. If we believe that the objective of these programs is to augment human capital, 
the literature on education and earnings provides a useful starting point. This literature 
indicates that an additional year of schooling is associated with approximately a 10% 
increase in the typical worker's earnings (Ashenfelter and Rouse, 1995). In many coun- 
tries, the return to schooling is smaller, as it also has been in the past in the United States. 
The cost of a year of education includes direct instructional expenditures, any forgone 
earnings, and other inputs from the family and the community. Formal schooling is usually 
more intensive and costly than public sector employment and training programs. As a 
result, it would be surprising if such programs, which usually last far less than a year, 
consistently led to larger increases in earnings than an additional year of schooling. By 
analogy, the relatively few programs that are more intensive and costly than a year of 
schooling should generate larger earnings gains (Heckanan et al., 1993; LaLonde, 1995). 
Accordingly, a training program costing several hundred dollars or even a few thousand 
dollars per participant would likely lead to annual earnings gains of at most several 
hundred dollars. Earnings gains much larger than this would suggest that these programs 
generate large social returns compared to formal schooling and to other investments in 
general. In this vein, the results in Table 20 showing very high estimated internal rates of 
return from JTPA are unexpectedly large. 

The evidence both from North American and European studies indicates that govern- 
ment employment and training programs have at best a modest positive impact on adult 
earnings. Further, when longer term followup data are available, these gains do not always 
persist. The evidence suggests that the gains, when they occur, are more likely the result of 
an increased probability of employment than of increased wages, lndeed, the case for these 
programs increasing participants' subsequent hourly wages remains weak. The finding 
that earnings gains are in large measure the result of increased employment rates raises the 
question of how active labor market polices affect non-participants through displacement. 
In the US especially, this issue has received relatively little empirical attention (but, see 
Davidson and Woodbury, 1993, 1995). 

Among youths, the evidence is mixed between the two continents. In tile US, studies 
consistently report that these programs have no impact (or sometimes even a negative 
impact) on youths' earnings. By contrast, in Europe, studies of less economically disad- 
vantaged youths find that these programs sometimes substantially raise employment rates, 
because they raise transition rates out of unemployment. At the same time, however, other 
studies (sometimes of participants in tile same program) report no effect on employment. 
Such results suggest either that there is substantial heterogeneity in impacts among cohorts 
or that these impacts possess the same sensitivity to econometric specification that we 
documented for the US CETA studies. In any case, as with adults there is little evidence 
that these programs raise wages. 
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Part of the reason that there is little evidence on the relation between government 
training programs and wages has to do with the quality of data available for program 
evaluations. Hourly wage data are unavailable in many program evaluations, especially 
those conducted in the United States. Further, when these measures are available, the 
sample sizes often are too small to estimate wage impacts with precision. From a 
human capital perspective, the wage gains associated with these programs should be 
small. The experiences with the NSW Demonstration and NJS illustrate this problem. 
In the former program the wages of adult women in the treatment group were approxi- 
mately 8% higher than those in the control group; in the later program wages of adults in 
the treatment group were 2-3%% higher than those in the control group (Masters and 
Maynard, 1981; Orr et al., 1994). Neither of these impacts were statistically significant at 
conventional levels. However, given the costs of these programs, these point estimates are 
not surprising. Indeed, they compare favorably to estimates of the wage impacts associated 
with a year of community college schooling in the US (Kane and Rouse, 1993). 

At the same time, this characterization of the empirical results from the program 
evaluation literature masks substantial heterogeneity in the estimated impacts which 
vary widely among programs, among field offices and among different demographic 
and skill groups. In many instances, the evidence suggests that training either had no 
effect or may have lowered earnings, while in other cases the impacts are so large that 
programs such as JTPA appear to generate substantial internal (and private) rates of 
return. Indeed, for economically disadvantaged adult women residing in the US, a case 
can be made that these programs consistently have been a productive social investment, 
whose returns are larger than those from formal schooling. For other groups this conclu- 
sion clearly does not hold. In particular, there appears to be a weak tendency in the 
literature suggesting that the earnings impacts and the net social returns from many 
active labor market policies, particularly those that provide training, are smaller for 
the least skilled participants. 

10.3. The findings from US social experiments 

As explained in Section 5, an unusual characteristic of the empirical literature on active 
labor market policies is that it includes a relatively large number of both experimental 
and non-experimental studies. However, because treatment non-participation and control 
group substitution are often substantial, the parameter measured in experimental studies 
is the effect of the "intention to treat" and not the impact of "treatment on the treated" 
(Heckman et al., 1998f). Dropping out similarly afflicts non-experimental studies, and 
contamination bias is the counterpart to control group substitution. Accordingly, 
although the estimates reported in the experimental literature are usually thought to 
be different from those in the non-experimental literature, it is easy to exaggerate the 
differences. Nonetheless, because the estimates reported in both literatures do not adjust 
for these biases, and because the incidence of the various biases may differ between 
experimental and non-experimental studies, it is likely that different parameters are 
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estimated in these diverse literatures. For  these reasons, we survey the two literatures 
separately. 

Provided the assumptions discussed in Section 5 hold, social experiments yield easily 
computed and widely understood estimates of the "the intention to treat" on the treat- 
ments '  outcomes. As shown by Table 22, collectively,  the US experimental  evaluations 
provide some compell ing evidence that the opportunity to receive these services some- 
times can improve part icipants '  employment  prospects and that the resources spent on 
these services can pass a standard cost-benefit test. The most consistent evidence in this 
regard is found for adult women. 96 As shown by Table 22, the earnings gains received by 
adult women assigned to the treatment group are (i) usually modest  in size ranging fi'om a 
few hundred dollars to more than one thousand dollars, annually, (ii) often persist at least 
for several years without signs of  decay, (iii) arise from a variety of  intended treatments, 
and (iv) sometimes appear to be remarkably cost effective, at least before the deadweight 
costs of taxation, displacement  and substitution effects are taken into account. Further, 
although the opportunity to receive job  search assistance appears to be the most cost- 
effective service in the sense that it has the highest IRR, more expensive WE and training 
programs result in larger absolute earnings gains. 

Because of  substantial treatment non-participation and control group substitution, the 
impact of  these services on those who actually received them is generally larger than 
indicated by the experimental  estimates reported in Table 22. The exceptions are the NSW 
and AFDC Homemaker-Heal th  Care demonstrations. As explained in Section 5, the NSW 
provided relat ively longterm WE. The AFDC Homemaker  Demonstrations trained 
economical ly disadvantaged women to provide in-home care to the disabled and the 
elderly (Bell and Reesman,  1987). Participation rates in these relat ively expensive treat-- 
ments were high and similar services were generally unavailable to the controls (Masters 
and Maynard, 1981, p. 148; Bell  and Reesman, 1987, p. 14). Therefore, in these two 
studies the experimental  impacts can reasonably be interpreted as approximating the 
impact of the "treatment on treated." 

As suggested by the number of studies surveyed in Table 22, there have been fewer 
experimental  evaluations of  the impacts of  employment  and training programs for adult 
men and especial ly for youths. As a result, the evidence based on social experiments is 
more fragmented. Nevertheless,  the evidence suggests that programs that offer training can 
raise the earnings of  economical ly  disadvantaged adult males, but programs that focus on 

96 In keeping with the emphasis of US policy on reducing reliance on social assistance, most social experiments 
have tested the impact of employment and training services on individuals who were applying for or receiving 
social assistance or welfare (AFDC). The number of these experiments proliferated during the 1980s after the 
federal government authorized states to operate as demonstration projects community work experience programs 
(CWEP) for their welfare population. In several states, officials implemented an experimental design in a few 
welfare offices by mandating that only a random sample of the eligible population participate in JSA, CWEP, or 
other employment related activities (Goldman et al., 1986). Because the vast majority of social assistance 
recipients are single female household heads, this has meant that most of the experimental evidence relates to 
economically disadvantaged adult women. These experimental results were influential in shaping US welfare 
policy during the late 1980s (Greenberg and Wiseman, 1992). 
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JSA or WE appear to be ineffective or sometimes worse. Earnings impacts of the San 
Diego CWEP program, the Baltimore Options program, and the NSW Demonstration 
were small or negative for disadvantaged adult men. By contrast, the impacts reported 
in programs that offered training opportunities, San Diego-SWIM program, GAIN, and the 
NJS, were larger and statistically significant. In particular, the NJS found that economic- 
ally disadvantaged adult men experienced earnings gains similar to those achieved by 
adult women (Orr et al., 1994, p. 82). 

The evidence from experimental evaluations for youths is not encouraging. As shown 
by the last panel of Table 22, the results suggest that the array of services currently offered 
do little to raise youth employment and earnings. For example, the prolonged WE 
provided to disadvantaged high school dropouts in the NSW Demonstration had no effect 
on their earnings during the 8 years after the treatment was offered (Couch, 1992). Simi- 
larly, the JOBSTART demonstration, which provided disadvantaged youths with services 
similar to those offered by the comprehensive Job Corps program, but without the resi- 
dential living centers, did not generate significantly higher earnings for the treatments 
during the 4-year followup period (Cave et al., 1993). Finally, the NJS finds no evidence 
that youth served by JTPA benefit from its relatively low cost training services. In fact the 
shortterm point estimates for the males were actually negative. 

Another finding highlighted in Table 22 is the correspondence between earnings 
impacts and employment impacts, in most cases large earnings impacts are accompanied 
by significant impacts on employment rates. Moreover, in most of these studies analysts 
measure employment rates at the quarterly level and information on hours of work are 
unavailable. When such measures are available, hours impacts also can be a significant 
source of earnings gains (see, e.g., the NSW Demonstration, Hollister et al., 1984). Indeed, 
there are only two cases in the table for which the long-run earnings impacts are signifi- 
cant, but not the impact on employment rates. This evidence underscores the concern that 
because access to government employment and training programs raises earnings through 
higher employment rates, displacement of non-participants may mitigate the net social 
benefits reported for these treatments in conventional cost-benefit analyses. 

The experimental impacts reported in Table 23 indicate that the impact of the oppor- 
tunity to participate in particular employment and training services varies substantially 
among demographic groups. The WE services provided in the NSW demonstration were 
effective for adult women, but not youths; the WE provided in the San Diego CWEP 
demonstration was more effective for female welfare applicants than for their male coun- 
terparts. The JSA and training experiences provided in the San Diego SWIM demonstra- 
tion also had a larger impact on women than on men. 97 Finally, the NJS reported striking 
differences between the impact of JTPA services on adults and youths. These results raise 
the issue of the importance of impact heterogeneity in this literature. 

97 These differences in experimental impacts are not the result of differing participation rates in the programs 
by women and men. In the San Diego SWIM Demonstration participation rates in programs services among 
female (i.e., AFDC-FG) and mate (AFDC-U) treatments were nearly the same. Male controls were less likely than 
female controls to obtain the same services elsewhere (see Freidlander and Hamilton (1993, p. 22, Table 3.1). 
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Just as this impact heterogeneity is found among different demographic groups, it also is 
often found among different sites in the same study. When experimental impact estimates 
for the same program are available for different sites, it is common to find that the impacts 
vary among sites. For example, as shown by Table 23, the results from the GAIN program 
and Minority Female Single Parent Demonstration (MFSP) reveal substantial variation in 
impacts among sites. Similar variation in experimental impacts also is reported among the 
10 sites in the NSW Demonstration and the 16 sites in the NJS (see Maynard, 1980, p. 83; 
Masters and Maynard, 1981, p. 85; Heckman and Smith, 1998b). At the very least, this 
evidence of heterogeneity in impacts among sites raises the question of the external 
validity of these evaluations, i.e., whether their results can be extended to other settings. 
For policy purposes it is important to know whether the differences in site impacts arise 
from differences in the skills of program operators and trainers, program organization, or 
the characteristics of those who are served. 

The experimental evidence can shed some light on how heterogenous the impacts are 
among those served by these programs. An important question in this regard is whether 
government training programs generate different returns for participants depending on 
their observed and (to the econometrican) unobserved skills. If  returns are smaller for 
the least skilled, then policy makers would be faced with the difficult question of whether 
to reallocate expenditures toward less "needy" participants. In 1981, US policy makers in 
fact made the opposite decision when they directed that employment and training expen- 
ditures be targeted to a more economically disadvantaged population (Barnow, 1987). An 
important policy question is whether this decision improved or worsened the returns from 
these social programs. 

Neither the experimental nor the non-experimental evidence provides a clear answer to 
the question of whether the impacts of these programs vary with participants' skills. But 
the experimental evidence does suggest that the least able participants among the low- 
skilled populations served by these programs benefit the least from them, especially when 
the programs provide CT and OJT opportunities. To illustrate these points, Table 23 
presents the experimental impacts by the prior skills of participants for several social 
experiments. The measures of skill differ among studies, but as indicated by the controls' 
earnings during the ~bllowup period, these differing measures of skill correctly identify 
individuals likely to perform poorly in the labor market. In the GAIN and NJS studies 
more skilled persons benefited more from access to the program's services than did less 
skilled persons. However, as the table demonstrates, in some programs, such as the NSW 
and the San Diego CWEP Demonstrations, the least skilled experienced larger gains. 
Significantly, these programs provided treatments with WE. As explained in Section 2, 
the purpose of this service is to provide a job experience to individuals with poor employ- 
ment histories so that they can develop acceptable "work habits." By design, therefore, it 
might be expected that this service would provide greater benefit to less skilled partici- 
pants than to more skilled participants who already possess such skills. 
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Table 23 
Experimental impacts of employment and training programs on earnings by prior skills of participants (impacts in 
nominal US dollars) ~ 

Evaluation/total followup Controls' Impact on Percentage 
period in years/skill measure earnings earnings b impact 

A. Economically disadvantaged female household heads 
NSW/2.25 yem's 

9-11 years of school 324 c 
HS Graduate 633 ¢ 

181" 52 
72 11 

San Diego CWEP/1.5 years 
Not employed during prior 1474 1066" 72 

year 
Employed during prior year 4640 347 7 

San Diego SW1M/5 years 
HS Drop-out 8783 
HS Graduate 18135 

1654 19 
2405* 13 

Florida Project Independence/2 
years 
Never employed during prior 

36 months 
HS Drop-out and worked 12/ 

36 months 
HS Graduate and worked 12/ 

36 months 

2117 318 15 

2904 209 7 

6538 314 5 

C~difornia GAIN/3 years 
a. Alameda Co. (Oakland): 
Assessed to need basic 

education 
Does not require basic 

education 

3826 610 16 

8142 2947* 36 

b. Los Angeles: 
Assessed to need basic 

education 
Does not require basic 

education 

3809 107 3 

8142 114'7" 14 

c. Riverside: 
Assessed to need basic 

education 
Does not require basic 

education 

4408 2595* 59 

9206 3950* 43 
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Evaluation/total followup Controls' Impact on Percentage 
period in years/skill measure earnings earnings b impact 

d. San Diego: 
Assessed to need basic 5837 572 10 

education 

Does not require basic 11026 3040* 28 

education 

Minority Female Single Parent 
Demonstrations/1 year 

a. Atlanta, Georgia - AUL: 

HS Drop-out 3967 576 15 

HS Graduate 5948 - 2 8 0  - 5  

b. San Jose, California - CET: 
HS Drop-out 4656 1068" 23 

HS Graduate 5364 1368" 26 

c. Providence, Rhode Island - OIC: 

HS Drop-out 3272 408 13 

HS Graduate 4608 72 2 

National JTPA Study/2.5 years 

HS Drop-out 9379 878 9 

HS Graduate 13484 1152" 8 

Received welfare for >2  8056 2255* 28 

years 

Never received welfare 14513 563 4 

Never worked 6887 788 11 

Earned <4  in last job 10979 943 9 

Earned >4  in last job 14528 1626" 11 

B. Economically disadvantaged male household heads" 
NSW-Ex-addicts/3 years 

9-11 years of school 442 c 142 32 

HS Graduate 458 ~' 320* 70 

NSW-Ex-offenders/3 years 
9-11 years of school 596 ~ 95 16 
HS Graduate 622 c 126 20 

San Diego CWEP - JSA only/1.5 
years 

Received welfare for >2  69 l l 1187 17 

years 
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Table 23 (continued) 

Evaluation/total followup 
period in years/skill measure 

Controls' Impact on Percentage 
earnings earnings b impact 

Never received welfare 7487 - 364 - 5 

San Diego CWEP - JSA/WE/1.5 
years 
Received welfare for >2 5724 1398 

years 
Never received welfare 7852 -280  

24 

- 4  

San Diego SWIM/5 years 
HS Drop-out 19329 679 
HS Graduate 24645 3041 

--4 
12 

California GAIN/3 years 
a. Riverside: 
Assessed to need basic 9398 555 

education 
Does not require basic 11274 3461" 

education 

6 

3t 

b. San Diego: 
Assessed to need basic 5837 -515  

education 
Does not require basic 11026 1453 

education 

5 

10 

National JTPA Study/2.5 years 
HS Drop-out 14520 1353 
HS Graduate 20018 918 

Never worked 14368 - 2104 15 
Earned <4 in last job 14268 245 2 
Earned >4 in last job 19353 1647" 9 

C. Economically disadvantaged male youths 
/OBSTART/4 years 

Not employed during prior 20164 
year 

Employed during prior year 24729 

1893 

707 

- 9  

3 

An'ested since age 16 20344 1553" 8 
Not Arrested since age 16 23183 -921 4 

National JTPA Study/2.5 years 
(non-arrestees) 
HS Drop-out 14394 - 1 0 6 4  
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Evaluation/total followup Controls' Impact on Percentage 
period in years/skill measure earnings earnings b impact 

HS Graduate 19605 -484 4 

Never worked 11052 587 5 
Earned <4 in last job 16143 - 1198 -7  
Earned >4 in last job 19056 -1727 9 

Sources: NSW: Masters and Maynard (1981, pp. 89-90); Hollister et al. (1984, pp. 154, 183); San Diego 
CWEP: Goldman et al. (1986, pp. 92, 126); San Diego SWIM: Friedlander and Hamilton (1993, pp. xxix and 
xxxi); Florida Project Independence: Kemple et al. (1995, p. 136); California GAIN: Riccio et al. (1994, pp. 137- 
138, 217-218); Minority Female Single Parent Demonstration: Rangarajan et al. (1992, Volume IV, pp. 37-41); 
National JTPA Study: On-et al. (1994, pp. 135-137, 154); JOBSTART: Cave et al. (1993, pp. 156-163). HS, high 
school. An asterisk indicates that the impact is significant at the 10% level. 

b Earnings impacts are the difference between treatments' and controls' nominal earnings during the entire 
followup period given in years next to the name of the program. 

c Subgroup impacts in the NSW studies in Masters and Maynard (1981) and Hollister et al. (1984) are reported 
in terms of monthly hours. The figures in the table refer to the period during the last 9 months followed in the 
study multiplied by 9. 

10.4. The findings,from non-experimental evaluations of  US programs 

The experimental evaluations provide evidence that the opportunity to participate in 
employment and training programs (i) can improve the employment prospects of low 
skilled persons, and (ii) has markedly varying impacts on different demographic and 
skill groups. Non-experimental evaluations more often estimate the treatment on the 
treated parameter although partial participation and dropping out are an important part 
of ongoing programs as well (Heckman et al., 1998f). Patterns have emerged from these 
studies that are consistent with and reinforce the findings from the experimental literature. 

These patterns exist despite the controversy about the sensitivity in non-experimental 
estimates and its implications for policy analysis, suggesting that the problems raised by 
the proponents of the experimental method may be exaggerated. As discussed earlier, the 
most striking result of non-experimental evaluations of US employment and training 
programs is the variability in the estimated impacts of training. Not only do the effects 
vary among different cohorts, but even when program evaluators assess the same cohort, 
they often arrive at substantially different estimates of the training effect. This sensitivity is 
one of the most important lessons from this literature and, as we discuss below, it is a 
lesson that emerges to some extent from the European experience as well. A dramatic 
illustration of this assertion is the evaluation of the US CETA program. As shown by Table 
24, the impact estimates from six evaluations of the 1976 CETA cohort range from 
- $ 1 5 5 3  to $1638 for male participants and from $24 to $2669 for female participants. 
Not surprisingly, one group of evaluators involved in these studies concluded that 
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Table 24 
The impact of US Federal Government employment and training programs on participants' earnings (increase in 
post-program annual earnings in 1997 US dollars) a 

Study Training cohort b Men c whites/minorities) Women (whites/minorities) 

A. Non-experimental estimates for economically disadvantaged adult participants 
Ashenfelter (1978) 1964 MDTA 910/631 2111/1868 
Kiefer (1979) 1969 MDTA - 2 0 2 6 / - 2 2 4 4  1905/2621 
Gay and Borus (1980) 1969-1972 MDTA 152/161 1373/377 
Cooley et al. (1979) 1969-1971 MDTA 1395 2038 
Westat (1984) 1976 CETA 12/-255 983/801 
Bassi (1983) 1976 CETA 6 1 / -  1055 1286/2669 
Dickinson et al. (1986) 1976 CETA -1553  24 
Geraci (1984) 1976 CETA 0 2026 
Bloom/McLaughlin (1982) 1976 CETA 364 1844 
Ashenfelter/Card (1985) 1976 CETA 1638 2220 
Dickinson et al. (1986) 1/76-6/76 CETA -1031 546 
Westat (1984) 1977 CETA 1128/1480 1201/1711 
Bassi et al. (1984) Welfare 

1977 CETA 1419/-231 2014/1529 
Bassi et al. (1984) Non-welfare 

1977 CETA 170/546 1650/1783 

B. Non-experimental estimates.for displaced worker:~ 
Bloom (1990) d 1984-1985 JTPA, Texas 973 
Decker and Corson (1995) 2/88 - 7/88 TAA -1000  

2/89 - 7/89 TAA 1713 

C. Non-experimental estimates ¢br economically disadvantaged youth participants 

1659 
NA 
NA 

Cooley etal .  (1979) 1969-1971 MDTA 1492 728 
Gay and Borus (1980) 1969-1972 Job Corps -261/18(l - 1 5 5 5 / - 3 9 4  
Mallar etal .  (1982) 1977 Job Corps 2354/2621 NA 
Dickinson et al. (1986) 1976 CETA -1347  449 
Bryant and Rupp (1987) 1976 CETA-WE 73(combined) 
Bryant and Rupp (1987) 1976 CETA-WE 1274(combined) 
Bassi et al. (1984) 1977 CETA - 1225/-  1614 97/315 

~ Sources: LaLonde (1995, p. 157, Table 1); Barnow (1987, pp. 182-185); Ashenfelter (1978, Tables 4 and 6); 
Bloom (1990, p. 141, Table 7.6); Kiefer (1979, Table 6.1); Cooley et al. (1979, Table 2); Bassi (1983, Tables 4.3, 
4.7, 4.8, and 4.9); Ashenfelter and Card (1985, pp. 658-659); Mallar (1978, Table 1). 

b MDTA refers to programs funded under the Manpower Development and Training Act, 1962; CETA refers to 
programs funded under the Comprehensive Employment and Training Act, 1973; JTPA refers to programs 
funded under the Job Training Partnership Act, 1982; TAA refers to programs funded as part of the Trade 
Adjustment Assistance Program. 

The sets of estimates for each sex reter to the training effect for whites and minorities, respectively. 
d The Bloom (1990) study was an experimental evaluation. The estimates in the table adjust for non-participa- 

tion of treatment group members as described in Bloom (1984). 
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[al]though these evaluations have all been based on the same datasets, they have 
produced an extremely wide range of estimated program impacts. In fact, depending 
on the particular study chosen, one could conclude that CETA programs were quite 
effective in improving the post-program earnings of participants or, alternatively, 
that CETA programs reduced tile post-program earnings of participants relative to 
comparable non-participants (Dickinson et al., 1987, pp. 452453).  

Further, different studies of the impact of specific CETA employment and training 
services exhibit the same variability as the overall program estimates presented in 
Table 24 (see, e.g., Barnow, 1987, pp. 182-183, Table 3). Five of the six studies summar- 
ized in that table also examine the impacts of classroom instruction, on-the-job training, 
work experience, and public service employment on the earnings of 1976 CETA partici- 
pants. For example, the estimated effects of OJT for white women in this cohort range 
from -$295  to $2310 per year. The range of estimates for WE is even larger. Negative 
training effects are common, but so are large positive impacts. 

As discussed in detail in Section 8.4, an important factor contributing to the variability 
in these non-experimental estimates are differences among analysts' methods of matching. 
We noted that decisions to match on pre-program earnings at different times substantially 
affect the estimates. As noted in our discussion on the fallacy of alignment, the problem 
that arises in these studies is that substantial bias may result when evaluators create 
comparison groups by matching on serially correlated pre-program outcomes. Matching 
on such variables alters the properties of the unobservables in the comparison sample in 
ways that do not guarantee that it will mimic the unobservables of trainees during the post- 
training period. The bias induced by this practice in the CETA studies can account for theh" 
sharply different estimates. Nevertheless, when the estimates from studies most suscep- 
tible to this practice are eliminated, the qualitative evidence from the CETA studies is 
consistent with the experimental evidence from the NJS. 

A practical implication of the sensitivity of impact estimates to alternative econometric 
methods, both experimental and non-experimental, is that cost-benefit analyses of active 
labor market policies are very fragile. To see the implications of this sensitivity for cost- 
benefit analyses, consider the following example. Suppose two evaluations of the same 
program each report that the impacts persist for exactly 8 years. However, the annual 
impact reported by the first study is $300 per year, while the impact reported by the second 
study is $700. Assume training costs $2000 per participant. As shown by Table 24, the 
range of these impacts is consistent with those in the literature. As discussed in Section 2, 
these costs are typical of government programs. The first evaluation implies that the 
internal rate of return of the program is 5%, while the second evaluation implies that it 
is 30%. Readers persuaded by the analysis in the first evaluation would conclude that the 
program constituted a marginal social investment, whereas those persuaded by the second 
evaluation would conclude that the program was very productive. This example under- 
scores the importance for policy making of the underlying econometric methodology used 
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in program evaluations. Modest differences in estimated impacts can have dramatic effects 
on calculations of the net social benefit of government programs. 

Despite the well-documented sensitivity of non-experimental estimates, certain patterns 
emerge from the non-experimental literature. Government employment and training 
programs raise the earnings of economically disadvantaged adult women. As shown by 
Table 24, the estimated impacts are all positive, and many are large relative to the incomes 
of this population. Further, these impacts are often substantial compared to the costs of 
these programs which we described in Section 2. Significantly, these results are consistent 
with the findings in the experimental literature for adult women. In other words, the 
experimental evaluations, which mostly came after the non-experimental evaluations in 
time, have led to the same qualitative policy conclusions. 

Turning to the impacts for adult males, we observe that they are often smaller and less 
consistently positive than the impacts for adult women. Accordingly, these estimates 
suggest that the internal rates of return from these programs are likely lower for males. 
To illustrate this point consider Ashenfelter's (1978) study of the 1964 MDTA cohort. He 
reported that CT raised minority males' earnings by $631 and minority females' earnings by 
$1868. The training cost $8600 (Ashenfelter, 1978, p. 56). If  these estimated impacts 
persisted for the remainder of trainees' working lives, the IRR to training would only be 
6% for men, but 22% for women. Because these direct costs include a stipend paid to the 
trainees, these calculations understate the true IRR. However, they do suggest that these 
programs constitute a very productive social investment when targeted toward adult 
women. 

As indicated by our discussion of cost-benefit analyses of government programs, these 
calculations are only suggestive. Many additional considerations besides the earnings 
impacts affect the IRR of these programs and whether the net benefits are larger when 
servicing one demographic group compared to another. An important consideration in this 
regard is the length of the followup period used in the analysis. Ashenfelter's study is 
relatively unusual in that it followed participants for 5 years after they left the program. By 
contrast in the CETA studies the followup period usually was less than 2 years. Accord- 
ingly, estimates of the IRR from these programs depend crucially on how far into the 
future analysts project positive shortterm impacts. A second consideration in these IRR 
calculations is that the foregone earnings cost of participating in training is ignored. These 
costs are usually larger for adults males. As a result, the gap between the IRR for US 
programs targeted toward males and females is probably larger than is suggested by the 
foregoing calculations. 

Another factor that may distort simple IRR calculations based on earnings impacts and 
measures of the average direct cost of training arises because program administrators tend 
to assign males and females to different services. In the US, males are much more likely to 
be assigned to receive OJT, which is a less costly service, whereas female participants are 
more likely to be assigned to receive CT (National Commission for Employment Policy, 
1987; Sandell and Rupp, 1988). This practice explains why in Table 20 the internal rates of 
return estimated for the male participants in the NJS were larger than for females, even 
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though the earnings impacts shown in Table 22 for the two groups were similar. The males 
in the NJS were more often assigned to the OJT treatment stream, so the direct costs of 
servicing them were lower. In the absence of separate measures of the direct costs of these 
services for males and females, calculations of the IRR of these programs understate the 
gains fi'om servicing males. 

Turning to the non-experimental evaluations of programs for youths, we find that their 
evidence is also consistent with the results in the experimental literature. The estimated 
impacts usually are close to zero or even negative. Only one evaluation, that of the US Job 
Corps program by Mallar et al. (1982), reported substantial positive impacts for youths. 
However, the earnings impacts during the 4-year followup period are far from sufficient to 
cover the cost of the program. The modest internal rates of retm'n that have been estimated 
for this program result from the extrapolation of earnings impacts into the future and from 
reductions in criminal activity (LaLonde, 1995, p. 164, Table 3). Significantly, these 
impacts on crime are based on fragile estimates of lower arrest rates for murder (Donohue 
and Siegelman, 1998). In addition, the comparison group used in this study consisted of 
non-participants similar to the participants in terms of observable characte6stics but drawn 
from different local labor markets. As explained in Section 8.2, there is now substantial 
evidence that this approach yields biased estimates of the impact of training. As a result we 
believe that neither the experimental or non-experimental literatures provide much 
evidence that employment and training programs improve US youths' labor market 
prospects. 

Over the years both experimental and non-experimental evaluations of government 
training programs have focused largely on the economically disadvantaged rather than 
on displaced workers. This focus is in keeping with the emphasis of US employment and 
training policy on reducing the reliance of low-income persons on various forms of social 
assistance. Although some of the adult participants in the MDTA and CETA programs 
would be classified as displaced under the current policy, there have been no separate 
evaluations of training for displaced workers under these programs that are comparable to 
those surveyed in Table 24. 

As a result, much less is known about the impact of employment and training programs 
on the earnings of displaced workers. Much of our understanding of how training affects 
this more advantaged group comes from several demonstrations conducted during the 
1980s (Leigh, 1990) as well as from an evaluation of a special program for persons 
determined to have been displaced by competition from foreign producers (Corson et 
al., 1993) (see Table 24). Like the MDTA and CETA evaluations, the non-experimental 
evaluations of these demonstrations find considerable variability in the impact of these 
training services on different cohorts of displaced workers. But two substantive findings 
seem clear. First, as is the case for economically disadvantage adults, JSA also is a cost- 
effective service for displaced workers (Bloom, 1990; Corson et al., 1993). Participants 
receiving this service have higher earnings because they find jobs sooner than similarly 
skilled non-participants. Second, participants who have the opportunity to receive CT or 
OJT derive only modest or no additional benefit from these services. 
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Given the different objectives of government programs, it also is important to under- 
stand how training affects the separate components of earnings, such as employment rates, 
part-time/full-time status, and hourly wages. A shortcoming of US non-experimental 
evaluations is that the outcome studied has almost always been annual or quarterly earn- 
ings. The CETA and MDTA studies surveyed in Table 24 use annual administrative 
earnings. These data contain no measures of hours or wages. Further, the employment 
measure is relatively crude; it reports whether an individual worked in a "covered" job for 
pay during the year (Card and Sullivan, 1988). Finally, information on the duration of 
employment or unemployment spells is unavailable. Consequently, by contrast to evalua- 
tions of European programs, little is known from non-experimental evaluations of ongoing 
programs about their impact on employment rates, transition rates out of unemployment or 
wages. This lack of information makes it difficult to determine whether training raises 
worker productivity or leads to more stable employment. Much of our knowledge on how 
US programs affect such outcomes comes from non-experimental evaluations using data 
from social experiments (see, e.g., Ham and LaLonde, 1996; Eberwein et al., 1997). 

10.5. The findings f rom European evaluations 

The European training evaluations are distinct from the US evaluations in several ways. 
First, they began later in time and only recently has the number become significant. By 
contrast, the output of such evaluations done by US academics slowed starting in the mid- 
1980s, although many evaluations continue to be performed by social science consulting 
firms. This difference in timing results partly from the timing of expanded expenditures on 
these programs. 

Second, European evaluations, particularly those performed outside of the Nordic 
countries, usually do not use the longitudinal methods commonly used in academic 
evaluations in the US. Instead, the underlying models are cross-sectional in nature, and 
control for biases resulting from individual self-selection using parametric methods 
discussed in Section 7.4. When these evaluations report separate estimates of the impact 
of training, including and excluding controls for self-selection into training, the estimates 
controlling for selection usually yield similar or larger estimated impacts than those 
produced without such controls. As shown by Table 25, this result is seen in evaluations 
in Austria, Ireland, Norway, Sweden, and the UK. Several authors have noted this finding 
and have concluded that cross-sectional estimators that fail to account for self-selection 
into training likely understate the impact of European training programs. 

The studies in Sweden and Denmark are generally distinct from other European studies 
because of their use of longitudinal data and corresponding econometric methods. A factor 
accounting for this difference is the availability of high quality earnings data from the 
national "registers." This source of administrative data can yield very large datasets with 
relatively long panels. For example, the sample used by Westergard-Nielsen (1993) 
contained more than 30,000 observations covering an 8-year period. This large sample 
was undoubtedly important in his being able to precisely estimate wage impacts on the 
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order of 1%. The evaluations based on Swedish data usually use a smaller number of 
observations because they study a random sample of participants and non-participants 
from the registers, cover a smaller cohort of participants, are limited to a certain 
geographic section of the country, or discard many non-participants when they create a 
"matched" comparison group. In Sweden, the ability to use administrative records to 
match participants to non-participants from the same labor market likely improves the 
quality of these evaluations. Such matching was impossible in US evaluations that used 
large administrative datasets (Ashenfelter, 1978, for MDTA; Barnow, 1987, for CETA). 
Other studies that make use of administrative data include Zweimuller and Winter-Ebmer 
(1996) for Austria, Ridder (1986) for the Netherlands, and Bonnal et al. (1997) for France. 
These latter two studies evaluate the effects of training in the context of event history 
models of labor force dynamics (Flinn and Heckman, 1982). 

Evaluations of employment and training programs in the United Kingdom generally use 
existing general survey data. For example, the evaluations by Whitfield and Bourlakis 
(1991) and O'Higgins (1994) use the first cohort of the England and Wales Youth Cohort 
Study (YCS). This survey was administered in three successive years starting in May 1985 
to persons who completed their compulsory education during the 1983-1984 academic 
year. 98 A factor affecting the quality and precision of the estimates in these studies is 
attrition from the sample. Among those in the first cohort of the YCS only 40% of the 
original sample responded to all three "sweeps." Similar attrition is reported in existing 
survey data used in evaluations of the east German programs (Kraus et al., 1997). These 
experiences underscore the problem of sample attrition when using survey data that does 
not arise in administrative data obtained from national registers such as those used in the 
Danish and Swedish studies. 

Despite concerns about attrition and the quality of survey responses, an advantage of 
these survey data is that they contain a much richer set of baseline characteristics on 
participants and non-participants than is usually available from administrative data 
sources. For example the UK data contain detailed information on how well the respon- 
dent had done in school, including the number of "O" and "A" levels obtained. In 
addition, it is possible to obtain from both participants and non-participants detailed 
information on training provided privately by employers. This type of information has 
generally not been available to evaluators of US programs (but see Gritz, 1993; Heckman 
and Roselius, 1994). Moreover, these data have enabled evaluators in the UK to look for 
evidence of heterogeneity in training effects using a wide array of variables that usually 
has not been available to US evaluators. Finally, these datasets contain local labor market 
identifiers and as a result several studies have accounted for this variable in their analyses. 

A third difference between European and US evaluations is the concentration of these 
studies on youths. The studies for Austria, Denmark, and Sweden usually include both 

9~ Tile studies by Main and Shelly are based on the comparable Scottish Young Peoples Sm'veys. The study by 
Dolton et al. (1992) uses the thh'd cohort of the YCS, which contains individuals who completed their compulsory 
education during the 1985-1986 academic yem-. 
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adults and youths, but nearly all the other studies summarized in Table 25 focus on youth 
or very young adults. This difference in emphasis reflects policy concerns in Europe about 
youth unemployment, as compared to policy concerns in the US about the economically 
disadvantaged of  all ages. An advantage of  the youth focus of European evaluations is that 
they provide an opportunity to assess the impact of  public sector training interventions on 
a much less disadvantaged population of  youths than is possible in US evaluations. 
However, surveying the results in the table provides no consistent indication whether 
these interventions are more or less effective for youth, nor whether more disadvantaged 
youth benefit more or less from these programs. 

A fourth difference between European and US evaluations is that European evaluations 
place much greater emphasis on measuring the impact of training on hourly wages. As 
indicated above, this difference reflects the common use of administrative data in US 
evaluations and the fact that these data almost never contain measures of  wages or 
hours worked. From the perspective of assessing the impact of active labor market policies 
on human capital accmnulation and worker productivity, the European studies potentially 
shed more light on these questions than is possible in the US studies. 

Turning to the estimated impacts presented in the table, we first observe that of  the three 
social experiments conducted in Europe, two tested the impact of  employment services 
along the lines of JSA offered in the United States. Both studies report results that are 
consistent with those in the US, namely that despite their low costs, access to these 
services significantly raises employment rates. In the Swedish experiment, unemployed 
participants received an average of  7.5 h of  additional job search assistance compared to 
1.5 h received by the control group. Nine months later, the treatments' employment rate 
was 13 percentage points higher than that of  the controls. In the British Restart experiment, 
a random sample of  individuals who had been unemployed for exactly 6 months were 
assigned to a control group and excused from receiving the 15-25 min interview and 
counselling session normally required at that time. By contrast, the treatments risked 
losing their benefits if they failed to attend the interview or demonstrate that they were 
available for work. Although they could voluntarily request such an interview, the controls 
were allowed to wait until the next regularly scheduled interview after their twelfth month 
of unemployment. After 1 year, those assigned to the control group had employment rates 
that were 4 percentage points lower than those in the treatment group, and for males this 
impact persisted for at least 5 years (Dolton and O'Neill, 1996b, 1997; Robinson, 1996). 99 
The one non-experimental evaluation of JSA was a study of  Swedish displaced workers by 
Engstrom et al. (1988), who found that these services had no significant impact on employ- 
ment rates. 

Among the evaluations summarized in Table 25, we do not observe any pattern that 

~) The original sample contained 8925 persons of which 582 were assigned to a control group. Of the original 
sample, 5200 persons completed the first 6 month followup survey, of which 323 were controls. Dotton and 
O'Neill (1996a) found no evidence that this attrition was correlated with a person's experimental status. Dolton 
and O'Neill matched these survey responses to administrative data (JUVOS) from the Employment Servicc. 



Ch. 31: The Economics and Econometrics of Active Labor Market Programs 2079 

leads us to conclude that any one active labor market policy consistently yields greater 
employment impacts than any other. Instead, the European evaluations often reveal large 
mad statistically significant effects of any one of these policies on employment rates. This 
finding is seen directly in the Irish study of Breen (1991), the Swedish study by Bj6rklund 
(1989), the UK studies by Main and Raffe (1983), Main (1985, 1991), Main and Shelly 
(1990), and O'Higgins (1994), and indirectly in the Austrian study by Zweimuller and 
Winter-Ebmer (1996), the French study by Bonnal et al. (1997), and the Dutch study by 
Ridder (1986). As shown by the table, the estimated employment impacts exceed 10 
percentage points in several of these studies. 

At the same time, other studies such as the Danish and Norwegian evaluations, the 
Swedish study by Harkman et al. (1996), and the UK studies by Dolton et al. (1992, 1994b) 
report much smaller and sometimes even negative impacts of these programs on employ- 
ment. Although the valiability in the impact estimates among studies is reminiscent of the 
experience with the US CETA evaluations, it is important to observe that these studies are 
of different cohorts and in some cases of different programs. 

Whereas it is common for European evaluations to report that training has significant 
impact on employment rates, it is relatively uncommon for them to report the same for log 
wages. In several studies, the point estimates of the impact of training are extremely large, 
but they are not statistically significant. The largest statistically significant impact reported 
in the table is by Bj6rklund (1994) who finds that during the late 1970s labor market 
training in Sweden may have raised hourly wages by 10%. At the same time, he is careful 
to observe that this finding is sensitive to the econometric method used in the analysis. 
Moreover, this finding raises the question posed above in Section 10.2 of whether it is 
plausible that 17 weeks of CT - the standard in Sweden - could result in such a large 
impact on a trainee's wages. After all, during this period, the impact of a year of formal 
schooling as measured by a conventional Mincerian wage equation was as low as 2% 
(Harklnan et al., 1996). 

In light of this consideration, the other instance of an evaluation reporting a statistically 
significant impact of training on log wages is more plausible. The Danish study found that 
2-4 weeks of vocational classroom training raised the subsequent hourly wages of 
unskilled male workers by approximately 1%. The point estimate for skilled males was 
the same, but it was not statistically significant. The point estimates for females were 
approximately equal to zero, but also not statistically significantly different from 1%. As 
indicated above, the reason why this study could estimate these impacts so precisely, 
especially for the males, is because the authors' sample was extremely large. 

Although, many of the point estimates of the impact of training on wages are positive, 
there also are several studies that find either no or negative effects of training on wages. 
Besides the Danish study referred to above, Whitfield and Bourlakis (1991) and Dolton et 
al. (1994a) report similar findings for youth in the UK as do Ackum (1991) and Regner 
(1996) in Sweden. In Sweden several studies also report that training has either no or 
negative impacts on monthly earnings. 

Accordingly, there is little compelling evidence that European active labor mal!ket 
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policies have had a positive impact on participants' wages. By contrast, we have already 
observed that the case for positive employment effects from these policies is stronger, 
although there is as yet no consensus on this question. Even if there were a compelling 
consensus, the question remains whether these employment impacts correspond to an 
increase in aggregate output or are offset to some extent by displacement of non-partici- 
pants (Johnson, 1979). Because of the size of these programs as documented in Section 2, 
because of the emphasis in many European countries on OJT, and because earnings gains 
from these programs likely are generated through higher employment rates, cost-benefit 
analyses based on the impact estimates presented in Table 25 probably overstate the net 
social benefit derived from active labor market policies in Europe. 

11. Conclusions 

This chapter has examined tile effectiveness of active labor market policies and the 
methods used to evaluate their effectiveness. When these programs are effective they 
make economically disadvantaged persons less poor, and modestly increase the probabil- 
ity of employment among the unemployed. But the gains from existing programs are not 
sufficiently large to lift many out of poverty nor to significantly reduce unemployment 
rates. Further, because these gains, when they occur, appear to arise from increased 
employment rates instead of wages, they likely overstate the human capital-enhancing 
benefits of these policies. In Europe, especially, evidence that these programs also result in 
the displacement of non-participants indicates that the net social benefits of active labor 
market policies are substantially smaller than are indicated by the impacts from conven- 
tional program evaluations. 

The evidence we summarize also suggests that it is unlikely that even a substantial 
increase in government-funded training services will significantly improve the skills in the 
work force. As indicated above, this finding should not be surprising, because most of 
these programs cost only a few thousand dollars or less per participant. Although European 
programs often are more expensive, these costs include stipends paid to participants which 
do not represent investments in human capital. To expect such programs to raise partici- 
pants' subsequent annual earnings by several thousand dollars would imply that these 
social investments consistently have an extraordinary rate of return. A 10% rate of return is 
high in this literature. Even granting it, a thousand dollars invested in a poor person would 
only raise annual earnings by $100 per year. A more realistic view of the returns to public- 
sector-sponsored training would suggest that this type of impact requires an investment 
that is more than an order of magnitude greater than what is currently being spent on low 
income and dislocated workers (Heckman et al., 1993). 

A major focus of this chapter has been on the methodological lessons learned from 30 
years of evaluation activity in the United States and their relevance for the conduct of 
future evaluations. For brevity, we have left several important issues for discussion else- 
where. In this chapter, we have focused on identifying mean outcomes and in particular tile 
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mean impact of treatment on the treated. Heckman and Smith (1998a) and Heckman et al. 
(1997c) discuss conditions for recovering distributions of impacts and present evidence on 
the empirical importance of heterogeneity in impacts in assessing programs. They demon- 
strate the value of knowing the distribution of program impacts in evaluating the modern 
welfare state. Heckman et al. (1999) present evidence from the NJS data that persons act 
on their idiosyncratic response to training, so that the theoretical possibility that we have 
discussed in this essay is practically important for empirical work in evaluating programs. 

We summarize the methodological lessons discussed in this chapter as follows: First, a 
major development in the field of program evaluation is recognition of the mult ipl ici ty  of 
the parameters of interest in evaluating employment and training programs. This multi- 
plicity is a consequence of well-documented heterogeneity in the impact of even a single 
training program. Recognition of this heterogeneity in response among participants and of 
the possibility that agents participate in programs, at least in part, on the basis of their 
idiosyncratic responses to them, fundamentally alters intuitions about, and formal proper- 
ties of, standard econometric estimators. Different parameters require different identifying 
assumptions, as we demonstrate in our discussion of the conditions for IV to identify 
"treatment on the treated" rather than LATE in the presence of response heterogeneity. 
When responses to treatment are heterogeneous, the case for using fixed effect or instru- 
mental variables methods to estimate the parameters commonly sought in evaluation 
analysis becomes much weaker. Even the case for social experiments has to be qualified 
significantly if persons enroll in programs at least in part on the basis of their own 
idiosyncratic response to training. 

A second major lesson that flows in part from the first is that the choice of an evaluation 
method depends on the question being asked in the evaluation and on the economic model 
generating participation and outcomes. Because both questions and models vary among 
programs and economic environments, there is no "method of choice" for conducting 
evaluations. This conclusion is at odds with segments of the cun°ent literature which treat 
matching or, more commonly, fixed effects methods, difference-in-differences or IV as 
cure-alls for selection problems. Proper choices among alternative experimental and non- 
experimental methods should be dictated by the economics of the problem, their relevance 
to the data in hand, and the evaluation question being addressed. The nature and range of 
questions being asked by policy makers and researchers make it impossible for a rigor- 
ously justified "consensus" to emerge about the proper choice of an estimator to evaluate a 
social program that is valid in all contexts. All methods for evaluating social programs are 
based on identifying assumptions that are dill]cult to test unless additional data about the 
unobservables in a given study are collected. 

There is no universally correct way to construct the counterfactuals needed to evaluate 
the training programs of the welfare state. Even social experiments are valid only under 
special assumptions about behavior. We have discussed the interplay between theory, 
data, and the questions being addressed in an evaluation and how each affects the choice 
of an estimator. We also have shown that many widely used evaluation strategies - such as 
choosing comparison groups to make participant and comparison group preprogram earn- 
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ings histories as alike as possible - only "work" under certain conditions and under other 
conditions may produce substantially misleading assessments of the program being eval- 
uated. 

A third major lesson is that evidence that different estimators produce different esti- 
mates, while disappointing, does not necessarily indicate that non-experimental methods 
fail to measure the appropriate counterfactual. Different estimators solve the selection 
problem under different assumptions. Only if there is no selection problem and there is 
no model misspecification problem would all estimators produce the same estimate, up to 
sampling variation. Robustness studies that show that all methods produce the same 
estimate only reveal that there is no selection bias. 

A fourth major lesson follows from a reexamination of the evidence and issues raised in 
LaLonde's (1986) paper and Fraker and Maynard's (1987) paper on evaluating non- 
experimental evaluations. These papers concluded that "...policymakers should be 
aware that available non-experimental evaluations of employment and training programs 
may contain large and unknown biases resulting from specification errors" (LaLonde, 
1986, p. 617). Nevertheless, some people interpret this work as having proved that conven- 
tional econometric program evaluation and model selection procedures are unreliable and 
cannot be used to produce valid program evaluations. Advocates of social experiments 
(e.g., Stormsdorfer et al., 1985) and advocates of the robust bounding and sensitivity 
analyses we briefly survey in Section 7.8 routinely cite it in defense of their methods. 

In this chapter, we have reexamined the inferences from this work by drawing on more 
recent research of Heckman et al. (1996b, 1997a, 1998b). We find that once certain basic 
principles of data quality are adhered to, selection bias, rigorously defined, is only a small 
contributor to the bias from using non-experimental data that LaLonde reports in his paper. 
A far more important bias arises from comparing non-comparable people. 

The sources of non-comparability in his study arise from (i) using different surveys or 
data sources to measure the outcomes and background characteristics of participants and 
comparison group members; (ii) using participants and comparison group members from 
different local labor markets; and (iii) using individuals mismatched on personal charac- 
teristics. Comparing comparable people goes a long way toward reducing the bias in non- 
experimental methods reported by LaLoude. This shifts the emphasis in program evalua- 
tion away from specifying econometric methods for selection bias and toward more care- 
ful construction and weighting of comparison groups. It suggests that in the future, non- 
experimental comparison groups should be selected to balance the support of the regres- 
sors in the comparison group to make it comparable to that in the treatment group. For 
matching, classical selection bias estimators and non-parametric difference-in-differences 
estimators, it suggests making the supports of the probability of selection, P ( X ) ,  coincide 
in the treatment and comparison groups. This principle should guide both data collection 
efforts (where stratified sampling of non-participants may be useful) and the analysis of 
existing datasets. 

We also have shown that no econometric or statistical cure-all fixes the problem of 
fundamentally bad data. Heckman et al. (1998b) demonstrate that econometric selection 
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estimators and a non-parametric version of difference-in-differences "work" reasonably 
well for an averaged version of the treatment on the treated parameter when a good 
comparison group is available. Even the bias from matching is not large. No non-experi- 
mental method is particularly effective when a bad comparison group is all that is avail- 
able. The solution to the evaluation problem lies in both the method and the data. The 
literature on evaluating job training programs has focused largely on methods and not 
issues of data, taking a passive approach to data collection. 

A fifth lesson is that non-experimental evaluations are not necessarily significantly less 
expensive than experimental evaluations. The low cost of previous non-experimental 
evaluations resulted from reliance on existing data sources. The importance of high quality 
data for constructing comparison groups means that credible non-experimental evalua- 
tions are likely to be expensive. Existing general survey data and administrative data, 
which are inexpensively obtained, often contain either too few participants or non-parti- 
cipants, or contain too little information on demographic characteristics or on labor force 
dynamics. This information has been shown to be important for conducting better non- 
experimental evaluations and is usually obtained only by collecting costly new survey 
data. The high cost of previous social experiments results not from administering rando- 
mization, but from data collection, careful documentation of the implementation of the 
program, analysis, and dissemination of reports. These costs are not unique to social 
experiments, but arise in any careful program evaluation. 

A sixth major lesson that emerges from the recent literature is the advantage of using 
non-parametric econometric methods for program evaluations. The non-parametric 
approach instructs analysts to compare comparable people. Systematically applied, the 
non-parametric approach avoids the use of potentially misleading functional forms in 
constructing counterfactuats. 

A seventh major lesson is a better understanding of the benefits and limitations of social 
experiments. Under ideal conditions, experiments enable us to bypass the need to carefully 
specify an econometric model or to determine which variables belong in the model. They 
offer an easily explained procedure for estimating the impact of social programs. In 
addition, they provide an important benchmark for learning about non-experimental 
models. Further, even when the ideal conditions are violated, the experimental design 
enables analysts to obtain a comparison group whose distribution of characteristics is 
likely similar to those of individuals in the treatment group. Under less than ideal condi-- 
tions, analysts have to rely on non-experillaental methods to estimate parameters of policy 
interest, but can do so using a belter quality comparison group than they could obtain from 
existing data sources. 

Even under ideal conditions, however, the means that can be constructed from a social 
experiment either by randomizing out people accepted into the program, or randomizing 
eligibility, identify only a few of the many parameters that can be defined when responses 
to treatment are heterogeneous, and which are of practical interest to policy makers and 
social scientists seeking to evaluate active labor market policies. When analysts estimate 
an evaluation parameter that is not the direct product of the experiment, they must rely on 
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the same non-experimental methods discussed in Section 7 (Heckman, 1992; Ham and 
LaLonde, 1996). 

The modem case for social experiments usually seeks to recover only one well-defined 
parameter. This objective is in contrast to the older case that motivated the Negative 
Income Tax experiments. The older case sought to conduct experiments to recover esti- 
mates of the parameters of well-posed economic models that provide the basis for policy 
analyses of hypothetical programs different from those evaluated by the experiment 
producing the estimates. Samples generated under the new model for social experiments 
produce evidence that does not accumulate in the same way as evidence accumulated 
under the old model, because there is no common basis for comparing the "treatment 
effects" from one experiment with those from another. Given the nature of the choice- 
based, endogenously stratified sampling rules used to produce the data used in recent 
social experiments, it is difficult to use these data to estimate policy-invariant structural 
parameters that can be used to evaluate a wide variety of programs never previously 
implemented. Social experiments produced from randomizing out people who applied 
and were accepted into the program produce knowledge that does not accumulate within 
the context of economic models unless elaborate non-experimental methods are used to 
correct for endogenous stratification. 

We also have presented evidence on flow experiments work in practice. Nearly all social 
experiments operate in a less than ideal environment and as a result often produce esti- 
mates that are not easily interpreted. They are much less effective in evaluating ongoing 
programs, as illustrated by our discussion of the National JTPA study, than they are in 
evaluating a new program never previously put in place and for which there are no good 
substitutes, such as the National Supported Work Demonstration. We draw on the work of 
Heckman et al. (1998a), who provide evidence that when persons randomized out of the 
program can find close substitutes for it, the parameter obtained from an experiment differs 
substantially from the parameter of interest to program evaluators and policy analysts. 

An eighth major lesson is that when programs are implemented on a large scale, they 
may change the prices and opportunities facing everyone in the population. The micro- 
economic treatment effect literature ignores the effects of programs on the interactions 
among agents. A convincing evaluation requires embedding the treatment effect frame-- 
work in a social setting. Drawing on the research of Heckman et al. (1998e) and Davidson 
and Woodbury (1993), we demonstrate that displacement and general equilibrium effects 
may be sizeable. The lessons from the treatment effect literature that ignores social inter- 
actions can be quite misleading. The challenge in estimating these general equilibrium 
effects is the challenge of estimating credible general equilibrium models. HoweveL 
unless the challenge is met, or the social interactions are documented to be unimportant, 
the output of micro treatment effect evaluations will provide poor guides to public policy. 

We conclude this chapter with our recommendations for conducting evaluations based 
on our best current knowledge. They are: (1) carefully define the parameter of interest; 
different parameters require different identifying assumptions; (2) compare comparable 
people; (3) using better data in modeling participation decisions and labor market 
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outcomes helps a lot. In particular, it is important to measure outcome variables in the 
same way for participants and non-participants and to draw the treatment and comparison 
groups from the same local labor markets. In addition, recent evidence suggests that labor 
force status dynamics represent an important determinant of participation in job training 

programs; (4) there is no universally "correct" experimental or non-experimental estima- 
tor that applies in all contexts. The overwhelming reliance on IV, fixed effects or differ- 
ence-in-differences and matching estimators in recent research lacks theoretical and 
empirical justification. In LaLonde's (1986) study, fixed effect estimators produced the 
most unstable estimates. Evaluators should use economic theory, the available data and 
prior information to guide the choice of non-experimental estimators, carefully state the 
conditions under which counterfactual states are generated, and defend their plausibility; 
(5) expect different estimators to produce different estimates unless there is no selection 
problem; (6) use experimental methods when possible in evaluating demonstrations of 
employment and training strategies whose services are not available elsewhere in the 
community, but collect enough data to test the identifying assumptions that justify experi- 
ments. When an experimental design is used to evaluate an ongoing program, analysts 
should be prepared to use non-experimental methods to answer many important policy 
questions; (7) the validity of partial equilibrium, microeconomic approaches needs to be 
confirmed. The estimates from the micro economic treatment effect literature may be very 
misleading. A more satisfactory approach accounts for the impact of a policy on the 
interactions of agents in a market economy. 
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