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1
Introduction

Valuation, the old- fashioned Way: or,  
a Thousand years in essex

Colin Matthews was vexed. To have valuers crawling all over his 
airport was the last thing he wanted. But after three years, it could 
no longer be stopped.

It was the summer of 2012. For three years he had been fight-
ing the UK competition authorities’ attempts to break up British 
Airports Authority (BAA), the company he ran and which owned 
most of Britain’s large airports. He had exhausted his legal options 
and was giving up.

So now the men and women with suits and spreadsheets and 
high- viz vests were going round his airports, working out how 
much they were worth to potential buyers. Accountants and law-
yers and surveyors and engineers measured and counted, and bit 
by bit, they came up with a value for the whole of Stansted, Brit-
ain’s fourth- busiest airport, to the northeast of London.

They priced up the tarmac, the terminal, the baggage equip-
ment. There was an agreed value for the parking lots, the bus sta-
tion, and the airport hotel. There was some argument about the 
underground fuel pumps, but the calculation was not out of the 
ordinary for BAA’s accountants: the cost of the asset less its depre-
ciation, with some adjustment for inflation. Sure enough, when 
Stansted was sold in 2013 (for £1.5 billion), the price was pretty 
close to what the accountants had valued the business at.

In one sense, the valuation of Stansted looked like a quintessen-
tially twenty- first- century scene. There was the airport itself. What 
could be a better emblem of globalized high modernity than an 
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airport? There was the troupe of accountants and lawyers, those 
ubiquitous servants of financial capitalism. And, of course, there 
was the economic logic of the process: from the privatization that 
put BAA in the private sector in the first place, to the competition 
policy that caused the breakup, to the infrastructure funds that 
circled to buy the assets after breakup; all very modern.

But at the same time, the valuation of Stansted was the kind of 
thing that had been going on for centuries. The business of work-
ing out how much something was worth by counting up and mea-
suring physical stuff has a long and noble tradition.

Nine and a quarter centuries before, Stansted, then just another 
country village, had played host to a similar scene. Reeves and 
messengers, the eleventh- century forerunners of the accountants 
and lawyers that had so vexed Colin Matthews, had converged on 
the place to assess its value for Domesday Book, the vast survey 
of England’s wealth carried out by William the Conqueror. Using 
tally- sticks rather than laptops, they carried out their own valu-
ation. They talked to people and counted things. They recorded 
that Stansted had a mill, sixteen cows, sixty pigs, and three slaves. 
Then they measured what they counted and valued the manor of 
Stansted at £11 per year.1

And although the value they put on the medieval village of 
Stansted was rather less than the £1.5 billion BAA got for selling 
the airport in 2013, the reeves and envoys who did the measuring 
for William the Conqueror were doing something fundamentally 
similar to what Colin Matthews’s accountants were doing.

For centuries, when people wanted to measure how much 
something ought to be worth— an estate, a farm, a business, a 
country— they counted and measured physical stuff. In particular, 
they measured things with lasting value. These things became the 
fixed assets on accountants’ balance sheets and the investments 
that economists and national statisticians counted up in their at-
tempts to understand economic growth.

Over time, the nature of these assets and investments changed: 
fields and oxen became less important, animals gave way to ma-
chinery and factories and vehicles and computers. But the idea 
that assets are for the most part things you could touch, and that 
investment means building or buying physical things was as true 
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for twentieth- century accountants and economists as it was for the 
scribes of Domesday Book.

Why investment matters

The nature of investment is important to all sorts of people, from 
bankers to managers. Economists are no exception: investment oc-
cupies a central place in much economic thought. Investment is 
what builds up capital, which, together with labor, constitutes the 
two measured inputs to production that power the economy, the 
sinews and joints that make the economy work. Gross domestic 
product is defined as the sum of the value of consumption, invest-
ment, government spending, and net exports; of these four, invest-
ment is often the driver of booms and recessions, as it tends to 
rise and fall more dramatically in response to monetary policy and 
business confidence. The investment element of GDP is where the 
animal spirits of the economy bark, and where a recession first 
bites.

As a result, the statisticians whose job it is to work out na-
tional income have put long and sustained efforts into measuring 
how much businesses invest, year after year, quarter after quarter. 
Since the 1950s, national statistical agencies have sent out regu-
lar questionnaires to businesses to find out how much businesses 
are investing. Periodic studies are done to understand how long 
particular assets last and, especially for high- tech investments like 
computers, how much they are improving over time.

Until very recently, the investments that national statistical of-
fices measured were all tangible assets. Although these investments 
represented the modern age in all its industrial glory (in 2015 in 
the UK, for example, businesses invested £78bn in new buildings; 
£60bn in IT, plant, and machinery; and £17bn in vehicles2), the 
basic principle that investment was about physical goods would 
have made sense to William the Conqueror’s reeves.

The Dark matter of investment

But, of course, the economy does not run on tangible investment 
alone. Stansted Airport, for example, owned not just tarmac and 
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terminals and trucks, but also things that were harder to see or 
touch: complex software; valuable agreements with airlines and 
retailers; internal know- how. All these things had taken time and 
money to build up and had a lasting value to whoever owned the 
airport, but they consisted not of physical stuff but of ideas, knowl-
edge, and social relations. In the language of economists, they were 
intangible.

The idea that an economy might come to depend on things that 
were immaterial was an old one. Futurists like Alvin Toffler and 
Daniel Bell had begun to talk about the “post- industrial” future as 
long ago as the 1960s and 1970s. As the power of computers and 
the Internet became more apparent in the 1990s, the idea that 
immaterial things were economically important became increas-
ingly widely accepted. Sociologists talked of a “network society” 
and a “post- Fordist” economy. Business gurus urged managers to 
think about how to thrive in a knowledge economy. Economists 
began to think about how research and development and the ideas 
that resulted from it might be incorporated into their models of 
economic growth, an economy parsimoniously encapsulated by 
the title of Diane Coyle’s book The Weightless World. Authors like 
Charles Leadbeater suggested we might soon be “living on thin air.”

The bursting of the dot- com bubble in 2000 dampened some 
of the wilder claims about a new economy, but research continued 
among economists to understand what exactly was changing. It 
was in this context that a group of economists assembled in Wash-
ington in 2002 at a meeting of the Conference on Research in In-
come and Wealth to think about how exactly to measure the types 
of investment that people were making in what they were calling 
“the new economy.” At this conference and afterwards, Carol Cor-
rado and Dan Sichel of the US Federal Reserve Board and Charles 
Hulten of the University of Maryland developed a framework for 
thinking about different types of investment in the new economy.

To get an idea of what these sorts of investment are, consider 
the most valuable company in the world at the time of the con-
ference: Microsoft. Microsoft’s market value in 2006 was around 
$250bn. If you looked at Microsoft’s balance sheet, which records 
its assets, you would find a valuation of around $70bn, $60bn of 
which was cash and various financial instruments.3 The traditional 
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assets of plant and equipment were only $3bn, a trifling 4 percent 
of Microsoft’s assets and 1 percent of its market value. By the con-
ventional accounting of assets then, Microsoft was a modern- day 
miracle. This was capitalism without capital.

Not long after the conference, Charles Hulten combed through 
Microsoft’s accounts to explain why it was worth so much (Hulten 
2010). He identified a set of intangible assets, assets that “typically 
involve the development of specific products or processes, or are invest-
ments in organizational capabilities, creating or strengthening product 
platforms that position a firm to compete in certain markets.” Exam-
ples included the ideas generated by Microsoft’s investments in 
R&D and product design, the value of its brands, its supply chains 
and internal structures, and the human capital built up by training.

Although none of these intangible assets are physical in the way 
that Microsoft’s office buildings or servers are, they all share the 
characteristics of investments: the company had to spend time and 
money on them up- front, and they delivered value over time that 
Microsoft was able to benefit from. But they were typically hid-
den from company balance sheets and, not surprisingly, from the 
nation’s balance sheet in the official National Accounts. Corrado, 
Hulten, and Sichel’s work provided a big push to develop ways to 
estimate intangible investment across the economy, using surveys, 
existing data series, and triangulation.

a funny Thing happened on the Way to the future

And so the intangibles research program developed. In 2005 Cor-
rado, Hulten, and Sichel published their first estimates of how 
much American businesses were investing in intangibles. In 2006 
Hulten visited the UK and gave a seminar on their work at Her 
Majesty’s Treasury, which immediately commissioned a team (that 
included one of this book’s authors) to extend the work to the 
UK. Work also began in Japan. Agencies like the Organisation for 
Economic Co- operation and Development (OECD), which were 
very early on the intangible scene (see, e.g., Young 1998), pro-
moted the idea of intangible investment in policy and political 
circles, and the idea attracted some attention among commenta-
tors and the emerging economic blogosphere. As figure 1.1 shows, 
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 mention of “intangible” became steadily more fashionable even in 
dry  academic journals.

But then something happened that changed the economic 
agenda: the global financial crisis. Economists and economic poli-
cymakers were, quite reasonably, less interested in understanding 
a purported new economy than in preventing the economy as a 
whole from collapsing into ruin. Once the most dangerous part 
of the crisis had been averted, a set of new and rather bleak prob-
lems came to dominate economic debate: how to fix a financial 
system that had so calamitously failed, the growing awareness that 
inequality of wealth and income had risen sharply, and how to 
respond to a stubborn stagnation in productivity growth. To the 
extent that the idea of the new economy was still discussed, it was 
mostly framed in pessimistic, even dystopian terms: Had techno-
logical progress irreversibly slowed, blasting our economic hopes? 
Would technology turn bad, producing robots that would steal 
everyone’s jobs, or give rise to malign and powerful forms of arti-
ficial intelligence?

But while these grim challenges were dominating public debate 
on economics in op- ed columns and blogs, the project to measure 
new forms of capital was quietly progressing. Surveys and analyses 
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were undertaken to produce data series of intangible investment, 
first for the United States, then for the UK, and then for other de-
veloped countries. Finance ministries and international organiza-
tions continued to support the work, and national statistical agen-
cies began to include some types of intangibles, notably R&D, in 
their investment surveys. Historical data series were built, estimat-
ing how intangible investment had changed over time. And, as we 
shall see, intangible investment has, in almost all developed coun-
tries, been growing more and more important. Indeed, in some 
countries, it now outweighs tangible investment.

Why intangible investment is Different

Now, there is nothing inherently unusual or interesting from an 
economic point of view about a change in the types of things busi-
nesses invest in. Indeed, nothing could be more normal: the capital 
stock of the economy is always changing. Railways replaced canals, 
the automobile replaced the horse and cart, computers replaced 
typewriters, and, at a more granular level, businesses retool and 
change their mix of investments all the time. Our central argument 
in this book is that there is something fundamentally different about 
intangible investment, and that understanding the steady move to in-
tangible investment helps us understand some of the key issues facing 
us today: innovation and growth, inequality, the role of management, 
and financial and policy reform.

We shall argue there are two big differences with intangible 
assets. First, most measurement conventions ignore them. There 
are some good reasons for this, but as intangibles have become 
more important, it means we are now trying to measure capital-
ism without counting all the capital. Second, the basic economic 
properties of intangibles make an intangible- rich economy behave 
differently from a tangible- rich one.

Measurement: Capitalism without Capital

As we will discuss, conventional accounting practice is to not mea-
sure intangible investment as creating a long- lived capital asset. 
And this has something to be said for it. Microsoft’s investment 
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in a desk and an office building can be observed, and the market 
for secondhand office equipment and renting office space tells you 
more or less daily the value of that investment. But there is no 
market where you can see the raw value of its investment in de-
veloping better software or redesigning its user interface. So trying 
to measure the “asset” that’s associated with this investment is a 
very, very hard task, and accountants, who are cautious people, 
typically prefer not to do so, except in limited circumstances (typi-
cally when the program has been successfully developed and sold, 
so there is an observable market price).

This conservative approach is all very well in an economy 
where there is little investment in this type of good. But as such 
investment starts to exceed tangible investment, it leaves larger 
and larger areas of the economy uncharted.

Properties of Intangibles:  
Why the Economy Is Becoming So Different

The shift to intangible investment might be a relatively minor 
problem if all that was at stake was mismeasurement. It would be 
as if we were counting most of the new trucks in the economy but 
missing some of them: an interesting issue for statistics bureaus, 
but little more.

But there is, we will argue, a more important consequence of 
the rise of intangibles: intangible assets have, on the whole, quite 
different economic characteristics from the tangible investment 
that has traditionally predominated.

First of all, intangible investment tends to represent a sunk cost. 
If a business buys a tangible asset like a machine tool or an office 
block, it can typically sell it should it need to. Many tangible in-
vestments are like this, even large and unusual ones. If you’ve ever 
fancied one of those giant Australian mining tractors, you can buy 
them secondhand at an online auction site called Machinery Zone; 
World Oils sells gently used drilling rigs; and a business called 
UVI Sub- Find deals in secondhand submarines. Intangible assets 
are harder to sell and more likely to be specific to the company 
that makes them. Toyota invests millions in its lean production 
systems, but it would be impossible to separate these investments 
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from their factories and somehow sell them off. And while some 
research and development gives rise to patents that can in some 
cases be sold, far more of it is tailored to the specific needs of the 
business that invests in it, certainly sufficiently so to make intel-
lectual property markets very limited.

The second characteristic of intangible investments is that they 
generate spillovers. Suppose you run a business that makes flugel-
binders, and you own a tangible asset in the form of a factory, and an 
intangible asset in the form of an excellent new design for a flugel-
binder. It’s almost trivially easy to make sure that your firm gets 
most of the benefits from the factory: you put a lock on the door. 
If someone asks to use your factory for free, you politely refuse; if 
they break in, you can call the police and have them arrested; in 
most developed countries, this would be an open- and- shut case. 
Indeed, making sure you get the benefit from tangible assets you 
own, like a factory, is so simple that it seems a silly question to 
ask. The designs, however, are a different business altogether. You 
can keep them secret to prevent their being copied, but competi-
tors may be able to buy some flugelbinders and reverse- engineer 
them. You might be able to obtain a patent to discourage people 
from copying you, but your competitors may be able to “invent 
around” it, changing just enough aspects of the product that your 
patent offers no protection. Even if your patent is secure, getting 
redress against patent infringement is far more complicated than 
getting the police to sling intruders out of your factory— you may 
be in for months or years of litigation, and you may not win in 
the end. After their world- leading first flight, the Wright brothers 
spent much of their time not developing better aircraft, but fight-
ing rival developers who they felt were infringing on their patents. 
The tendency for others to benefit from what were meant to be 
private investments— what economists call spillovers— is a charac-
teristic of many intangible investments.

Intangible assets are also more likely to be scalable. Consider 
Coke: the Coca Cola Company, based in Atlanta, Georgia, is re-
sponsible for only a limited number of the things that happen to 
produce a liter of Coke. Its most valuable assets are intangible: 
brands, licensing agreements, and the recipe for how to make the 
syrup that makes Coke taste like Coke. Most of the rest of the 
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business of making and selling Coke is done by unrelated bottling 
companies, each of which has signed an agreement to produce 
Coke in its part of the world. These bottlers typically own their 
own bottling plants, sales forces, and vehicle fleets. The Coca Cola 
Company of Atlanta’s intangible assets can be scaled across the 
whole world. The formula and the Coke brand work just the same 
whether a billion Cokes are sold a day or two billion (the actual 
number is currently about 1.7 billion). The bottlers’ tangible as-
sets scale much less well. If Australians dramatically increase their 
thirst for Coke, Coca Cola Amatil (the local bottler) will likely 
need to invest in more trucks to deliver it, bigger production lines, 
and eventually new plants.

Finally, intangible investments tend to have synergies (or what 
economists call complementarities) with one another: they are 
more valuable together, at least in the right combinations. The 
MP3 protocol, combined with the miniaturized hard disk and 
Apple’s licensing agreements with record labels and design skills 
created the iPod, a very valuable innovation. These synergies are 
often unpredictable. The microwave oven was the result of a mar-
riage between a defense contractor, which had accidentally dis-
covered that microwaves from radar equipment could heat food, 
and a white goods manufacturer, which brought appliance design 
skills. Tangible assets have synergies too— between the truck and 
the loading bay, say, or between a server and a router, but typically 
not on the same radical and unpredictable scale.

conclusion

These unusual economic characteristics mean that the rise of in-
tangibles is more than a trivial change in the nature of investment. 
Because intangible investments, on average, behave differently 
from tangible investments, we might reasonably expect an econ-
omy dominated by intangibles to behave differently too.

In fact, once we take into account the changing nature of capi-
tal in the modern economy, a lot of puzzling things start to make 
sense. In the rest of this book, we’ll look at how the shift to intan-
gible investment helps us understand four issues of great concern 
to anyone who cares about the economy: secular stagnation, the 



Introduction 11

long- run rise in inequality, the role of the financial system in sup-
porting the nonfinancial economy, and the question of what sort 
of infrastructure the economy needs to thrive. Armed with this 
understanding we then see what these economic changes mean for 
government policymakers, businesses, and investors. Our journey 
will take us past the appraisers of old into the unmapped territory 
that is modern intangible investment.
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Capital’s Vanishing Act

Investment is one of the most important activities in the economy. 
But over the past thirty years, the nature of investment has changed. 
This chapter describes the nature of that change and considers its 
causes. In chapter 3, we look at how this change in investment can be 
measured. In chapter 4, we explore the unusual economic properties 
of these new types of investment, and why they might be important.

Investment is central to the functioning of any economy. The pro-
cess of committing time, resources, and money so that we can pro-
duce useful things in the future is, from an economic point of view, 
a defining part of what businesses, governments, and individuals do.

The starting point of this book is an observation: Over the last 
few decades, the nature of investment has been gradually but sig-
nificantly changing.

The change isn’t primarily about information technology. The 
new investment does not take the form of robots, computers, or 
silicon chips, although, as we will see, they all play supporting roles 
in the story. The type of investment that has risen inexorably is 
intangible: investment in ideas, in knowledge, in aesthetic content, 
in software, in brands, in networks and relationships.

This chapter describes this change and why it has happened.

a Trip to the gym

Our story begins in the gym, or rather in two gyms. We’re going 
to step inside a commercial gym in 2017 and in 1977 and look 
at some of the differences. As we will see, gyms provide a vivid 
but typical example of how even industries that are not obvi-
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ously high- tech have subtly changed the types of investment 
they make.

Gyms are an interesting place to begin our search for the in-
tangible economy because at first glance there’s nothing much in-
tangible about them. Even if you avoid gyms like the plague, you 
probably have an idea of the sort of things you would find there. 
Our gym in 2017 is full of equipment that the business needs to 
run: a reception desk with a computer and maybe a turnstile, ex-
ercise machines, some weights, shower fittings, lockers, mats, and 
mirrors (“the most heavily used equipment in the gym,” as one 
gym owner joked). All this kit is reflected in the finances of busi-
nesses that own and run gyms: their accounts typically contain lots 
of assets that you can touch and see, from the premises they oper-
ate in to the treadmills and barbells their customers use.

Now, consider a gym from forty years ago. By 1977 the United 
States was full of gyms. Arnold Schwarzenegger’s breakout movie 
Pumping Iron had just been released, featuring scenes of him train-
ing in Gold’s Gym in Venice Beach, Los Angeles, which had been 
established in 1965 and was widely franchised across America. 
Other gyms contained machines like the Nautilus, the origi-
nal fixed- weight machine, invented by Arthur Jones in the late 
1960s. If you were to look around a gym of the time, you might 
be surprised to see many similarities to today’s gym. Granted, 
there might be fewer weight machines and they would be less 
advanced. Membership would be recorded on index cards rather 
than on a computer; perhaps the physical fittings would be more 
rough- and- ready, but otherwise many of the business’s visible as-
sets would look the same: some workout rooms, some changing 
rooms, some equipment.

But if we return to our 2017 gym and look more closely, we’ll 
notice a few differences. It turns out that the modern gym has in-
vested in a range of things that its 1977 counterpart hasn’t. There 
is the software behind the computer on the front desk, record-
ing memberships, booking classes, and scheduling the staff roster, 
linked to a central database. The gym has a brand, which has been 
built up through advertising campaigns whose sophistication and 
expense dwarf those of gyms in the 1970s. There’s an operations 
handbook, telling the staff how to do various tasks from inducting 
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new members to dealing with delinquent customers. Staff mem-
bers are trained to follow the handbook and are doing things with 
a routinized efficiency that would seem strange in the easygoing 
world of Pumping Iron. All these things— software, brands, pro-
cesses, and training— are all a bit like the weight machines or the 
turnstile or the building the gym sits in, in that they cost money 
in the short run, but over time help the gym function and make 
money. But unlike the physical features, most of these things can’t 
be touched— certainly no risk of dropping them on your foot. 
Gym businesses are still quite heavy users of assets that are physi-
cal (all of the UK’s four biggest gyms are owned by private equity 
firms, which tend to like asset- intensive businesses), but compared 
to their counterparts of four decades ago, they have far more assets 
that you cannot touch.

And the transformation goes deeper than this. In one of its 
rooms, the gym puts on regular exercise classes for its members; 
one of the most popular is called Bodypump, or, as the sign on 
the door significantly puts it “Bodypump®.” It turns out the com-
pany that runs the gym is not the only business operating in the 
premises— and this second business is even more interesting from 
an economic point of view.

Bodypump is a type of exercise called “high- intensity interval 
training” (HIIT), where participants move about vigorously and 
lift small weights in time to music, but this description does not do 
justice to the intensity of the workouts or the adrenaline- induced 
devotion that well- run HIIT classes engender in their customers. 
The reason for the registered trademark sign is that Bodypump is 
designed and owned by the other company at work in the build-
ing, a business from New Zealand called Les Mills International.

Les Mills was an Olympic weightlifter who set up a small gym 
in Auckland three years after Joe Gold opened his first gym in Los 
Angeles. His son Philip, after a visit to LA, saw the potential for 
merging music with group exercise: he brought it back to New 
Zealand and added weights to the routines to produce Bodypump 
in 1997. He realized that by writing up the routines and synchro-
nizing them with compilations of up- to- date, high- energy music, 
he had a product that could be sold to other gyms. By 2005 Les 
Mills classes like Bodypump and Bodycombat were being offered 
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in some 10,000 venues in 55 countries with an estimated 4 million 
participants a week (Parviainen 2011); the company’s website now 
estimates 6 million participants per week. Les Mills’s designers cre-
ate new choreography for their programs every three months. They 
film them and dispatch the film with guidance on the choreography 
notes and the music files to their licensed instructors. At the time of 
writing, they have 130,000 such instructors. To become an instruc-
tor, you have to complete three days of training, currently costing 
around £300, after which you can start teaching, but to proceed 
further you have to submit a video of a complete class to Les Mills, 
which checks your technique, choreography, and coaching.

The things that a business like Les Mills uses to make money 
look very different from the barbells and mats of a 1977 Gold’s 
Gym. True, some of their assets are physical— recording equip-
ment, computers, offices— but most of them are not. They have a 
set of very valuable brands (gym customers have been known to 
mutiny if their gym stops offering Bodypump), intellectual prop-
erty (IP) protected by copyrights and trademarks, expertise on de-
signing exercise classes, and proprietary relationships with a set of 
suppliers and partners (such as music distributors and trainers). 
The idea of making money from ideas about how to work out is 
not new— Charles Atlas was selling bodybuilding courses a decade 
before Les Mills was born— but the scale on which Les Mills Inter-
national operates, and the way it combines brands, music, course 
design, and training is remarkable.

Our excursion into the world of gyms suggests that even a very 
physical business— literally, the business of physiques— has in the 
last few decades become a lot more dependent on things that are 
immaterial. This is not a story of Internet- driven disruption of the 
kind we are familiar with from a hundred news stories: gyms were 
not replaced with an app the way record shops were replaced by 
Napster, iTunes, and Spotify. Software does not replace the need 
to lift weights. But the business has nevertheless changed in two 
different ways. The part that looks superficially similar to how it 
did in the 1970s— the gym itself— has become shot through with 
systems, processes, relationships, and software. This is not so much 
innovation, but innervation— the process of a body part being sup-
plied with nerves, making it sensate, orderly, and controllable. And 
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new businesses have been set up that rely almost entirely for their 
success on things you cannot touch.

In the rest of this chapter, we will look at how the changes in in-
vestment and in assets that took place in the gym industry can be 
seen throughout the economy, and the reasons for these changes. 
But first, let us look more rigorously at what investment actually is.

What are investment, assets, and capital?

When we looked at the things that gyms bought or developed to 
run and make money, we were talking about assets and invest-
ments. Investment is very important to economists because it 
builds up what they call the “capital stock” of the economy: the 
tools and equipment that workers use to produce the goods and 
services that together make up economic output.

But “investment,” “assets,” and “capital” can be confusing terms. 
Take “investment.” Financial journalists typically refer to people 
who buy and sell securities as “investors,” and nervously diagnose 
the “mood of investors.” The same journalist might call a long- term 
financier like Warren Buffett an “investor” and his short- term rivals 
“speculators.” Someone considering going to college might be ad-
vised that “education is the best investment you can make.”

The terms “assets” and “capital” are also used in a confusing va-
riety of ways. In his justly famous Capital in the Twenty- First Cen-
tury, Thomas Piketty (2014) defined capital as “all forms of wealth 
that individuals . . . can own.” Marxist writers commonly ascribe 
to “capital” not just an accounting definition, but an entire exploit-
ative system. “Assets” also have different definitions. Many firms 
think of their business assets as their stock of plant and equipment. 
For an accountant, business assets commonly include the cash in 
the firm’s bank account and bills its customers have yet to pay, 
which don’t seem to be machines used in the business production 
but rather the results of doing that business.

Because of these multiple meanings, and because we’ll be com-
ing back to these terms frequently, it will be helpful to establish 
working definitions for investment, capital, and assets. We will stick 
to the internationally agreed definition of investment used by sta-
tistics agencies the world over when they measure the performance 
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of national economies. This has the benefit of being standardized 
and the fruit of much thought, and of being directly linked to fig-
ures like GDP that we are used to seeing in news bulletins.

According to the UN’s System of National Accounts, the bible 
of national accounting, “investment is what happens when a pro-
ducer either acquires a fixed asset or spends resources (money, effort, 
raw materials) to improve it.”1 This is a quite dense statement, so 
let’s unpack what it means.

First of all, let’s look at the definition of assets. An asset is an eco-
nomic resource that is expected to provide a benefit over a period 
of time.2 If a bank buys a new server or a new office building, it 
expects to get a benefit that lasts for some time— certainly longer 
than just a year. If it pays its electricity bill quarterly, the benefit 
lasts for three months. So the server and the building are assets, but 
neither the electricity nor the fact of having paid the bill is.

Second, consider the word fixed. A fixed asset is an asset that 
results from using up resources in the process of its production. A 
plane or a car or a drug patent all have to be produced— someone 
has to do work to create something from nothing. This can be dis-
tinguished from a financial asset, like an equity stake in a public 
company. An equity stake is not produced (except in the trivial 
sense that a share certificate might be printed to represent the 
claim). This means that when economists talk about investment 
they are not talking about investing in the personal finance sense, 
that is, buying stocks and shares. And because they are talking 
about fixed assets they are not talking about the accountancy con-
cept of cash in a company bank account.

Third, there is the idea of spending resources. To be deemed an 
investment, the business doing the investing has to either acquire 
the asset from somewhere else or incur some cost to produce it 
themselves.

Finally, there is the word producers. National accounts measure 
production by firms or government or the third sector. Production 
by households (say, doing the laundry or cooking at home) is not 
included, and so neither is investment by a household, say, in a 
washing machine or stove. This is a definitional feature of the way 
national accounts are calculated, and it is one of the reasons people 
criticize GDP (not least because it is large, and because it excludes 
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from the record a part of the economy that has historically been 
run primarily by women). Perhaps one day “production” will have 
a broader definition in national accounts; for our purposes, most of 
the changes we describe in this book would, we believe, apply to 
the household sector as well as to so- called producers.

So, in this book when we talk about “investment” we are not 
talking about the buying or selling of pieces of paper on a stock 
market or households paying university tuition. Rather, we are 
talking about spending by business, government, or the third sector 
that creates a fixed (i.e., nonfinancial) asset, that is, resources spent 
that create a long- lived stream of productive services. We shall call 
such a fixed asset providing these long- lived productive services 
“capital.” Because both capital and labor produce such productive 
services, economists refer to them as “factors of production.”3

not all investments are Things you can Touch

One of the examples of an investment in the section above was 
a drug patent, say, one owned by a pharmaceutical company. The 
pharmaceutical company is obviously a producer, not a household; 
the company has to expend resources to produce the patent or 
acquire it; the patent arises from a process of production— in this 
case, the work of scientists in a lab— and if the patent is any good, 
it will have a long- term value, since the company can develop it for 
future use and perhaps sell medicines based on it. The patent is an 
example of an intangible asset, created by a process of intangible in-
vestment. So too were the various assets in the gym story, from the 
gym’s membership software to Les Mills International’s Bodypump 
brand. They arose from a process of production, were acquired or 
improved by producers, and provide a benefit over time.

These kinds of investments can be found throughout the econ-
omy. Suppose a solar panel manufacturer researches and discov-
ers a cheaper process for making photovoltaic cells: it is incurring 
expense in the present to generate knowledge it expects to ben-
efit from in the future. Or consider a streaming music start- up 
that spends months designing and negotiating deals with record 
labels to allow it to use songs the record labels own— again, short- 
term expenditure to create longer- term gain. Or imagine a training 
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company pays for the long- term rights to run a popular psycho-
metric test: it too is investing.

Some of these investments are new technological ideas. Some 
are other sorts of ideas that have less to do with high technology: 
new product designs or new business models. Some take the form 
of lasting or proprietary relationships, such as a taxi app’s network 
of drivers. Some are codified information, like a customer loyalty 
card database. What they have in common is that they are not 
physical. Hence we call them intangible investment.

Table 2.1 sets out some examples. On the left- hand side are tan-
gible business investments: buildings, ICT equipment like computer 
hardware, non- ICT equipment, and vehicles. On the right are intangi-
bles: software, databases, design, mineral exploration, R&D, and busi-
ness processes, for example. These intangibles in the right column are 
those elements of spending that business and national accountants 
have been reluctant to count as investment, though, as we shall see, 
over the last forty years some of them have been included as such.

Table 2.1. examPles of Tangible anD inTangible  
business inVesTmenTs

Tangible investments intangible investments

Buildings Software

ICT equipment (e.g., computer 
hardware, communications 
equipment)

Databases

Noncomputer machinery and 
equipment

R&D

Vehicles Mineral exploration

Creating entertainment, literary or 
artistic originals

Design

Training

Market research and branding

Business process re engineering

Source: Adapted from the System of National Accounts (SNA) 2008, para 10.67 and 
 table 10.2, and Corrado, Hulten, and Sichel 2005. The SNA also includes as tangible  assets 
weapons systems and cultivated biological resources. As intangibles it includes R&D, min-
eral exploration and evaluation, computer software and databases, and creating artistic 
originals. The other intangible assets are those set out in Corrado, Hulten, and Sichel 2005.
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intangible investment has steadily grown

The story of how intangible investment expanded in the gym busi-
ness is not unusual.

Consider another sector that is familiar to most people: super-
market retail. If you found yourself in a self- service supermarket 
of forty years ago, it would look dated, but not unrecognizable. Su-
permarkets then were big rooms full of shelves, fridges, and freez-
ers just as they are now; customers put their own goods in a shop-
ping cart and took them to a checkout to pay; behind the scenes, 
trucks resupplied the supermarket from central warehouses. Of 
course, aspects of the tangible assets of a supermarket business 
have changed since then: the stores have changed shape (some 
are bigger and outside of town, others are much smaller and in 
city centers), and the checkouts have more silicon chips in them 
and some of them are self- service. But these changes are minor 
compared to the changes in supermarkets’ intangible assets. Even 
in the 1970s bar codes were increasingly being used to keep track 
of supermarket inventories; as the 1980s and 1990s went on, this 
gave rise to computerized systems for managing supply chains, 
significantly increasing the productivity of the sector. Supermar-
kets began to invest in complex pricing systems; more ambitious 
branding and marketing campaigns (including launching ranges 
of own- label products); more detailed processes and systems for 
staff to follow, backed up by training; and management systems to 
allow stores and central offices to track performance, balance stock 
levels, and plan promotions. Alongside this, a host of intangible- 
intensive businesses have appeared in the sector, ranging from on-
line competitors like FreshDirect and Ocado, which use software 
to replace stores, to businesses that process information to help su-
permarkets, such as loyalty data experts DunnHumby and LMUK.

Fast- growing tech companies are some of the most intangible- 
intensive of firms. This is in part because software and data are in-
tangibles, and the growing power of computers and telecommunica-
tions is increasing the scope of things that software can achieve. But 
the process of “software eating the world,” in venture capitalist Marc 
Andreessen’s words, is not just about software: it involves other in-
tangibles in abundance. Consider Apple’s designs and its unrivaled 
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supply chain, which has helped it to bring elegant products to mar-
ket quickly and in sufficient numbers to meet customer demand, or 
the networks of drivers and hosts that sharing- economy giants like 
Uber and AirBnB have developed, or Tesla’s manufacturing know- 
how. Computers and the Internet are important drivers of this 
change in investment, but the change is long running and predates 
not only the World Wide Web but even the Internet and the PC.

The rise of intangible investment becomes clear if we look at 
data for the economy as a whole. For some years, economists have 
been measuring those aspects of intangible capital not in the na-
tional accounts and building increasingly accurate estimates of the 
amount of intangible investment going on. We will discuss the 
components of this measurement and how it is undertaken in the 
next chapter, but figure 2.1 shows the general trend.

Even though the economists of the time were not focused on 
measuring intangible investment, in recent years scholars have 
been able to reconstruct how much was invested by businesses in 
intangible assets decades ago.

In the early years, even in the most developed countries, in-
tangible investment was something of a sideshow. As the graph 
shows, over time this balance began to shift. Intangible investment 
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steadily increased. Tangible investment, as a proportion of the 
economy as a whole, grew slower and in some cases decreased. In 
the United States, it looks as though intangible investment got the 
better of tangible investment by the mid- 1990s.4

Only in the United States can we go back this far, but for the 
UK, we have some estimates by Peter Goodridge and his col-
leagues back to 1992 (Goodridge et al. 2016). They find that in-
tangible investment overtook tangible investment by around the 
late 1990s (see figure 2.2).

A series of recent EU- funded projects have tried to gather this 
data consistently across EU countries.5 The data for the major Euro-
pean economies is set out in figure 2.3 and shows that while intangi-
bles are growing, they have not yet overtaken intangible investment.

If we put all the countries together, we get figure 2.4, which 
suggests that intangible investment overtook tangible investment 
around the time of the global financial crisis.

Breaking down the results by country shows that some coun-
tries are more intangible- intensive than others. Figure 2.5 shows 
for countries with available data the shares of GDP accounted for 
by tangible and intangible investment. The graph is ranked by the 
share of intangibles. Starting on the left are Spain and Italy. Both 
have the lowest levels of intangible investment as a proportion 
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of GDP and relatively high levels of tangibles— they are tangible- 
intensive economies. Germany, Austria, Denmark, the Nether-
lands, and France are next, with low- to- moderate intangible in-
tensity and high- to- moderate tangible intensity; all of them invest 
more in tangibles than in intangibles. Finland, the UK, the United 
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Countries are Austria, Czech Republic, Denmark, Finland, France, Germany, It-
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on INTAN- Invest database (www.intan-invest.net).
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States, and Sweden all have higher intangible than tangible invest-
ment intensity.

These differences across countries seem to line up with in-
tuition. Broadly, the Mediterranean countries are at the bottom 
of the intangible investment pack, with the Nordics, the United 
States, and UK at the top and the rest of Continental Europe in 
the middle.

These charts are the result of over a decade of research to codify 
and measure intangibles. In the next chapter, we’ll look at this re-
search and at how these measurements are carried out. But before 
we do, it is worth giving some thought to the reasons for this long- 
term increase in intangible investment.

Reasons for the growth of intangible investment

It is not the main aim of this book to explain why intangible invest-
ment has undergone such a steady and long- lasting increase: we 
are more concerned with describing the rise and its consequences 
for the wider economy. But before we move on to look in detail 
at how intangible investment has been measured, let us consider 
some of the likely reasons.
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To understand the causes of this remarkable change, we will go 
back to some of the differences across countries that were hinted 
at in the earlier figures.

Technology and Cost

It has long been understood that the productivity of the manu-
facturing sector generally increases faster than that of the services 
industries, since automation and labor- saving equipment tend to 
be more useful for manufacturers. Over time, this means that 
labor- intensive services become more expensive relative to manu-
factured goods. (In honor of William Baumol’s description of this 
effect, economists call it Baumol’s Cost Disease.)

Now, most tangible investments are manufactured (think of the 
many factories around the world that churn out everything from 
vans to machine tools to silicon chips). There is certainly a lot of 
labor involved in tangible investments (laying cables, shop fitting, 
the whole construction industry), but manufacturing matters too.

Intangible investments, on the other hand, depend much more 
on labor. Design involves paying designers. R&D involves paying 
scientists. Software involves paying developers. So over time, we 
would expect intangible investment spending to gradually rise 
relative to tangible as Baumol predicted. Some of that rise might 
be offset by the point, which we look at in detail below, that some 
intangibles costs are mostly “fixed” or one- off, so this cannot be the 
whole story, but it is likely to be at least one element of it.

Technology and Productivity of Intangibles

New technology also seems to be increasing the opportunities for 
businesses to invest productively in intangibles. The most obvious 
example is IT. Because many intangibles involve information and 
communication, they can almost by definition be made more ef-
ficient with better IT. Think of Uber’s organizational investment in 
building its vast networks of drivers: it would have been theoreti-
cally possible before the invention of computers and smartphones 
(after all, radio cab networks existed), but the return on the in-
vestment was massively increased by smartphones, with their abil-
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ity to connect people quickly and enable the rating of drivers and 
the metering of rides.

Social technologies have also improved the return on intangible 
investment. The concept of the corporate R&D lab in nineteenth- 
century Germany, and its development in both Germany and the 
United States (intangible investments in the process of producing 
intangible investments), made commercial R&D more systematic 
and more worthwhile. The invention and development of systems, 
such as Kanban, the lean manufacturing technique associated with 
Toyota, increase the return on organizational investment. Code 
repositories like GitHub and Stack Overflow and the way they are 
used are a type of social technology— one that increases the return 
on software investments by helping programmers collaborate.

Country- by- country data on intangible investment gives us a 
hint of this. Figure 2.6 shows some correlation between the share 
of intangible investment in GDP in a country and the share of 
tangible investment accounted for by IT.

This raises an interesting question: Is it possible that the rise 
of intangible investment is nothing more than a consequence of 
improvements in IT? Is the intangible economy a sort of corollary 
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of Moore’s Law or an epiphenomenon of what Erik Brynjolfsson 
and Andrew McAfee call the Second Machine Age? It is difficult 
to prove causality in technological change, but there are grounds 
to think it is a bit more complicated than that. It is certainly true 
that some intangibles operate through computers— indeed, for 
one category of intangibles, software, computers are a necessary 
precondition. And it seems more than likely that the market size 
for many intangible assets, such as entertainment, has been greatly 
expanded by IT.

But it seems unlikely that the rise of computers is the only cause 
of the intangible economy. First of all, as we saw earlier, the rise of 
intangible investment began before the semiconductor revolution, 
in the 1940s and 1950s and perhaps before. Second, while some 
intangibles like software and data strongly rely on computers, oth-
ers do not: brands, organizational development, and training, for 
example. Finally, a number of writers in the innovation studies lit-
erature argue that it may be that it was the rise of intangibles that 
led to the development of modern IT as much as the other way 
around. The historian James Beniger (1986) argued that modern 
information technology developed as it did because of an over-
whelming need to control production and operations, first on the 
part of the military, and then in the world of business— by this 
logic, IT and the research that led to it was shaped by an economy 
hungry for intangible investment rather than intangible invest-
ment happening as a response to the serendipitous invention of 
various forms of IT.6

Industrial Structure

One plausible explanation for the rise in intangible investment 
is that the balance of what businesses produce has changed. Ev-
eryone knows that the output of developed countries, even ones 
with large manufacturing sectors like Germany or Japan, consists 
mostly of services. Some of the sociologists and futurists who first 
heralded the rise of “post- industrial society” were also prophets of 
what became known as the knowledge economy. Is it true, then, 
that the modern world is replacing dark satanic mills with service 
businesses that invest in systems, information, and ideas?
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It turns out the evidence is not so clear- cut. Figure 2.7 shows 
that, in all our countries, the service sector was, in the late 1990s, 
more tangible- intensive, but this has reversed. Remarkably, the 
manufacturing sector is more intangible- intensive than tangible- 
intensive and has grown more so. So, the structure of the economy 
will affect the relative importance of intangibles, but that effect 
will change over time. The data for manufacturing should not 
come as a surprise, since it is likely in part due to globalization. 
When trade opens up with developing countries, as when China 
joined the WTO in 2000, developed countries have to further spe-
cialize where they have a comparative advantage. The manufac-
turing businesses that tend to thrive in high- wage economies are 
ones that invest a lot in intangibles, from the R&D programs of 
Pfizer or Rolls- Royce to the lean production techniques of the 
Japanese motor industry. (To the extent that globalization requires 
the construction of more complex organizations and networks, it 
could also drive increased intangible investment directly.)

A Changing Business Climate

The years since 1980 have seen a steady relaxation of a whole range 
of regulations on both products and labor markets in most of the 
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world’s biggest economies. At the same time, most  governments 
on both the right and the left have prided themselves on a degree 
of business- friendliness that would have surprised politicians of 
the 1960s or 1970s. Might this have encouraged a long- term rise 
in intangible investment?

Turning back to the comparison of intangibles across countries, 
we see some evidence that looser regulation of product markets 
and labor markets encourages intangible investment. Figure 2.8 
shows the share of business- sector GDP accounted for by tangible 
and intangible investment, plotted against an index of what the 
OECD calls “employment strictness,” where a high value of the 
index, such as in countries like Italy, means that it is costly to hire 
and fire workers and a low value, for example, in the United States 
and the UK, means that it’s relatively cheap.

The figure shows something interesting. Countries with more 
restrictive hiring and firing invest more in tangibles, but less in 
intangibles. The effect of labor market rules on tangible effect is 
intuitive: if hiring and managing staff is a real pain, then busi-

0.10

0.12

0.14

0.16

0.18

1.0 1.5 2.0 2.5 3.0
OECD employment market strictness index

Tangible investment share

0.06

0.08

0.10

0.12

0.14

1.0 1.5 2.0 2.5 3.0
OECD employment market strictness index

Intangible investment share

DK

AT
DE

ES

FI FR

IT

NL

SE

UK

US

AT

DE

DK

ES

FI
FR

IT

NL

SE

UK

US

Sh
ar

e 
of

 s
ec

to
r v

al
ue

 a
dd

ed
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nesses may invest in machines instead. But the effect on intangible 
investment is the opposite. Why? New intangibles often require 
workers to change the way they work: imagine a factory imple-
menting a lean process— a type of organizational development in-
vestment— or changing the nature of its products. New intangibles 
might also be risky and entrepreneurs might reasonably forecast 
a high possibility of failure in the future. Less flexible workforces 
might deter such investment in the first place.7

This is not intended to be a blithe endorsement for undermining 
workers’ rights. But it does provide a further possible explanation 
for the continued difference in investment in the last few decades, 
and a reminder that politics is not irrelevant to these changes.

Figure 2.9 shows there is a correlation between intangible 
spending, this time by the market sector, and R&D spending by 
the government. So countries like Finland and Sweden, for exam-
ple, have very high government R&D spending and high market 
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sector intangible spending, in contrast with Spain and Italy. Thus 
 intangible investment can vary by country depending on the ex-
tent of public sector coinvestment.

Finally, it also seems that intangible investment is higher as a 
fraction of GDP in more developed countries. Corrado and Hao 
(2013), for example, document this for spending on brands, which 
is around 1 percent of GDP per capita in the United States but 
0.1 percent for China (for their data, 1988– 2011), and it is well 
known that most R&D is accounted for by a small fraction of 
developed countries (see, e.g., the data in van Ark et al. 2009). 
This might be due to low- income countries specializing in labor- 
intensive manufacturing or not having the financial and science 
base to make large- scale intangible investments.

Globalization and Growing Market Sizes

A final determinant is the size of the market. Many intangibles, 
such as Starbucks’s brand or Facebook’s software, can be scaled 
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more or less infinitely (a point we shall return to in chapter 4). So, 
smaller markets (for example, countries surrounded by trade bar-
riers) would be less attractive places to make intangible 
investment.

Figure 2.10 shows the share of GDP accounted for by intan-
gible investment plotted against the OECD index of restrictive-
ness of trade in services (countries on the right of the graph have 
more restrictive trade in their services). This helps explain some of 
the spread in country investment patterns that we see: Austria, for 
example, hardly a basket case economy, spends relatively little on 
intangible investment but has quite restrictive trade opportunities, 
limiting, therefore, the possibility of scale.

The steady increase of international trade over the past fifty 
years would, therefore, provide a greater incentive for companies 
with exposure to it to invest in intangibles. And this means that 
if trade barriers rise, via either Brexit or trade policy, there will be 
lower incentive for intangible investment.

conclusion: capital’s Vanishing act

Intangible investment has become increasingly important. New 
methods of measurement show how it now exceeds tangible in-
vestment in some developed countries and has been growing for 
several decades, while tangible investment has steadily declined. 
There are a number of reasons for the growth of intangible invest-
ment, including the changing balance of services and manufactur-
ing in the economy, globalization, the increased liberalization of 
markets, developments in IT and management technologies, and 
the changing input costs of services (which play a greater role in 
intangible investment). In the next chapter, we will look in more 
depth at how to measure intangible investment in the economy.



3
How to Measure Intangible Investment

This chapter explains how intangible investment can be measured, 
and how economists worked it out.

how is investment measured and Why?

The story of how economists and statisticians came to measure 
intangible investment is a late episode in a much bigger story: the 
invention of GDP and systems of national accounts.1 This story is 
engagingly told in Diane Coyle’s GDP: A Brief but Affectionate His-
tory and Ehsan Masood’s The Great Invention: The Story of GDP.

One of the biggest conceptual challenges involved in the cre-
ation of GDP was deciding what to count. This was an old prob-
lem. Adam Smith, in The Wealth of Nations, puzzled over whether 
England was producing more than it did at the fall of the Roman 
Empire. With no data to support this he simply asserted it was 
so, since there was more productive labor and less unproductive 
labor, the latter being occupations such as “servants . . . the sover-
eign . . . players, buffoons, musicians and opera- singers.”2

By the time of the Great Depression, when economists were 
being pressed into service to understand what was going wrong 
with the economy, this problem had become urgent. Everyone 
knew that the economy was in a bad way. But they didn’t know by 
how much production had fallen. Ford knew that sales of its main 
car, the Model A, declined by 50 percent from 1930 to the end of 
1931. Steel producers knew that their production had collapsed: 
capacity utilization fell from 96 percent in September 1929 to 60 
percent in December (CQ Researcher 2016). But how much had 
the whole economy declined? The problem was that the output of 
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the steel makers was an input to the car producers, so it would be 
double counting to add up both their outputs. This is why calcu-
lating GDP is much harder than you would think: you can’t just 
add up all the outputs in all the industries.

What about avoiding the double- counting by just counting the 
output of the car industry? This is fine if the carmaker only buys 
steel to transform into cars. But what if a carmaker bought steel 
machine tools and used those machines year after year? The steel 
in the machine tools would assuredly not be used up: as we saw 
above, they are assets. So, it looks like long- lasting goods should be 
treated differently from those used up. On this basis, the origina-
tors of GDP decided that spending on long- lasting goods, or invest-
ment, ought to be counted as part of the output of the economy.

You can see the importance of including investment in GDP 
from a quick thought experiment. Imagine we’re back in the late 
1940s, when the systems we use today to measure GDP were just 
becoming mainstream. Consider two very similar countries that 
both produce a thousand cars, all of which are bought by domestic 
consumers.

The only difference between them is that Country A is also 
making new machines for its car plants, while Country B isn’t. The 
output of these machines wouldn’t show up in our consumption 
spending statistics, since consumers don’t buy lathes and conveyor 
belts and paint sprayers. But at the end of the year, Country A 
would clearly have produced more goods, since in addition to the 
shiny new cars its citizens enjoy, it has whizzy new equipment 
in its factories that will allow it to make better and cheaper cars 
in the years to come. We could measure that production directly 
by counting up the value of the car production and the value of 
the machine production and that would be GDP. We could get at 
it indirectly, which is to count up all the spending by consumers 
and also the spending on investment by companies. In this simple 
world, both these figures would be equal. In practice, counting 
up production turns out to be hard, so the first estimates of GDP 
are calculated using spending, which is a bit easier to measure. 
National statisticians do this by surveying consumers to find con-
sumption spending and surveying firms to find investment spend-
ing. So investment is part of GDP.
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When economists began measuring GDP in earnest in the 1940s, 
this sort of investment was very important to the world at large, 
which was rebuilding its industrial capacity after the destruction 
of the Second World War. So it should come as no surprise that 
measuring investment was taken very seriously.

In this framework, investment was strictly limited to physical 
stuff. The car factory’s new machines were an investment; the 
time its designers spent planning a new model was not. That time 
spent was treated as a cost of doing business— an “intermediate 
input,” like steel or the electricity bill— and not counted as part of 
output. Design was regarded as something entirely used up in the 
process of production, not something that lasts in the way that an 
investment does.3

It did not take long for economists to start questioning this. 
As early as the 1960s, economists began to wonder whether this 
type of knowledge spending might be long lasting. Fritz Machlup 
was an Austrian émigré who had moved to New York University 
during the Second World War (he was a student of the Austrian 
economist Ludwig von Mises, although Mises fell out with him 
when Machlup questioned whether the gold standard was a good 
idea— apparently the two did not speak for three years). In 1962 
Machlup wrote a book entitled The Production and Distribution of 
Knowledge in the United States, in which he asked whether differ-
ent types of knowledge were valuable things that could be pro-
duced, like lathes and paint shops. He started to measure spending 
on everything from research and development to advertising and 
branding to training (Machlup 1962).

Machlup’s book was well received, not least by noneconomists. 
Economists, led in particular by Zvi Griliches at the National Bu-
reau of Economic Research (NBER), America’s applied economics 
brain trust, knew that R&D and knowledge production was a vital 
force in raising GDP. The NBER had convened a major conference 
in 1960 on The Rate and Direction of Inventive Activity. A working 
group of the OECD met in Frascati, Italy, to agree on a common 
framework for measuring R&D, codifying the approach in what 
became known as the Frascati Manual; these definitions (revised 
in several subsequent editions, the latest being OECD 2015) are 
still used to measure R&D today. The year 1966 saw the establish-
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ment of the University of Sussex’s Science Policy Research Centre 
by Chris Freeman, a powerful proponent of the interdisciplinary 
study of innovation. But as far as the national accounts were con-
cerned, tangible investment was still what mattered. Statisticians 
found better ways of measuring tangible capital stocks and made 
other developments, such as input/output tables and international 
trade estimates as economies globalized.

The thing that reignited economists’ interest in the measure-
ment of intangibles was ironically something tangible: computers. 
Over the course of the 1980s, economists had been wrestling with 
a puzzle. Since the mid- 1970s productivity growth in developed 
countries had been disappointingly low. This was despite the ad-
vent of widely hyped new computer technologies that were sup-
posedly going to transform business for the better. Robert Solow, 
who contributed more to the study of economic growth than most, 
famously pointed out in 1987 that the impact of the Computer 
Age could be seen everywhere but in the productivity statistics 
(Solow 1987).

Goaded by these criticisms, statistical agencies, led by the US 
Bureau of Economic Analysis (BEA), began to examine their treat-
ment of information and information technology more closely. 
They introduced two types of innovation.

First, in the 1980s, in conjunction with IBM, the BEA started 
to produce indexes of computer prices that were quality adjusted. 
This turned out to make a very big difference to measuring how 
much investment businesses were making in computer hardware.

In most cases— food products, for example— prices for the same 
good tend to rise gently in line with overall inflation. But even 
if sticker prices for computers were rising, they were decidedly 
not the same good, since every dimension of their quality (speed, 
memory, and space) was improving incredibly. So their “quality- 
adjusted” prices were, in fact, falling and falling very fast, meaning 
that the quality you could buy per dollar spent on computers was 
in fact rising very fast.

As computers spread throughout the economy, the need to 
make this quality correction to official computer price data be-
came more and more important, and a key paper by Steve Oliner 
and Dan Sichel (1994) showed that these quality adjustments 
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were crucial in understanding US productivity. Meanwhile, OECD 
economists Alessandra Collecchia and Paul Schreyer (2002) docu-
mented that most non- US statistics agencies were not using this 
quality adjustment. When Collecchia and Schreyer used the US 
quality- adjustment figures in the non- US economies (after all, 
computers are pretty international) they found computers in the 
non- US economies were much more important contributors to 
growth than those national accounts had revealed.

This development dealt with computer hardware. But the sec-
ond important development in the 1990s was around computer 
software. Some businesses, especially large ones, write a lot of their 
own software. Banks, in particular, are massive spenders: at one 
point, Citibank employed more programmers than Microsoft. The 
more that statisticians looked at this spending, the more they real-
ized that the software that companies were writing was not a tan-
gible good like the computers themselves, but an intangible good: 
knowledge written down in lines of code. And it looked like the 
code was long lasting. True, it needed to be periodically debugged, 
refreshed, and renewed, but it lasted at least a few years. Indeed, 
anyone who has worked in banking IT will confirm that big banks 
depend on large amounts of very old legacy code that is almost 
impossible to replace without literally breaking the bank.

Perhaps, economists concluded, software ought to be treated 
like an investment. The problem was that there was no place for 
software on the frequent investment surveys that statistical agen-
cies asked firms to fill out. Those surveys asked for spending on 
computers, machinery, vehicles, and buildings— but not software. 
So the position echoed a fear voiced by Alan Greenspan, the then 
Chair of the US Federal Reserve, that there was a New Economy 
out there, and statistical agencies were not capturing it.

In 1999 the US BEA introduced software as an investment into 
the calculation of US GDP (Moulton, Parker, and Seskin 1999). 
They estimated investment by US firms in software by a mix of 
methods: information on their purchases of software, obtained 
from decennial surveys, and investment in- house, based on a 
multiple of wages of software workers. Supported by the OECD, 
other countries also introduced this method and started to bring 
software investment questions into investment surveys (the UK 
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in 2001, for example, Chesson 2001). The UK took a while to in-
corporate these methods and in the meantime got the economist 
Nicholas Oulton to recommend a short- term fix. His advice was to 
multiply the current software spending by a factor of three— and 
indeed when the UK later incorporated the US method, spending 
went up by almost exactly a factor of three.

But the idea of a new economy also prompted economists to ex-
amine the role of knowledge investment more generally. Theorists 
like Robert Lucas, Paul Romer, Phillipe Aghion, and Peter How-
itt had worked out economic models where knowledge played a 
key role in promoting growth, either via spillovers of knowledge 
from one producer to another, or via the competitive process of 
investment in continuous product improvement (see, for example, 
Lucas 1993; Aghion and Howitt 1992; Romer 1990).

Although the theorists had not quite articulated it this way, by 
the early 2000s there was a growing belief among business econ-
omists, in particular in the United States, that businesses were 
spending significant sums of money on things that had no physi-
cal presence, but that, nevertheless, were valuable and durable. 
But they were more than software and R&D: they included, for 
 example, new organizational arrangements. Baruch Lev, a profes-
sor of accounting at New York University, wrote an influential 
book on how companies should manage and account for this new 
class of investment (Lev 2001). He set out some of the features 
of this intangible investment (which we shall discuss in the next 
chapter) and observed that firm balance sheets did not record such 
investment. In a similar vein, the US macroeconomist Robert Hall 
wondered whether these intangibles might help explain markets, 
his research neatly summarized by the title of his 2001 paper, 
“Struggling to Understand the US Stock Market” (R. E. Hall 2001).

Such thoughts started to make the transition from academia 
to the policy world. At the Philadelphia Federal Reserve, Leonard 
Nakamura made a first guesstimate at uncounted investment and 
thereby titled his 2000 paper “What Is the U.S. Gross Investment 
in Intangibles? (At Least) One Trillion Dollars a Year!” (Nakamura 
2001; Nakamura 2010). And in Paris, the OECD was actively 
thinking about frameworks to incorporate these wider immaterial 
assets (Young 1998).
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The excitement of the late 1990s dot- com bubble wasn’t to 
last. It turned out that making money from the new economy was 
harder than the investors in Pets.com and Enron had assumed. 
But the broader idea of investment in ideas, knowledge, and net-
works, whether enabled by new information technologies or not, 
endured.

In the spring of 2002, with the high- tech NASDAQ index down 
65 percent from its dot- com- bubble high, a group of economists 
began a project to think seriously and rigorously about measur-
ing investment in the new economy. The Conference on Research 
in Income and Wealth, founded in the United States in 1936 to 
conduct research into measurement in economics, gathered in 
Washington under the leadership of Carol Corrado and Dan Si-
chel, then at the US Federal Reserve Board, and John Haltiwanger, 
a professor of economics at the University of Maryland. At this 
conference and afterwards, Corrado, Sichel, and Charles Hulten 
from the University of Maryland built a framework for recording 
different types of intangible investment and their contribution to 
GDP growth.

Then began a painstaking process of defining and measuring the 
different types of investment, first of all for the United States and 
gradually for other countries. In 2005 Corrado, Hulten, and Sichel 
produced the first set of estimates for the United States (2005). 
In 2006 Hulten gave a seminar at the UK Treasury on what the 
US team was doing. In what must be an example of one of the 
fastest reactions to an academic seminar ever, the UK Treasury 
immediately commissioned similar work to be done for the UK, 
and Tony Clayton, Mauro Giorgio Marrano, Jonathan Haskel, and 
Gavin Wallis produced estimates for the UK for 2004. Meanwhile 
work was going on in Japan by Kyoji Fukao, Tsutomu Miyagawa, 
Kentaro Mukai, Yukio Shinoda, and Konomi Tonogi, and in 2010 
the Review of Income and Wealth published a special on intangibles, 
featuring the US, UK, and Japanese work (Corrado, Hulten, and 
Sichel 2009; Giorgio Marrano, Haskel, and Wallis 2009; Fukao et 
al. 2009).

At the same time, intangible investment also began to find its 
way into official statistics. The world’s national statistical offices, 
the guardians of the GDP statistics that grace news bulletins and 

http://www.Pets.com
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analyst reports, gradually began to take notice of the new sorts of 
investment that businesses were making and to include them in 
national accounts. In 1993 the System of National Accounts (the 
international rules for national accounting whose definition of in-
vestment we encountered in chapter 2) declared software admis-
sible as investment, followed by the European System of Accounts 
in 1995 and the UK National Accounts in 1998 (Chesson 2001). 
The 2008 System of National Accounts recommended R&D as 
an investment, and this recommendation was introduced gradu-
ally by a number of countries (the UK in 2014). Much earlier, but 
rather unnoticed, the System of National Accounts had in 1993 
proposed including investment in entertainment and literary and 
artistic originals as investment. Some countries had incorporated 
these measures, but many had not: only in 2013 did the United 
States do so fully. And these changes added up. In the United 
States, for example, the capitalization of software added about 1.1 
percent to 1999 US GDP and R&D added 2.5 percent to 2012 
GDP, with these numbers growing all the time (Corrado, Hulten, 
and Sichel 2005).

What sorts of intangibles are There?

Let’s now look at the framework that has been used to measure 
intangible investment. The first challenge of measuring anything 
in economics is one of definition: until you can describe what 
you’re measuring, you can’t begin to gather data. When Corrado, 
Hulten, and Sichel first began to measure intangible investment in 
2005, they used and extended some of the same suggestions for 
the types of investment to be measured that had been originally 
advanced by Fritz Machlup in 1962, then developed around the 
turn of the millennium by a working group at the OECD (OECD 
Secretariat 1998), and elaborated on by Baruch Lev in his 2001 
book and Leonard Nakamura (Nakamura 2001).

They divided intangible investment into three broad types: 
see table 3.1. There was “computerized information,” “innovative 
property,” and “economic competencies.” As the table shows, each 
is a different type of investment, and each produces a different 
type of capital asset.
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Table 3.1. caTegoRies of inTangible inVesTmenT
broad 
category

Type of 
investment

Type of legal 
property that 
might be 
created

Treated as 
investment in 
national accounts?

Computerized 
information

Software 
development

Patent, copy-
right, design 
IPR, trade-
mark, other

Yes, since early 
2000s

Database 
development

Copyright, 
other

Recommended in 
SNA 1993, but OECD 
suggests uneven 
implementation

Innovative 
Property

R&D Patents, 
 design IPR

Yes, recommended 
in SNA 2008, 
 introduced gradu-
ally since then

Mineral 
exploration

Patents, other Yes

Creating 
 entertainment 
and artistic 
originals

Copyright, 
 design IPR

Yes in EU, in US 
since 2013

Design and 
other product 
development 
costs

Copyright, 
design IPR, 
trademark

No

Economic 
Competencies

Training Other No

Market 
 research and 
branding 

Copyright, 
trademark

No

Business 
process 
re-engineering

Patent, copy-
right, other

No

Note: R&D should be thought of, in line with official definitions, as scientific-oriented 
spending as distinct from, say, artistic or design endeavors. “Other” in column 3 refers to 
things like trade secrets, contracts, etc. Column 3 refers to formal intellectual property: 
we would expect all intangible investment to produce tacit knowledge as well.

Source: Columns 1 and 2 from Corrado, Hulten, and Sichel 2005, column 3 based on Cor-
rado 2010, column 4 from Corrado et al. 2013.
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Computerized information is the clearest: it is any investment 
that involves putting information into computers to make them 
useful in the long run. The most obvious example is software, in-
cluding both purchased software and software a company writes 
for itself. It includes databases as well; these were a relatively 
small proportion of this category of investment, but their inclu-
sion was prescient given the subsequent explosion of big data and 
its importance to so many large businesses in the tech sector and 
beyond. (For more on the differences between data, information, 
knowledge, etc., see box 4.1).

Innovative property is a little harder to parse at first glance. It 
includes R&D, which economists and statisticians have long mea-
sured. It also includes other types of product and service devel-
opment that don’t rely directly on science and technology— for 
example, the design of a shop or an airline seat. This category also 
includes other forms of creation and discovery, from prospecting 
for oil to writing novels, and the rights that go along with them.4

Economic competencies cover other investments that don’t di-
rectly involve innovation or computers. Corrado, Hulten, and 
Sichel’s 2005 paper defined such investment as “the value of 
brand names and other knowledge embedded in firm- specific 
human and structural resources.” In particular, such investment 
involves three main types: marketing and branding (investment 
in understanding customer needs and creating brands that ap-
peal to them); organizational capital, such as creating distinc-
tive business models or corporate cultures; and training that is 
specific to the company.

Table 3.1 also shows two other pieces of information. The 
third column looks at the kind of intellectual property rights 
(IPRs) that each type of investment might generate: patents for 
R&D, for example, or copyrights for entertainment investment. 
Some of these IPRs depend upon the country: business processes 
and software cannot be patented in some countries. (Note too 
that the table suggests that studying patenting, as many innova-
tion metrics do, tells us only part of the innovation picture.) And 
the final column sets out whether statistical agencies treat such 
spending categories as investment: as can be seen, many of them 
are now so treated. However, this treatment is relatively recent 
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and coverage can be uneven, so, for example, the counting of 
database investment is in practice inconsistent across countries 
(Corrado et al. 2013).

The section that follows will look at how to measure these in-
vestments; afterwards, we will consider some possible objections 
to classifying them as investments; finally, we will look at some 
future challenges for the measurement of intangibles.

measuring investment in intangibles

As we set out in chapter 2, the purpose of investment is to create 
a valuable asset. Let’s start by reviewing how we measure invest-
ment in these intangibles. Later we will set out how we measure 
the value of the asset this investment creates, since that raises an 
additional set of complications.

Measuring investment requires a number of steps. First, we need 
to find out how much firms are spending on the intangible. Second, 
in some cases, not all of that spending will be creating a long- lived 
asset: for example, a TV news flash does not create a long- lived 
asset, but a movie does. So we may have to adjust that spending 
to measure investment— that is, that part of spending creating a 
long- lived asset. Third, we need to adjust that investment for infla-
tion and quality change so we can compare investment in different 
periods when prices and quality are changing.

Finding spending (that is, the pounds or euros or dollars or 
yen a firm spent in the last year, what economists call “nominal 
value”) for most investment goods is easy. If national accountants 
want to know how much Heathrow is investing in snowplows, or 
Sainsbury in new delivery trucks, they just ask them. They send 
them a form asking them to list their spending on what the statis-
tics office agrees are investment goods: for example, computers, 
plant, vehicles, buildings. The UK Office for National Statistics 
(ONS) calls this the Quarterly Acquisitions and Disposals of Capi-
tal Assets Survey and sends it to 27,000 firms every quarter.5 In 
recent years, the ONS has added more investment goods to this 
survey, notably, spending on software, databases, artistic originals, 
and design (firms are also asked the value, if any, of investment 
goods they have sold).
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There are two complications. First, what about investment not 
on the survey, like training or market research? For this, research-
ers have to look to other surveys or to the output of the market 
research industry.

Second, this only surveys purchases of investment assets. Now, 
for tangible goods this is fine, since very few firms make their 
own tangible investment goods: airports don’t make their own 
snowplows or supermarkets their own trucks. But for intangibles, 
this generalization does not apply: many firms write their own 
software— banks, for example— or do their own R&D. So asking 
them how much they spend has to be done carefully to check that 
firms record both what they buy and spend on “in- house” or “own- 
account” investment assets.

To measure in- house spending, statisticians imagine there is a soft-
ware or R&D or training “factory” inside the firm and try to measure 
how much spending it takes to run that “factory.” How do they do 
this? Via labor force surveys. Statistical agencies throughout the world 
do pretty detailed labor force surveys and so can measure how many, 
say, designers work in retailing (designing shop fronts, for example) 
and what they are paid. Consultations with the industry will then tell 
you what extra costs are involved over and above the wages: over-
heads, capital costs, and so on; a figure for software is typically around 
1.5. Thus an estimate of in- house spending on software would be 1.5 
times the cost of wages paid to a range of software occupations.

This is only the first step, since this returns a figure for nomi-
nal spending. But that is not enough, for to measure investment, 
we need to know how much of that spending will last for more 
than a year. So that is step two and is done by consultation with 
industry. In software, for example, software programmers might 
spend 90 percent of their time creating long- lived software as-
sets, whereas software managers might only spend 5 percent of 
their time, if they are mostly doing, say, administration. Similarly, 
evidence from time diaries indicates that junior designers typi-
cally spend much more time on design and less on marketing and 
administration, relative to senior designers, so their time has to be 
adjusted accordingly. Likewise, artistic original spending varies by, 
for example, whether TV production is for news (assumed short 
lived) or TV films (assumed long lived).
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These two steps, then, give us nominal investment: spending 
times the fraction that is long lasting. Step three is to convert that 
nominal investment into “real” investment— that is, adjust that 
nominal investment for inflation and quality change, so we can 
compare £500 spent on software today with £500 spent five years 
ago (see box 5.1 for more on “real” and “nominal” measures).

Adjusting for inflation is harder than you might have thought. 
We know what the general level of inflation is since central banks 
target the price increases of a representative basket of goods. We 
know what specific inflation is for well- defined physical goods 
whose attributes have not changed very much: a ton of standard 
steel, a length of copper wire. But we don’t know very much 
about the price of many services, like advice from a management 
or marketing consultant. Statisticians have tried to get at this. One 
method is to assume the price of such advice follows the general 
pattern of prices. Another is to try to break up “advice” into a bas-
ket of goods and measure their prices. Thus we might measure 
the price of legal services, for example, by looking at the prices of 
drawing up a will or transacting a house. A third method is “time- 
based,” that is, to survey the number of hours and hourly cost of a 
basket of certain services (e.g., accounting services such as audit, 
payroll, and tax consulting).

Constructing a basket is much harder when quality is chang-
ing very fast, since a software package in one year might be much 
better than one in earlier years, and so one cannot be meaning-
fully compared with another. This means updating the basket very 
frequently. Another method is to try to agree on a series of quality 
attributes; for hardware it might be speed, memory, space, for ex-
ample. Statisticians then correlate these changes in attributes with 
observed changes in prices for the entire computer, thereby estab-
lishing a “price” for each attribute. All in all, quality adjustment is 
one of the most difficult areas confronting national accountants. 
Hulten (2001) quotes Adam Smith, who said “quality  .  .  . is so 
very disputable a matter, that I look upon all information of this 
kind as somewhat uncertain.”

These steps are taken to estimate real investment. To mea-
sure the stock of the asset this investment creates, economists 
have to take another series of steps, starting with the question: 
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How quickly does the asset depreciate? Or to put it another way, 
roughly how much each year becomes obsolete or is scrapped? 
(This includes the case where intangibles are written down to no 
value at all— sometimes, as in the case of Enron due to fraud, other 
times due to, for example, changes in regulation or failing a clinical 
trial.) If we know the flow of investment into the economy year 
by year, and the rate of depreciation, we can work out the stock of 
intangible investment for any given year too. The appendix to this 
chapter discusses this.

is investment in intangibles Really investment?

Most people find the idea that software, R&D, and new product 
development are investments pretty intuitive. To go back to our 
definition of investment in the previous chapter, these are things 
that (a) cost money, (b) are expected to generate a longer- term 
return, and, what’s more, (c) the company making the investment 
has a reasonable chance of enjoying a worthwhile portion of the 
return itself.

Are marketing, organizational capital, and training really invest-
ments? Some argue that marketing— especially that part of it con-
cerned with advertising to build brands— is just a zero- sum game 
between companies: if my brand wins market share, yours loses. 
Some say that money spent on organizational development pro-
duces more bureaucracy and make- work. And some say that train-
ing should be excluded because it produces an asset for the person 
trained, not for the firm doing the training.

Each of these criticisms has a kernel of truth, but not so much 
as to disqualify these sorts of spending as investments.

Take the first objection, namely that branding is a zero- sum 
game and merely shifts sales from, say, Coke to Pepsi. This by it-
self is not an objection to it being an investment. An investment 
is something that produces a long- lived asset. Nobody would say 
that American Airlines is not investing when it buys a new plane 
that takes market share from British Airways. Rather, the question 
is whether the act of investment by company A results in a decline 
in the value of the asset of company B.6 If the decline is 100 per-
cent, then net effective investment in the economy is zero.
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While it seems likely that at least some advertising spending has 
this “head to head” feature, it seems unlikely that all of it is firms 
exactly offsetting each other. What’s more, at least some adver-
tising would seem to benefit other firms, since it lets consumers 
know about the availability of all products, not just company A’s 
product.

The economist Ferdinand Rauch took advantage of an unusual 
policy change to study this question (Rauch 2011). Up until 2000, 
Austria, which taxed advertising, had differential rates across re-
gions. In 2000 a nationwide harmonization introduced a 5 per-
cent tax rate in all regions. Thus the cost of advertising increased 
in some parts of the country while simultaneously decreasing in 
other parts. If advertising were simply a zero sum game, this tax 
change should have made no difference to company spending. 
After all, if they are simply in an arms race to outspend each other, 
they would be forced into doing this by competition, regardless of 
taxes. In fact, advertising did change, falling where it got more ex-
pensive and rising where cheaper. Overall, there was more adver-
tising and product prices were lower, suggesting that consumers 
reacted to more advertising by buying more at a lower price. This 
is consistent with the idea that they had more information and the 
market was working better.

The objection to treating organizational development as an in-
tangible investment tends to be that it is either not durable or 
not valuable. It is certainly true that some spending on manage-
rial activities is wasted or valueless, especially in badly managed 
businesses— there’s a rich tradition of literature from Bartleby 
the Scrivener to The Office about useless and counterproductive 
management. Equally, not all activities that superficially seem like 
organizational development are lasting— much management con-
sulting, even when it works, is about helping make good short- 
term decisions rather than creating new organizational structures.

But it would be going too far to say that no organizational in-
vestment is lasting and valuable. It seems obvious that there are 
businesses with strong cultures of good management and high per-
formance, that creating and maintaining these cultures takes in-
vestment (both of time and of money), and that these companies 
are more likely to succeed than ones with worse cultures: think, 
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for example, of kaizen in Toyota, or Six Sigma in General Electric 
(GE). Further examples are discussed in chapter 8. We know that 
innovation often involves investing in organizational change, such 
as creating a new business unit to sell a new product line.

And it’s also possible to think of examples of companies that 
have invested to create valuable organizational assets outside their 
own firms. The remarkable Apple supply chain that Tim Cook was 
responsible for developing is clearly a long- term source of value 
for Apple, allowing it to bring products to market extraordinarily 
quickly. A valuable asset of so- called sharing- economy businesses 
like Uber or AirBnB is typically their network of committed 
suppliers— Uber’s drivers or AirBnB’s hosts. This too is an asset of 
lasting value that both companies have invested heavily to develop 
(and which they invest to protect, for example, against legal ac-
tions requiring them to treat their suppliers as employees).

There’s a more general point here as well. It’s easy to identify 
examples of wasted spending by firms. But firms live under mar-
ket pressure. Unless that pressure is absent, repeated spending on 
worthless projects will drive those firms out of the market. So at 
least for market sector firms, it’s unlikely that their spending here 
is valueless.

So, while we have to be careful about how we define organiza-
tional development investment, it seems over the top to claim that 
successful organizational development should not be classified as 
an asset.

The objection to treating training as an intangible investment is 
not that it’s not valuable or lasting, but that it is an asset of the em-
ployee, not of the firm. But it is important to remember the defi-
nition of investment from the System of National Accounts that 
we looked at in chapter 2. Ownership is not one of the criteria; 
what matters is who benefits. It is certainly true that training does 
generally produce value for the employee, and that the employer 
can only benefit while employing the trained worker. Paying for 
a member of staff to take a general accountancy qualification, for 
example, is investing in a skill that belongs to the employee, not 
to the firm.

But two factors mean that some training is more like an asset of 
the firm than of the employee. First of all, quite a lot of training is 
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both useful to the firm doing the training and of fairly limited use 
elsewhere. Sometimes this is for technical reasons: our accountant 
may go on a training course run by the firm to learn processes 
that are used at the firm, but nowhere else, such as the use of a 
custom- made auditing software package. This kind of training is 
quite common because employees very often work in complex 
systems that are specific to their companies. (Making a cup of cof-
fee with an espresso machine is in some ways a transferable skill. 
But many of the skills a Starbucks barista must learn are specific to 
the particular operating procedures of Starbucks.)

Second, employers can sign agreements with employees mak-
ing it harder for them to take the fruits of their training elsewhere. 
Companies that pay for employees to take expensive courses often 
make them sign agreements to reimburse training costs if they 
leave within a certain period of time. Some employment contracts 
include noncompete clauses, making it harder— or impossible— 
for employees to take training and skills to a competitor.

So, although firms (thankfully) cannot own their employees, 
there are a number of situations where training could and should 
be seen as an asset of the firm, not of the employee receiving it.

future challenges of measuring intangibles

Despite these difficulties, the momentum is firmly to incorpo-
rate intangibles into official investment data. As we have seen, 
software, R&D, and artistic originals are all included. The UK 
official quarterly investment surveys now ask about design. The 
other assets in table 3.1— market research, training, branding, and 
organizational development— are not officially included, but ex-
perimental work is proceeding to simulate what would happen 
to investment and GDP if they were included. For example, the 
current UK ONS research forward plan intends to collect data on 
these assets. In the meantime, official agencies are using this ex-
perimental work to inform their thinking. The intangibles agenda 
is central to the OECD innovation strategy, for example, and 
intangible investment data has been included in the Economic 
Report of the President. As more intangibles are included, more 
conceptual questions will arise.
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First, at least some knowledge comes into the firm by no invest-
ment at all. Some of that is simply taken from other firms, what 
we shall call spillovers and that are discussed below. Some is a by- 
product of the very act of production— learning by doing, for ex-
ample. It seems that it is valuable knowledge for the firm, but it is 
not investment, since it doesn’t involve costs incurred by the firm.

Second, when economists measure the value of a good, they 
usually look for a market price: a phone or ice cream or holiday. 
The method we have set out above looks instead at the costs in-
curred in creating the good. Economists are forced to do this when 
there are no market prices, as for an in- house design, since it’s not 
on the market. But the cost- based method generates a string of 
difficult problems.

First, one might object that some very successful products yield 
firms a stream of returns massively out of proportion to the cost of 
creating them. So how can a cost- based method be accurate? The 
answer is that this logic might hold for a particular successful proj-
ect. But in practice firms and economies do many, many projects. 
Each is uncertain. Some might succeed spectacularly and some fail 
miserably, ex post facto. On average, however, if the successes and 
failures balance out, the value of investment at the level of a large 
economy ought to equal the value of the spending.7

A second problem with the cost- based method is that one might 
object to the time adjustment as being hopelessly subjective and 
inaccurate. In fact, many professional services firms have charge 
sheets, billing rules, and logs, which their staff is expected to use. 
So, for example, junior consultants are expected to spend almost 
all their time on design and very little on management; for se-
nior consultants the reverse holds. This time allocation problem is, 
however, particularly severe for trying to understand the building 
of organizational capital. We simply have very little information 
on what managers spend their time doing, other than some very 
early work by Henry Mintzberg (1990) and recent work by Rafa-
ella Sadun (Bandiera et al. 2011). That work, however, does not 
tell us exactly about the building of organizational capital; rather 
it tends to document the large amounts of time that managers 
spend in meetings. So this is an area, at the moment, of substantial 
uncertainty.8
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Returning to other conceptual issues: third, the public sector 
invests in intangibles too. It buys software, does training, invests in 
marketing (public information, for example, on crime prevention). 
Indeed, one might take the view that public sector knowledge in-
vestment is almost unbounded: schools, universities, libraries, and 
so on. What about the rule of law, public confidence in officials, 
the reputation of the central bank, or the cultural assets of muse-
ums, art galleries, and heritage?

To answer this, it is helpful to remember two rules of GDP. First, 
any spending must correspond to productive activity (in that past 
year) if it is to count in GDP. Building a new museum is part of 
GDP: it’s production. Buying a Titian masterpiece to put into the 
museum is not included in GDP. The Titian painting was once 
“produced,” but not in that year. Even if the purchase yielded a 
vast capital gain to the owner, that does not count as part of GDP. 
Capital gains do not arise from productive activity and so are not 
production. It is simply a redistribution of GDP from the seller 
to the buyer. (The same logic explains why the capital gains that 
homeowners make on their houses are also not included in GDP. 
Thus the GDP of, say, London or New York does not reflect the 
huge capital gains in those cities, but the value of production in the 
area.).

By this rule, large amounts of government spending are counted 
as GDP since they reflect productive activity: schools, hospitals, 
the police. But not all government spending is counted. Pensions 
and benefits (“transfer payments”) are treated like capital gains: 
they do not have a counterpart in current productive activity, so 
they are not counted in GDP.

The second point to remember is that GDP excludes produc-
tion activities by households. So washing your own car, clothes, 
or dishes is not production; paying a cleaner to do so is produc-
tion. This can, of course, create anomalies— for example, Samu-
elson’s famous observation that when a man marries his cook, 
GDP falls. But the difficulties around the valuation of domestic 
time are so significant it is omitted. For our purposes, educa-
tion is one of the most important household investments. So 
while government spending on education is counted as GDP, 
the “human capital” created by households in all the time 
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they spend in education is not counted as part of the nation’s 
capital stock.

So, since most government spending is already counted as GDP, 
then the main issue with public sector intangibles is to isolate the 
knowledge investment. The public sector sponsors, for example, 
considerable R&D, so that is already counted. Jarboe, in a study for 
the United States, suggests counting spending on statistical agen-
cies, the weather service, federal libraries, nonpartisan reporting, 
accounting offices, and the patent office. Blaug and Lekhi (2009), 
in a study for the UK, likewise suggest counting items including 
scientific and research data; mapping and weather data; national 
statistics; company information made available through Com-
panies House; statutory registers such as those for birth, death, 
marriage, and land titles; and patent information held by the In-
tellectual Property Office. As an illustration, Jarboe’s estimate for 
the United States for 2006 is $204bn, consisting of R&D funding 
of $122bn, $70bn for education and training, and another $12bn 
for statistical agencies, weather, product safety, and so on (Jarboe, 
quoted in Blaug and Lekhi 2009).9

Finally, what about the quality of life? GDP is about produc-
tion. Insofar as some of the quality of life depends on consump-
tion, GDP is surely related to it, since more production will enable, 
other things being equal, more consumption.10 Similarly, a safe 
and tolerant society might be associated with a highly productive 
society, but these are not the proximate outputs of the country.

conclusion: measuring intangibles

In this chapter we saw how, over time, economists have made in-
creasing efforts to measure a growing range of investments. Start-
ing in the 1980s, economists developed a way of measuring some 
intangible investments and incorporating them into the national ac-
counts, giving rise in the 2000s to the approach we currently use 
for measuring intangibles, developed by Corrado, Hulten, and Sichel. 
We reviewed how these investments were measured, looked at some 
possible objections to treating them as investment, and highlighted 
some outstanding questions. While this area is not definitively settled, 
the overall trend of the rising tide of intangible investment is widely 
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accepted. But does that rising tide matter? Surely the nature of in-
vestment changes all the time? We take this up in the next chapter.

appendix: measuring the stock of intangible assets

If investment creates an asset, how do we work out the value of 
the asset? The way to think of this is that investment is a flow and 
the asset is a stock. More investment adds to the value of the stock. 
But if the stock depreciates in value, then its value declines. So 
we can at least measure additions to the stock as the investment, 
which we have measured above, minus the depreciation in value. 
And if we know the value of the stock at some previous point in 
time, we can add on the additions to get the values over time.

So the first question is how much does the value of an asset 
fall over a year? At first sight this looks like a depreciation ques-
tion, familiar to accountants, who are used to working out the 
“wear and tear” or “decay” of vehicles, buildings, and machines. 
But to an economist this is only part of the answer. The question 
is how much does the asset value fall per year (called “economic 
depreciation”). Value can fall due to decay, the physical degrada-
tion of the asset, but it can also fall if, for example, a better asset 
comes along to replace it. Let us call this latter effect a discard. 
A discard arises if, for example, the commercial value of an idea 
falls due to competition from another one, or a worker leaves 
the firm with at least some of the firm’s knowledge. So an idea 
might never decay, suggesting no decrease in value, but it might 
be quickly discarded, suggesting very quick value decline. In a 
remarkable paper, Charles Hulten and Frank Wyckoff (1981) 
showed that the interaction of these effects can give a smooth 
economic depreciation path over the lifetime of the asset, fast at 
first, but slower thereafter.

When it comes to tangibles, most of the work has sought evi-
dence from engineers and firms on wear and tear/decay. For in-
tangibles the question is mostly about discards. Direct estimates 
come from surveys. See, for example, those conducted by the Is-
raeli Statistical Bureau (Peleg 2008a, 2008b) and by Awano and 
colleagues (2010) with the UK Office of National Statistics. These 
surveys ask about the “life length” of investments in R&D (by de-
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tailed industry in Israel) and intangible assets (R&D plus five other 
asset types in the UK). The Israeli survey supports the idea that 
R&D ideas are useful for around ten years, but this varies between 
industries, while the UK survey confirms other intangibles to have 
useful lives of around three years. In sum, the evidence seems to 
favor high economic depreciation (around 33 percent per year) for 
software, design, marketing, and training; medium rates for R&D 
(around 15 percent per year); and rather longer for entertainment 
and artistic originals and mineral exploration.



4
What’s Different about Intangible 

Investment?

THE FOUR S’S OF INTANgIBlES

This chapter looks at the unusual economic characteristics of 
intangibles— the reasons why an intangible- rich economy exhibits 
 different characteristics from a tangible- rich one. Those characteristics 
are summed up in four S’s, namely that intangible assets, relative to 
tangible assets, are more likely to be scalable, their costs are more 
likely to be sunk, and they are inclined to have spillovers and to 
 exhibit synergies with each other.

Investment changes all the time; from warehouses and wharves to 
mineshafts and mills; from machine tools and dynamos to cooling 
towers and cash registers, servers, and solar arrays. So why should 
we care about the move from tangible to intangible assets that we 
described in chapters 2 and 3?

As we will show, intangible assets are different from tangible 
assets in a number of important ways. This means that a busi-
ness that is reliant on intangibles will behave differently from a 
business with mainly tangible assets. Managers and workers will 
face different incentives and rewards. And an economy made up 
of many such businesses will perform in distinctive ways. In this 
chapter we will look at the unusual characteristics of intangible 
investments from an economic perspective, and why they matter. 
We summarize these features under four S’s: scalability, sunken-
ness, spillovers, and synergies.

A good way to think about these characteristics is with a story 
of intangible investments at work.
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how emi got a little help from Their friends

In the mid- 1960s the Beatles were not just a cultural force, they 
were an economic one. At their peak, their records and ticket sales 
were generating $650 a second in today’s money. The dollar re-
ceipts from their overseas tours are even credited with temporar-
ily saving the British government from a currency crisis.

One of the beneficiaries of the rise of the Beatles to stardom 
was their record company, Parlophone, which since the 1930s 
had been owned by Electric & Musical Industries Limited, better 
known as EMI (and later to be the subject of a song themselves by 
the Sex Pistols). By 1967, 30 percent of EMI’s profits were coming 
just from Beatles sales.

As their expanded name suggests, EMI wasn’t only a record 
label. In the 1960s the company was as interesting for its electrical 
activities as for its musical ones. In 1959 it had launched a com-
mercial computer called the EMIDEC 1100; it also made color 
TV cameras, recording equipment, guided missiles, and kettles.

The piles of cash brought in by Beatlemania helped create a cul-
ture of investment at EMI. One of the things they invested in was 
medical equipment research. Godfrey Hounsfield, the researcher 
behind the EMIDEC, began work on the first commercially viable 
medical scanner. As the project developed, he was significantly 
supported by the UK government, which provided over £600,000 
of support or £7 million at 2016 prices (Maizlin and Vos 2012). 
Over four years, he and his team invented and built the first com-
puted tomography scanner (CT or “CAT scanner”— the A stands 
for “axial”).

This was a remarkable feat of science and engineering. For 
the first time, it allowed doctors to make accurate, 3D represen-
tations of patients’ soft tissues. This was a real medical break-
through, transforming everything from brain surgery to cancer 
treatment. Hounsfield was piled with honors: he received a 
Nobel prize and a knighthood and was made a Fellow of the 
Royal Society. But from a commercial point of view, it was 
something of a failure for EMI.

EMI took out patents on the underlying technologies and in-
vested to build the business, creating partnerships with hospitals 
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to work out how CT could help doctors and building a sales force 
to sell the scanners to American hospitals. But as the 1970s rolled 
on, it became clear that other companies were going to dominate 
the CT market. General Electric (GE) and then Siemens licensed 
some of the technologies from EMI and quickly built large CT 
scanning businesses. By 1976 EMI decided to get out of the CT 
scanning business entirely.

It may not be obvious to someone listening to a Beatles song 
or having a CT scan, but this story is all about intangible invest-
ments. And it neatly illustrates some of the things that make intan-
gible investments of various sorts different from physical, tangible 
investments.

First of all, consider the Beatles catalogue, the vast profitability 
of which helped EMI back the CT scanner. Music rights are a type 
of intangible asset. Once you own them, you can press as many 
singles as you like at a pretty low cost (nowadays, in the age of 
digital music, that cost has fallen close to zero).

This isn’t true of a physical asset like a factory or a shop or a 
telephone line: once these assets reach their capacity, you need to 
invest in new ones. But intangibles do not have to obey the same 
set of physical laws: they can generally be used again and again. 
Let’s call this characteristic of intangibles scalability.

Next, consider what happened when EMI decided to get out 
of the CT scanner business. They’d made a lot of intangible 
investments: most obviously the R&D to design the scanner it-
self, but also the time they put into working with clinicians on 
how to use the scanners (in the framework we described in 
chapter 3, we would call this design, specifically service design); 
on building a business unit (organizational development); and 
establishing a market presence in the United States (branding 
and marketing).

On some of this EMI got a return— they received license fees 
from their patents from GE and Siemens. But a lot of it looks like 
it was written off. It’s hard to recoup the money spent on setting 
up a sales force or on building an unsuccessful business unit or 
brand. Physical assets are often much easier to sell, even if they 
are quite specialized. Let’s call this characteristic of intangibles 
sunkenness.
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The role of GE and Siemens in developing the CT scanner illus-
trates another distinctive feature of intangibles: rather unfairly, the 
person or business making the investment in them doesn’t always 
reap the rewards. The dazzling R&D that Godfrey Hounsfield car-
ried out, the design work with hospitals, and the hard slog of mak-
ing early sales yielded a small return to EMI, but a big new market 
for its competitors. This simply isn’t the case with most tangible 
investments. GE obviously couldn’t break into EMI’s factories to 
produce their own CT scanners— there are locks and alarms and 
laws to stop that sort of thing. But they did manage to make use 
of EMI’s intangible investments, at a relatively low cost. In the 
language of economics, you could say that it is sometimes hard 
for the original investor to appropriate the benefits of intangible 
investment, or, to put it another way, that intangibles often have 
spillovers beyond the company making the investment.

Finally, investments in intangibles become dramatically more 
valuable when you combine them. EMI’s central R&D lab was 
a melting pot of research on computing, imaging, and electrical 
engineering; bringing these different types of knowledge together 
with the clinical expertise of the doctors at Atkinson Morley Hos-
pital, where the first scanners were trialed, helped create a genuine 
breakthrough.

But it is not just ideas derived from R&D that can lead to these 
unexpected benefits when you combine them. The eventual suc-
cess of GE’s CT scanner relied on bringing together the technolog-
ical investment in the device itself with GE’s brand and customer 
relationships. And, of course, the success of the Beatles themselves 
relied on the bringing together of new musical ideas (from Elvis 
to Ravi Shankar) and Parlophone’s own intangibles: their ability 
to promote and market the band. All of these are examples of 
the synergies between intangibles— synergies that are often large 
in size and hard to predict.1

The four s’s of intangible investment

It should come as no surprise that things that one can’t touch, like 
ideas, commercial relationships, and know- how, are fundamentally 
different from physical things like machines and buildings.
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This fact has not been lost on economists. Over the last century 
researchers in different subfields of economics have looked into 
various unusual properties of intangible assets.

David Warsh’s fascinating book Knowledge and the Wealth of Na-
tions tells the story of how the economist Paul Romer developed an 
improved theory of economic growth that included knowledge, in 
particular R&D, rather than treating it as an unpredictable exoge-
nous variable. The work of Romer, Chad Jones, Philippe Aghion, and 
other pioneers of endogenous growth theory, as it’s called, pointed 
out that knowledge is an unusual type of good because putting an 
idea into practice doesn’t use it up. They used the term “non- rivalry” 
to contrast a “knowledge good,” like an idea, that can be used by 
many, with a “rival good,” like a sandwich, which can only be used 
by one person. This non- rivalry we express as scalability.

A parallel tradition looks at the way ideas spill over from one 
firm to another. Alfred Marshall first talked about these spillovers 
between different firms in the same industry in the late nineteenth 
century; Nobel laureate Ken Arrow expressed this mathematically 
in the 1960s, and twenty years later Paul Romer extended the 
theory (Arrow 1962; Romer 1990). The economist Edward Glae-
ser coined the term “Marshall- Arrow- Romer spillovers” to refer to 
these kinds of spillovers and in the same paper demonstrated the 
importance of spillovers across industries, work following that of 
Zvi Griliches (Glaeser 2011; Griliches 1992).

Similarly, researchers studying the financing of innovative firms, 
such as Bronwyn Hall and Josh Lerner, observed that investments 
in assets like R&D and product development are harder to finance 
with debt than physical investments (Hall and Lerner 2010). Schol-
ars of the processes and nature of innovation, such as Brian Arthur 
(2009), have highlighted the importance of blending together dif-
ferent types of knowledge. And scholars of intangibles, like Baruch 
Lev, have remarked upon their spillovers (Lev 2001).

Let’s now look in more detail at the ways in which intangible 
investment differs from tangible investment. In the section that 
follows, we’ll look at each of the four characteristics of intangible 
assets— scalability, sunkenness, spillovers, and synergies— and dis-
cuss (a) why intangibles behave this way (especially in comparison 
with tangible investments) and (b) why each characteristic matters 
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to the wider economy. Before we get there, since there are a lot of 
closely related concepts that are used variously in the literature, 
such as “ideas,” “knowledge,” “data,” box 4.1 tries to clarify them. 
And after we discuss each of the four S’s in detail, we shall look at 
how some emergent properties of intangibles, such as uncertainty 
and the creation of option values, arise from these S’s. To be clear, 
we don’t claim to have discovered these features ourselves. Rather, 
we think we can conveniently summarize the discoveries of others 
under these headings.

box 4.1. Knowledge, Data, information, and  
ideas: some Definitions

The words “data,” “information,” and “knowledge” seem in-
terchangeable. As goodridge and Haskel (2016) point out, 
the UK Data Protection Act “controls how your personal in-
formation is used,” that the UK Information Commissioner 
“promotes data privacy for individuals,” and the Freedom 
of Information Act allows citizens to request publicly held 
datasets (all our italics).* Romer (1991), when talking about 
intangibles, uses terms like “ideas,” “blueprints,” and “in-
structions.” The OECD talks about the “knowledge econ-
omy,” while economists typically refer to “knowledge” that 
is embodied or disembodied. Meanwhile, in his masterful 
work on the Industrial Revolution, the economic historian 
Joel Mokyr divides “knowledge” into propositional and 
prescriptive (Mokyr 2002). How does all this fit together? 

let’s start with data. Define two kinds of data: raw re-
cords and transformed data. Raw records are raw data not 
yet cleaned up, formatted, or transformed—not ready for 
analysis. They can include, for instance, data scraped from 
the web, data generated by transactions between agents, 
data generated by sensors embedded in machines or 
equipment (the “Internet of Things”), or data generated as 
a by-product of some other business operation or process. 
Transformed data has been cleaned up, formatted, com-
bined, and/or structured such that it is suitable for some 
form of data analytics.
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Turning to information, we can think of information as 
synonymous with transformed data: for example, analyz-
able data on, say, sales of hurricane lamps and weather, 
constitutes information. Shapiro and Varian (1998) take in-
formation to mean anything that can be digitized, thereby 
implicitly defining information as digitized data.

We define knowledge as connections made between 
pieces of information, supported by evidence, to form a 
coherent understanding. Knowledge cannot exist without 
information, and knowledge is required to fully understand 
and interpret information. Knowledge can, therefore, include 
theories, hypotheses, correlations, or causal relationships 
observed from information constituted by analyzable data.

Joel Mokyr (2002) introduces a distinction between dif-
ferent types of knowledge, “propositional” and “prescrip-
tive.” Propositional knowledge includes science and discov-
eries: knowledge of nature and its properties. Prescriptive 
knowledge prescribes actions for the purposes of produc-
tion, such as “recipes,” “blueprints,” or “techniques.” So, for 
example, the invention by Appert in 1806 of the Appert jar, 
a method of preserving food by cooking it and sealing it 
in a jar, was simply a recipe that the inventors got to work, 
even though they knew nothing of Pasteur’s work on food 
spoilage via microorganisms, which was to come in another 
fifty years. It was thus innovation founded on prescriptive 
not propositional knowledge. Mokyr’s argument is that pre-
industrial, stop-and-start growth was founded on chance dis-
coveries. Postindustrial steady growth was only possible due 
to discoveries being founded on propositional knowledge.

Tangible assets, like airliners, consist of metal but also 
lots of knowledge, for example, from the production pro-
cess. Why then isn’t a tangible asset simply a collection 
of intangible assets? It’s helpful to think of “embodied” 
and “disembodied” knowledge. To produce an airliner re-
quires tangible inputs (like metal) and intangible inputs 
(like software or design). The resulting airliner is a tangible 
asset since the inputs and knowledge are “embodied” in it. 
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The software and design, insofar as they exist independent 
of the plane, for example, as code or as a blueprint, are intan-
gible assets since they are “disembodied” from the airliner 
(and can likely be used again and again in other airliners)

Other classifications of knowledge are “tacit” as op-
posed to “codified,” meaning whether the knowledge is 
experience-based or formally recorded, for example, in 
a blueprint; “applied” or “basic,” meaning whether the 
knowledge is directed primarily toward a specific, practi-
cal objective or whether it is theoretical, with no particular 
application in mind (OECD Frascati Manual 2015). Finally, 
“commercialized” knowledge is knowledge applied to a 
particular business end.
* Quotes in this section are all taken from official UK government websites 
(.gov.uk): for Data Protection, see https://www.gov.uk/data-protection 
/the-data-protection-act; Information Commissioner: https://www.gov 
.uk/government/organisations/information-commissioner-s-office; on 
Freedom of Information, see https://ico.org.uk/media/for-organisations 
/documents/1151/datasets-foi-guidance.pdf.

scalability

Why Are Intangibles Scalable?

Physical assets can only be in one place at one time. Intangible 
assets, by contrast, can usually be used over and over, in multiple 
places at the same time.

Once you’ve written the Starbucks operating manual in Chi-
nese— an investment in organizational development— you can use 
it in each of the country’s 1,200- plus stores. The costs of devel-
oping the app Angry Birds— and investment in software— can be 
spread over an arbitrarily large number of downloads (currently 
well over two billion). And an aircraft engine manufacturer only 
needs to design a particular type of jet engine— an investment in 
R&D and design— once, before it can then make an arbitrarily 
large number of engines.

This scalability applies to many sorts of intangible assets. Once a 
business has created or acquired an intangible asset, it can usually 
make use of it again and again at relatively little cost, compared to 
most physical assets.

https://ico.org.uk/media/for-organisations/documents/1151/datasets-foi-guidance.pdf
https://www.gov.uk/government/organisations/information-commissioner-s-office
https://www.gov.uk/data-protection/the-data-protection-act
https://ico.org.uk/media/for-organisations/documents/1151/datasets-foi-guidance.pdf
https://www.gov.uk/government/organisations/information-commissioner-s-office
https://www.gov.uk/data-protection/the-data-protection-act
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The scalability of knowledge in general is something econo-
mists have known for decades. Paul Romer, one of the pioneers of 
how economists think about economic growth, used to give the 
example of oral rehydration therapy (ORT), a simple treatment 
that has saved countless lives in the developing world by stopping 
children’s deaths from diarrhea. The insight of ORT is that just 
drinking water isn’t a good solution to dehydration; you also need 
sodium, and sugar to help the body absorb the sodium.

Most of the physical things an aid organization might invest in 
to tackle death from dehydration don’t scale. If you build a water 
pump, dig a well, or buy a water tanker, you can only meet the 
needs of so many people before you need to repeat the invest-
ment. But the idea of ORT can be used again and again, once you 
have discovered it.

The idea that knowledge is scalable sits at the heart of “New 
Growth Theory,” the new approach to economic growth that 
Romer pioneered. Rather than treating technology as an exoge-
nous force that manifests itself from time to time and makes the 
economy more productive, Romer and fellow theorists, such as 
Robert Lucas, treated it as an investment that yielded an economic 
return across the economy as a whole.

From an economic point of view, scalability derives from 
a key feature of ideas: what economists call “non- rivalry.” If I 
drink a glass of water, you cannot drink the same glass: it is 
a “rival” good. But if I use an idea, you too can use the same 
idea: the idea is non- rival. While rivalry might then be the eco-
nomic primitive behind scalability, we shall use scalability for 
 mnemonic convenience.2

Scalability becomes supercharged with “network effects.” A net-
work effect exists when assets become more valuable the more of 
them exist. Network effects can be found among both tangible 
and intangible assets. So, for example, telephones or fax machines 
are much more valuable when almost everyone has them. Indeed, 
the current digital tech revolution has drawn people’s attention to 
the potential network effects of physical assets, mobile phones and 
networked computers being prime examples. But if we look closer, 
it’s really the intangible investments of the current wave of digital 
technologies where the big network effects are.
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The network of Uber drivers and AirBnB hosts and Instagram 
users (all organizational development investments) or the power 
of HTML and the innumerable standards the Web is based on 
(variously, investments in software, design, and organizational de-
velopment) are intangibles, not tangibles.

It’s worth noting that real life intangibles are not usually in-
finitely scalable. The salt- sugar mixture for ORT, in fact, has to 
be tweaked for different levels of dehydration. The McDonald’s 
menu and its recipes vary, sometimes quite significantly, by coun-
try. Software requires patches and updates. Most R&D- intensive 
companies are continually tweaking their designs. The scalability 
of training is limited by the number of hours the employee you 
have trained can work in a day.

But, nevertheless, we would expect intangible assets to be, on 
average, significantly more scalable than tangible ones.

Why Does Scalability Matter?

We might expect to see three unusual things happening in an 
economy where more investments are highly scalable.

First, there will be some very intangible- intensive businesses 
that have gotten very large. Starbucks has been able to leverage an 
effective brand, operating processes, and supply chains to allow it 
to spread across the world. Google, Microsoft, and Facebook need 
relatively few tangible assets compared to the manufacturing gi-
ants of yesteryear. They can scale their intangible- asset bundle or 
software and reputation and so get very big. This type of scalability 
is, of course, enhanced by network effects.3

Second, with the prospects of such large markets, more and 
more firms will be encouraged to try their luck in these mar-
kets. They face a hard choice, for although the prospective mar-
ket might be large, encouraging them to have a go, competi-
tion might be very tough, thereby discouraging them. The net 
result of this was described by the economist John Sutton in 
the early 1990s: in markets where scalable investments (like 
R&D or branding) are important, you’d expect to see “industry 
concentration”— a relatively small number of dominant large 
companies.
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Third, businesses looking to compete with the owners of scal-
able assets are in a tough position. On the one hand, the rewards 
are high. After all, Google started off as a competitor to a whole 
host of search engines that were once household names. But in 
markets with highly scalable assets, the rewards for runners- up are 
often meager. If Google’s search algorithm is the best and is almost 
infinitely scalable, why use Yahoo’s? Winner- takes- all scenarios are 
likely to be the norm.

sunkenness

Why Are Intangibles Sunk Costs?

If a business makes an intangible investment and later on decides it 
wants to back out, it’s often hard to reverse the decision and try to 
get back the investment’s cost by selling the created asset— and, in 
general, it’s harder than in the case of a tangible asset. Economists 
describe these kinds of irrecoverable costs as “sunk.”

Consider a world in which some commercial disaster hits a hy-
pothetical chain of coffee shops— let’s call it Tarbucks— and the 
company goes bust. What assets could the liquidators sell to pay 
off its outstanding debts?

First to go would be the shops that the company owns or leases; 
there’s an active and liquid market in commercial property, so 
finding a buyer at a reasonable price should be possible. Its coffee 
machines and shop fixtures and delivery vehicles and cash registers 
will also be salvageable: there are secondary markets where these 
sorts of things are bought and sold. (Indeed, as we saw in chapter 
1, there are markets for all sorts of exotic plant and machinery, 
from oil tankers to tunnel- boring machines.)

But its intangible assets are harder to sell. Its brand may be 
valuable, but perhaps not— and even if it is, getting money for 
it may rely on a trade sale that has to be negotiated specifically 
for the purpose. Tarbucks’s codified operating procedures and 
the processes it uses to serve customers quickly may have been 
very valuable to the company when it was in business, but they 
will prove difficult to sell to someone else, especially if they are 
specific to Tarbucks’s layout or product offering. If Tarbucks has 
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some valuable intellectual property, say, a patented roasting tech-
nique, the liquidators may be able to sell this. But if the knowl-
edge isn’t governed by formal intellectual property rights (say, 
the know- how involved in buying coffee beans effectively) or if 
it’s distributed among the company’s employees (for example, 
through training), it becomes, to all intents and purposes, impos-
sible to sell.

Now, of course some tangible assets are also hard to sell if a 
company or a project fails. Very specialized machinery may be 
worthless to anyone but its original owner, implying a certain pro-
portion of its cost is sunk. An isolated coal mine dug in a spot 
that can only sell to a local power station is worthless if the local 
power station does not want to buy its coal. The Channel Tunnel 
or Narita Airport can’t be packaged up and moved should they no 
longer be required in their present location. But on the whole, the 
problem is worse when it comes to intangible assets.

In particular, there are two characteristics of tangible assets that 
make them easier to sell and less likely to be sunk investments.

The first are the phenomena of mass production and standard-
ization. One of the wonders of mass production is that many tan-
gible assets are copies of other tangible assets. The world’s busi-
nesses own lots of Ford transit vans, lots of Windows servers, lots 
of ISO- 668 shipping containers. This makes them easier to sell. (It 
also makes it easier to estimate their price, since there are often 
published market values for secondhand tangibles, a point we will 
return to.) Standards also help make tangible assets fungible be-
tween businesses. Common power sockets and voltages make it 
easier to move machine tools from one factory to another. Mid- 
sized vans are to some extent interchangeable. But there are far 
fewer standards among intangible assets, nor are most intangibles 
mass- produced.

The second reason tangible investments are easier to sell is that 
they are less likely to be uniquely linked to the firm that owns 
them and its business. Plenty of tangible assets, from buildings to 
land, are useful to many types of business. A patent, a clever set 
of operating procedures, or a brand are more likely to be mainly 
useful to the company that developed them in the first place. Even 
where markets for intangibles exists— such as for patents— many 
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of the assets are much more useful to their original owner than to 
anyone else.

Why Does Sunkenness Matter?

Investments with high irrecoverable costs can be difficult to fi-
nance, especially with debt. One of the reasons banks love mort-
gage lending is that their loans are secured on a valuable, immobile 
asset that can, if the borrower defaults, be seized and sold.

Companies with lots of intangible assets are, on the other hand, 
a total pain in the neck for banks if it all goes wrong. First, can 
such assets be seized? In some cases they can simply walk out 
the door— such as knowledge and know- how in employees’ heads. 
(This is a consequence of lack of property rights, which gives rise 
to spillovers that we discuss below.)

Second, can they be sold? A consequence of sunkenness is: 
likely not. Because the assets are often context- specific, it is hard 
for markets to emerge to trade them, unlike a house. With no mar-
ket, you have to find another way to value the asset, which is hard 
to do. Do you value a patent at the cost it took to develop it (if so, 
you have to apportion the costs correctly), at a professional valu-
ator’s estimate (for which you have to pay, and they, in any case, 
might be wrong), or at a figure based on its future earnings poten-
tial (can you trust the borrower to tell you this)?

No wonder many small business loans, especially in the UK 
and the United States, demand a lien on directors’ homes as secu-
rity— it changes complex, messy intangible lending into something 
a lot more like a simple mortgage.

Sunkenness also contributes to the uncertainty around intan-
gible assets. Part of the reason for sunkenness is that intangible 
assets are often very context- specific. It might be a supply chain 
relationship that is unique to the particular industry or suppliers. 
It might be a reputation for product quality in a very particular 
area. All this makes it harder and harder to value the worth of such 
an asset, for sunkenness stops the creation of markets for such as-
sets. The lack of markets means that value is very hard to assign.

The sunkenness of intangible investment may also have an ef-
fect on the way businesses behave. Psychologists have long known 
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that people have a tendency to become overattached to sunk costs 
and unwilling to write them off (Kahneman, Lovallo, and Sibony 
2011). For example, as McKinsey4 points out, promoters of the 
Vancouver Expo 86 kept refusing to cancel the project even as the 
costs ballooned by twenty times, from the original Can$78 million 
in 1978. This “sunk- cost fallacy” can be particularly fatal to good 
decision making when linked with other cognitive biases, such as 
confirmation bias, in this case massively overinflated forecasts of 
visitor numbers.

We might expect managers of businesses who have sunk lots 
of money into intangible investments like R&D or setting up new 
business units to overestimate their value and to be more reluc-
tant to let them go. Indeed, a world in which this behavior was 
common would see an unsettling psychological shift. Because of 
the sunk- cost fallacy, we might expect to see more businesses 
sticking with bad investments that they were better off draw-
ing a line under. What’s more, the lack of markets for most in-
tangible assets would make it harder for managers to obtain an 
external read- out on what their assets were really worth. In the 
short term, this could lead to overoptimistic overinvestment— 
and more  frequent bubbles.

As well as helping inflate bubbles, the sunken nature of intan-
gible investment could make it more painful when the bubbles 
finally burst. We’re used to the idea that when a market crashes, 
businesses often have to sell their assets very cheaply, since al-
most everyone else also wants to sell. This is bad enough when 
the assets are somewhat fungible, like property or fiber- optic 
cable: the price plummets, but there is usually at least some 
residual value. But when a bubble based on sunk, firm- specific 
intangible assets bursts, there’s the risk that the assets will be 
worth more or less nothing.

In light of this, you might well ask why firms ever make this 
kind of investment decision at all. First, some of the returns might 
be very high, high enough to reward all these risks. Second, al-
though the cost might be harder to recover than in the market 
for secondhand tangible investments, there are other extra- market 
benefits. An investment in knowledge, even if it fails to create a 
marketable asset directly, might still be very valuable if it creates 



72 Chapter 4

information that resolves uncertainty for the firm. Many firms per-
form simultaneous research projects: a failure of project A might 
not directly create a marketable asset (a patent, say), but may very 
well contribute to the success of project B by revealing what not 
to do. Thus intangible investment might give a very high payoff 
via giving very valuable information to the firm about the oppor-
tunities that it faces, what is called an “option value” (Dixit and 
Pindyck 1995). We treat this value as an emergent property arising 
from the irreversibility/sunkenness of an asset. See the section on 
emerging characteristics below.5

spillovers

Why Do Intangibles Generate Spillovers?

Some intangible investments have unusually high spillovers: that 
is to say, it is relatively easy for other businesses to take advantage 
of intangible investments they don’t themselves make.

The classic example is R&D: copying other people’s ideas is 
relatively easy, unless the law prevents it by means of patents or 
copyrights. In the language of economists, the ideas created by 
R&D are non- rival— my using a piece of knowledge doesn’t pre-
vent you from also using it. In Thomas Jefferson’s words, “He who 
receives an idea from me, receives instruction himself without 
lessening mine; as he who lights his taper at mine, receives light 
without darkening me.”6

Ideas are also to some extent “nonexcludable”: that is, it is rela-
tively hard to prevent you from using an idea that I came up with, 
unless I keep it secret, or unless I can use legal means, like a patent, 
to stop you. The benefits of non- rival, nonexcludable investments 
are likely to spill over beyond the companies that make them, and 
ideas, such as those from R&D, are a prime example. Oral Rehy-
dration Therapy is a perfect example.

But spillovers don’t just arise from R&D. After Apple released 
the iPhone, almost all smartphones started looking just like it. Ap-
ple’s investments in software, design, and supply chains (for ex-
ample, creating the software supply chain we call the App Store) 
were adopted or imitated by its competitors as they sought to 
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create phones like Apple’s. By creating what marketing experts 
would call the smartphone “category” (or more precisely, grow-
ing it significantly), Apple benefited not just themselves but other 
smartphone manufacturers.

The iPhone also provides an example of marketing spillovers. 
Part of the iPhone’s success was a result of Apple’s willingness 
to throw its brand behind the new product. Earlier smartphones 
had been rather clunky, but Apple had a reputation for making 
stylish, user- friendly devices. By creating the category, as market-
ers would say, Apple not only made a lot of profits for themselves 
(the iPhone is now around 66 percent of Apple’s total revenues 
[Miglani 2016]), but they also helped Samsung, HTC, Google, and 
other competitors create profitable smartphone businesses.

Perhaps less obviously, we can also see examples of spillovers in 
organizational design, training, and branding and marketing. In the 
1950s and 1960s the consulting firm McKinsey & Company pio-
neered a new way of providing business advice that was in essence 
an organizational innovation.

Rather than hiring industry veterans to tell businesses how to 
improve, which was what most early management consulting con-
sisted of, McKinsey hired graduates from elite business schools 
and put them to work together in small, focused consulting teams. 
These teams disaggregated problems into parts using a set of rep-
licable methodologies, allowing bright and hardworking, but rela-
tively inexpert, consultants to work collectively to solve relatively 
complex business problems. An aggressive culture of performance 
management and promotion attracted suitably high- flying young-
sters and kept them hungry and mean enough to ensure a high 
work rate.

This set of organizational innovations is now the norm in the 
management consulting industry. It got that way by being copied; 
indeed, McKinsey copied aspects of it from the legal profession 
(McKinsey’s managing partner at the time was a former lawyer).

Finally, training spillovers occur every time a trained employee 
leaves a company and goes to work for another firm where their 
training is useful.

Now, it must be said that tangible assets might have spillovers: if 
you own a port and I build a freight railway leading to it, my invest-
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ment probably benefits you, to the extent that a well- connected 
port is more useful and profitable than a poorly connected one. If a 
popular department store opens a branch in a mall, it may benefit 
other shops by attracting more passing trade.

But the physical nature of tangible assets makes solving the ex-
cludability problem much easier: if I run a bus company that owns 
a fleet of buses, my competitors can’t simply sneak into my depot 
and use them— the buses have ignition keys and locks, my depot 
has an alarm, and I have hundreds of years of property law to en-
force my rights.

You might just take the view that spillovers would disappear if 
property rights can be sensibly established. But it seems very hard 
in practice to do this, despite centuries of trying.

To explain the contested nature of intangibles, let’s return to 
the bus company. We used the bus company as an example of how 
relatively straightforward it is for a firm to appropriate the benefits 
of tangible assets. But we slyly failed to specify the country the 
bus company was based in. While bus companies in developed 
countries can be fairly sure their buses can’t simply be borrowed 
by others, in some parts of the world this isn’t the case.

In 2014 news emerged of a horrific incident in which dozens of 
students were abducted and, it seems, murdered by some combi-
nation of police and organized criminals in the Mexican state of 
Guerrero. One of the incidental details of the crime was that the 
students were, at the time they were kidnapped, riding in one of a 
number of buses they had commandeered to take them to a pro-
test in Mexico City. It turns out that commandeering buses was 
“routine” and generally tolerated, so much so that the bus com-
panies and their drivers had established protocols for what to do 
when it happened.

In developed countries, we are not used to people being able to 
take valuable things like buses and to use them against their own-
ers’ wishes. Social norms and law enforcement conspire to make 
it transgressive and rare. The background to the Guerrero kidnap-
ping is a reminder of how dependent this is on our social context.

But when it comes to intangible assets, the rules around own-
ership and control are much more contested, even in developed 
countries. Patents and copyrights are, on the whole, less secure and 
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more subject to challenge than the title deeds to farmland or the 
ownership of a shipping container or a computer.

One important reason for this is history. About four thousand 
years ago, a scribe in the south of what is now Iraq wrote a list on 
a clay tablet. People in ancient Mesopotamia had been using clay 
tablets for centuries to write down everything from lists to legends.

But this clay tablet was something different: it was a list of laws, 
the laws of the King of Ur, Sumer, and Akkad, who was called Ur- 
Nammu. It is the earliest code of laws that survives today. What’s 
interesting about it for our purposes is that alongside the standard 
fare of ancient legal codes— dealing with murder, mutilation, for-
nication— it contains plenty of mentions of property. The code de-
scribes people owning land, silver, grain, unspecified other goods, 
and slaves.

To put it another way, people have been making rules about the 
ownership of tangible things for as long as they have been mak-
ing rules at all. The four thousand years that have passed since 
Ur- Nammu has given human societies a lot of time to think about 
what ownership of physical things means and how to resolve dif-
ficult issues.

This process is not just difficult from an intellectual point of 
view. It is political and gets resolved not just by brain work but by 
social and societal conflict, which takes time. The better part of 
a million people died when the United States fought a civil war 
over the question of whether it was right to own other human be-
ings. The world reached the brink of nuclear annihilation in a cold 
war between countries who disagreed on the question of whether 
owning property was in fact theft. But over time, people’s under-
standing of what it meant to own things grew and became clearer, 
especially in developed countries with stable legal systems.

Now consider intangible assets. It’s a matter of debate when 
the first law on the ownership of intangible assets was made. Peo-
ple tend to mention late medieval Venetian laws on glass- making 
techniques and French and English grants of monopolies for pro-
toindustrial techniques in the sixteenth century. But in any case, it 
was millennia after the Code of Ur- Nammu.

Intangible property laws then went through a process of slow 
evolution, as the economic historian Zorina Khan has pointed 
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out (2008). Some early modern English monopolies enjoyed the 
right to operate what we would call new technologies, but oth-
ers covered the right to trade (to sell salt or whatever). Gradu-
ally, monopolies become restricted to new ideas, and legislators 
started thinking more programmatically about what a good patent 
or copyright law should look like.

By the eighteenth century, English patents were becoming more 
detailed. Rather than a patent to run steam- powered machinery, 
government granted patents for specific processes that had to be 
described and published. At the same time, the 1709 Statute of 
Anne represented the beginning of English copyright law.

The newly formed United States took intellectual property very 
seriously. Indeed, America’s Constitution includes a clause on pat-
ents and copyright.7 The US system was from the start simpler, 
more rational, and radically cheaper than that of contemporary 
Britain or France.

This development process continued. Countries started to tweak 
their patent and copyright systems to encourage more invention. 
Trademarks acquired legal recognition in various countries in the 
nineteenth century, creating a legal basis for the idea of branding 
and marketing assets.

In the 1920s Edgar Rice Burroughs acquired a trademark for 
Tarzan, one of his fictional creations, in addition to his copyright. 
This fusion of creative and commercial intangible property is what 
we have to thank for the media franchises of today, from Star Wars 
lunchboxes to Princess Elsa costumes. And, of course, today is-
sues of intangible property continue to be contested. Global trade 
negotiations founder on disputes between the United States and 
China over piracy and fair use. Patent trolls pursue their contro-
versial calling in the courts of the Eastern District of Texas or of 
Moscow. Controversies arise when companies try to push the lim-
its of the intellectual property rights in new ways, such as when, in 
2015, tractor maker John Deere argued that, under the US Digital 
Millennium Copyright Act, customers who had bought its tractors 
did not have the right to repair them themselves.

In the long process of agreeing on norms and rules, tangible prop-
erty has a three- and- a- half- millennium head start on intangible 
property. If the same holds true for intangibles, this means 3,500 
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more years for the technicalities and ethics of ownership to be 
worked through, debated, and fought over, and more uncertainty.

So the tendency of intangible investments to spill over to 
other firms works on two levels. On the one hand, it is an inher-
ent characteristic of assets that consist of knowledge, because 
knowledge is non- rival. At the same time, the difference be-
tween the spillovers of tangible and intangible investment are 
exacerbated by history. The fact that developed countries have 
better institutions for deciding who owns tangible assets than 
intangible ones is partly the result of history and the way insti-
tutions have evolved.

Why Do Spillovers Matter?

Spillovers matter for three reasons: first of all, in a world where 
companies can’t be sure they will obtain the benefits of their in-
vestments, we would expect them to invest less. Second, there is a 
premium on the ability to manage spillovers: companies that can 
make the most of their own investments in intangibles, or that are 
especially good at exploiting the spillovers from others’ invest-
ments, will do particularly well. Third, spillovers affect the geogra-
phy of modern economies.

The classic answer to the problem of spillovers is government 
funding. If businesses can’t make the most of their intangible 
investments, especially in R&D, the government should step in 
and either fund the research directly (for example, in university 
or government labs) or support businesses to do it. And indeed, 
this happens a lot. The US government funds 30 percent of R&D 
that goes on in the country (Appelt et al. 2016). Public R&D is 
especially important in areas of basic research and in new fields 
(like the US military’s development of the semiconductor sector 
in the 1950s.)

Spillovers also affect the behavior of individual companies, as 
businesses strive to maximize the value of the intangibles they do 
make. Indeed, a significant part of the strategy of intangible- rich 
companies is combining and managing their intangibles in such a 
way as to minimize the spillovers and maximize the benefits they 
get from them.
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Someone who is unusually honest about the lengths businesses 
go to in order to stop others benefiting from their lovingly created 
intangibles is venture capitalist and entrepreneur Peter Thiel, the 
so- called don of Silicon Valley’s PayPal Mafia. Thiel’s refreshingly 
candid book on entrepreneurship Zero to One makes it clear that 
the way to create very valuable start- ups is to create businesses 
that, as far as possible, have monopoly positions in big markets.

In Thiel’s management philosophy, you create these defensible 
opportunities by investing in the right sorts of software, market-
ing, and networks of customers and suppliers (three classic intan-
gibles) and by bringing them together in ways that competitors 
find hard to copy.

What’s more, the ability to attract the spillovers of other firms’ 
intangible investment is perhaps just as important as the ability 
to maximize the gain from one’s own. Being well networked, 
knowing about important developments in one’s field, and hav-
ing the standing to bring together collaborations, ask for favors, 
and coordinate partnerships becomes more important in a busi-
ness where investments have greater spillovers. After all, exploit-
ing the spillovers from another firm’s investment is in some ways 
a free lunch.

The crudest way companies can keep their knowledge to them-
selves is through the law. James Watt and the Wright brothers riled 
their contemporaries with their willingness to enforce patents to 
stop other people’s research on steam and flight, respectively. Pat-
ent trolling can be thought of as a pure- play form of this strategy. 
The patent troll buys up patents, often from defunct companies, 
and goes around seeking to enforce legal rights against anyone who 
might otherwise benefit from the spillovers of the original invest-
ment. There are good reasons to deplore patent trolling— but it is a 
pretty straightforward consequence of the spillover characteristic 
of intangible assets.

If the law isn’t strong enough, companies can lobby to have 
it changed. Copyright lawyers sometimes talk about the Mickey 
Mouse Curve— the steadily increasing length of copyright in US 
law that grows just fast enough to stop Disney’s iconic mouse from 
entering the public domain. When Disney first created Mickey, his 
copyright was due to expire in 1984. Extensions in 1976 and 1998 
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mean that this won’t happen until 2023. And who knows what 
new laws might be made between now and then.

Patent trolls and copyright lawsuits catch our attention because 
they are newsworthy, but other ways of capturing the spillovers 
of intangible investment are more common— in fact, they’re part 
of the invisible fabric of everyday business life. They often involve 
reciprocity rather than compulsion or legal threats. Software de-
velopers use online repositories like GitHub to share code; being 
an active contributor and an effective user of GitHub is a badge of 
honor for some developers. Firms sometimes pool their patents; 
then they realize that the spillovers from each company’s techno-
logies are valuable, and that enforcing everyone’s individual legal 
rights is not worth it. (Indeed, the US government helped end the 
patent war between the Wright brothers and  Curtiss Aeroplane 
and Motor Company that was holding back the US aircraft indus-
try in the 1910s by getting everyone to set up a patent pool, the 
Manufacturers Aircraft Association.)

Finally, to reap the benefits of spillovers people can organize 
themselves in various ways. One of the most obvious of these 
is into cities. As Edward Glaeser, one of the leading economists 
working on cities, has put it, one of the puzzles of urbanization is 
the increased willingness of people to pay very high rents to live 
next door to other people paying very high rents (Glaeser 2011). 
This seems a particular puzzle in our connected world, where the 
importance of proximity would surely have declined. One answer 
is that the spillover benefits of living in cities have increased. In-
deed, given the undoubted increase in the disbenefits— congestion, 
prices, and air pollution— there must be some offsetting benefits, 
and those might very well be around the chances of more interac-
tions and collaborations.

All this means that in an intangible- intensive economy, the abil-
ity to make good the problem of spillovers becomes very impor-
tant. This calls for a particular range of skills: technical skills to 
understand the intangibles themselves, such as scientific or engi-
neering knowledge; in some cases, legal expertise or a talent for 
deal- making; in others, softer skills like leadership and networking. 
And it calls for more living together in cities. We will explore the 
implications of these skills for inequality in chapter 6.



80 Chapter 4

synergies
Why Do Intangibles Exhibit Synergies?

Ideas and other ideas go well together. This is especially true in the 
field of technology.

Take the microwave oven. Toward the end of the Second 
World War, the US defense contractor Raytheon was busy mass- 
producing cavity magnetrons, a sort of vacuum tube that was an 
important part of the radar defenses the British had pioneered ear-
lier in the war. Percy Spenser, an engineer working for Raytheon, 
realized that microwaves from the magnetrons could heat food by 
creating electromagnetic fields in a metal box.

Within a few years, the technology was sufficiently advanced 
that you could buy a “Speedy Weeny” microwaved hot dog at a 
novelty stand in New York’s Grand Central Station. A few com-
panies tried to sell domestic microwave ovens, but none were very 
successful. Then, in the 1960s, Raytheon bought Amana, a white 
goods manufacturer, and combined their microwave expertise 
with Amana’s kitchen appliance knowledge to build a more suc-
cessful product. At the same time, Litton, another defense con-
tractor, invented the modern microwave oven shape and tweaked 
the magnetron to make it safer.

In 1970 forty thousand microwaves were sold. By 1975 it was 
a million. What made this possible was the gradual accumulation 
of ideas and innovations. The magnetron on its own wasn’t very 
useful to a customer, but combined with other incremental bits 
of R&D and the design and marketing ideas of Litton and Amana, 
it became a defining innovation of the late twentieth century.

The story of microwave ovens is entirely typical of how new 
technologies evolve. Brian Arthur of the Santa Fe Institute wrote 
a memorable book, The Nature of Technology (2009), which made 
the point that technological innovation was “combinatorial.” 
That is to say, any given technology depends on the bringing to-
gether of already- existing ideas. In Arthur’s words: “Every novel 
technology is created from existing ones, and therefore . . . every 
technology stands upon a pyramid of others that made it possible 
in a succession that goes back to the earliest phenomena that 
humans captured.”
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Science writer Matt Ridley took the idea a step further, stressing 
the evolutionary nature of ideas. “Exchange is to cultural evolution 
as sex is to biological evolution”; Ridley described innovation as 
what happens “when ideas have sex” (Ridley 2010, 453).

Another way of looking at this is to say that intangible assets— 
ideas, like the outputs of R&D, new designs, or new ways of struc-
turing a business or marketing a product— have synergies with 
one another; they are worth more when you combine them. Now, 
tangible assets have synergies too. A bus and a bus stop; a supply 
of electricity and a Marshall stack; a PC and a printer. But the 
scope of different ideas to interact, and the fact that ideas are not 
expended when they are combined, makes the potential synergies 
much higher.

The microwave oven story also reflects another aspect of the 
synergies between different ideas— that they are often unpredict-
able and jump across domains. In this case, military information 
technology gave rise to a kitchen appliance. This kind of exapta-
tion seems to happen again and again in the world of ideas, making 
it relatively hard to predict where synergies between intangibles 
will arise.

Intangible investments also show synergies with tangible assets, 
in particular information technologies, especially networked com-
puters and smartphones. A striking example of this is the role of 
Walmart in saving the US economy in the 1990s. In the 1980s 
the US economy had been experiencing sluggish real productivity 
growth. People worried this was becoming a “new normal” and that 
growth might never recover. But as the 1990s went on, produc-
tivity went up. In 2000 the McKinsey Global Institute analyzed 
the sources of this productivity increase. Counterintuitively, they 
found that the bulk of it came from the way big chains retailers, 
in particular Walmart, were using computers and software to re-
organize their supply chains, improve efficiency, and lower prices. 
In a sense, it was a technological revolution. But the gains were 
realized through organizational and business practice changes in a 
low- tech sector. Or, to put it another way, there were big synergies 
between Walmart’s investment in computers and its investment in 
processes and supply chain development to make the most of the 
computers.
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It’s a relationship that has been documented in detail by Erik 
Brynjolfsson, an economist at MIT and a guru of the digital econ-
omy. Brynjolfsson’s research showed that organizational invest-
ment and tech investment were highly complementary; that is to 
say, the businesses that got the most out of their whizzy software 
were the ones that invested in organizational change too (Bryn-
jolfsson, Hitt, and Yang 2002). Nicholas Bloom, Raffaella Sadun, 
and John Van Reenen (2012) compared the productivity of Amer-
ican businesses that invested in IT to European ones and found 
that European ones didn’t get the same level of benefits from 
computers because they weren’t willing or able to change organi-
zational and management practices as much.

The synergies between IT and intangibles work on a couple of 
levels. First of all, computer hardware has a direct, and in a sense 
trivial, synergy with one type of intangible: software. That’s the 
point of software. To put it another way, computers are physical 
devices that become useful and valuable when you fill them with 
useful, intangible information. 

Because computers and networks of computers deal in infor-
mation, they also help make other intangible investment easier 
or more effective. Consider the network of big sharing- economy 
companies like Uber or AirBnB. There is nothing about their busi-
ness models that absolutely requires computers and the Internet. 
Before everyone had a smartphone, there were networked cab 
companies, some of which, like London’s ComCab or Radio Taxis, 
used independent drivers. Before AirBnB, there were house- share 
clubs with brochures and telephone booking systems. Both the 
house- share clubs and the taxi networks made investments of time 
and money to develop their networks of suppliers.

But in both cases, the Internet and smartphones made it pos-
sible to build very big networks, to do it more cheaply, and to 
strengthen the value of being a member of the network (through 
ratings and searchability, for example). Here again, there is a strong 
synergy between IT— technologies that deal with information and 
networking— and intangible investment, which to a great extent is 
investment in information and connections.

So it seems that intangible investments have synergies with one 
another, whether they relate to ideas (which have a tendency to 
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create new ideas when you bring them together) or new structures 
(which seem to be complementary to new technologies). What’s 
more, it’s often difficult to predict how these combinations will 
happen or to plan them: serendipity and chance seem to play an 
important role.

Why Do the Synergies of Intangible Assets Matter?

If the spillovers of intangibles encourage companies to keep their 
investments to themselves, or at best to share in a self- interested 
way, then the synergies of intangibles have the opposite effect.

If your ideas are worth more when combined with other ideas, 
there’s a strong incentive to get access to as many ideas as possible. 
One manifestation of this is the increasing prominence of open 
innovation.

In its simplest form, open innovation happens when a firm de-
liberately connects with and benefits from new ideas that arise 
outside the firm itself. Cooking up ideas in a big corporate R&D 
lab is not open innovation; getting ideas by buying start- ups, part-
nering with academic researchers, or undertaking joint ventures 
with other companies is.

Open innovation became a management buzzword in the 
2000s, after it was popularized in a best- selling management book 
(of the same title) by Henry Chesbrough, though other research-
ers had been observing it since at least the 1970s, and companies 
had been doing it long before that.

Consider nineteenth- century blast furnaces, an example famously 
analyzed, using very detailed contemporary records, by Robert Allen 
from Oxford (1983). Key determinants of the efficiency of blast 
furnaces were height and temperature. But the physics of the time 
were inadequate to allow an engineer to  deduce the optimal design 
for the blast furnace. So how did they design it? There was a host of 
experimentation with different heights and temperatures by local 
entrepreneurs. Regional and national societies, like the Institution of 
Cleveland Engineers, the South Wales Institution of Engineers, the 
Institution of  Mechanical  Engineers, and the 1869 Iron and Steel 
Institute swapped information. What was the outcome? As Allen 
described, this “open” innovation transformed the industry:
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Between 1850 and 1875 several important changes in blast 
furnace practice were developed in England’s Cleveland dis-
trict. The most dramatic were the increase in the height of the 
furnace from fifty feet— the previous norm— to eighty feet or 
more, and the increase in the temperature of the blast from 
600°F to 1400°F. Together, these improvements reduced the 
fuel requirement for making pig iron enough to justify scrap-
ping the original short, low temperature furnaces and replac-
ing them with the new designs. (Allen 1983, 3)

Much of the rhetoric around open innovation today takes an 
almost moral tone: it’s about sharing knowledge; it is about work-
ing together; it is even about humility. This moral aspect of open 
innovation derives from the synergies of intangible investment— 
which can make sharing ideas mutually beneficial. (There’s also 
a sense in which open innovation is more self- interestedly about 
exploiting the spillovers of other firms’ investments, but that tends 
to be less talked about.)

What’s particularly interesting is that the existence of synergies 
between ideas creates a tension with the spillovers we discussed 
above— a dilemma for intangible- rich businesses. Closing itself off 
to the world and relying on strong intellectual property law can 
help keep a firm’s intangibles from spilling over, but it’s a fatal sort 
of isolation because it reduces the opportunities for synergies with 
other people’s ideas— and most ideas are other people’s ideas. In 
Bill Joy’s words, “no matter who you are, most of the smartest 
people work for someone else” (Lakhani and  Panetta 2007).

The effect of the synergies of intangibles also matters at the 
level of national and local economies. If my business’s research or 
process innovations become more valuable if your business and a 
dozen other businesses are also coming up with great, synergistic 
ideas, an economy can end up in either a virtuous or a vicious 
cycle. If everyone else is doing research or developing new pro-
cesses, and if that makes my investment more valuable, it is in 
my interests to invest in R&D too. If no one else is, it may not be 
worthwhile for me either.

This idea of complementary know- how sits at the heart of the 
idea of the “industrial commons,” developed by economists Gary 
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Pisano and Willy Shih (2009). Pisano and Shih argued that Amer-
ica’s manufacturing sector was suffering because there was no 
longer enough expertise and research in basic industrial processes 
needed to create a shared knowledge base.

The synergies between ideas also create a tension between ser-
endipity and coordination. On the one hand, the vast number of 
ways that ideas can combine usefully makes it hard to plan cen-
trally. The accidental discovery of new properties of technologies— 
like how the magnetron became the microwave— seems to be a 
common phenomenon.

Based on this logic, if we want to increase productive investment 
in ideas, we should encourage “interdisciplinarity,” casual exchanges 
between people working in different fields and diverse places. 
Where these exchanges will happen a lot is in large, walkable cities 
with plenty of public spaces and opportunities for social interaction.

On the other hand, sustained research in a particular area mat-
ters too. At least some of the synergies between different ideas 
work best in a particular field. The microwave oven was a success 
not just because of the radical leap from military communications 
to cooking, but also because lots of researchers from Amana, Lit-
ton, and their Japanese competitors worked on the design and im-
proved the technology of the magnetron.

Sometimes this coordination happens spontaneously. But 
we can also think of things that help it along. Prizes, like the 
eighteenth- century Longitude Prize or the twenty- first- century 
Ansari- X Prize for private spaceflight, can help crowd investment 
into a neglected area. No doubt, part of the reason the technol-
ogy press hypes new technologies, like the Internet of Things or 
solar energy, is not only because it makes for more exciting sto-
ries, but because it also has a functional role of drawing attention 
to up- and- coming areas and encouraging coordinated investment. 
Perhaps the hype is misplaced; but the role of encouraging coordi-
nation is important nevertheless.

Finally, the synergies between intangibles can be a valuable com-
petitive tactic for individual companies. Consider the epipen— or 
rather the EpiPen®. EpiPens are the pen- like devices that can give 
epinephedrine (hence the name) injections, thereby saving the 
lives of people suffering from anaphylactic shock. EpiPen is by far 
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the market- leading epinephedrine device. But this isn’t because it 
has patented epinephedrine, which is in the public domain. Nor 
does it have an uncopiable design: several competitors have come 
up with alternative designs for injectors, some of them arguably 
better than the EpiPen. But a combination of intangibles has kept 
it as the market leader: the name and brand, its design, the wide-
spread understanding among first aiders of how to use the device 
all act to make it hard for competitors to succeed (we discuss the 
EpiPen some more in chapter 5).

These synergies not only give companies an advantage over 
competitors: they also affect the dynamics between companies 
and their talented employees. Consider an expert designer at 
Apple, a company famed for, and to some extent reliant on, its 
good design. What stops that designer, from an economic point of 
view, demanding more and more money in return for not leaving 
for the competition or setting up a new, design- led start- up?

One answer to the question is synergies. Apple’s design is 
 especially valuable in the context of a whole set of intangible assets 
Apple owns: its technologies, its customer service, and the power 
of its brand and marketing channels. All of these things make an 
Apple designer more valuable to Apple than to an  alternative em-
ployer, and they reduce the incentives to leave.

So, synergies matter because they create strong incentives for 
companies and governments to bring together different intangi-
bles, especially new ideas. To this extent they work in the  opposite 
direction of spillovers, encouraging openness and  sharing rather 
than appropriating. They also matter because they create an alter-
native way for firms to protect their intangible investments against 
competition: by building synergistic clusters of intangible invest-
ments, rather than by protecting  individual assets.

some emergent characteristics of intangibles  
Due to the four s’s

So we have seen that intangible investments differ from tangible 
investments in a number of ways: they are more likely to be scal-
able, to have costs that are sunk, to generate spillovers, and to ex-
hibit synergies with one another.
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Let’s conclude this chapter by noting that these properties 
combine to produce two other, more general characteristics of in-
tangibles: uncertainty and contestedness.

Any investment, tangible or intangible, is a step into the un-
known. No business can know for sure what the return will be. But 
it seems that because of the four S’s we have discussed, intangible 
investment has a tendency to be more uncertain. First of all, owing 
to its sunkenness, intangible investments tend to be worth less if they 
go wrong. It’s harder to recover their value by simply selling them. 
Second, the upside of an intangible investment is potentially much 
higher, since it is more likely to benefit from scale (so a modest in-
vestment can reap a big return) or synergies (increasing its value di-
rectly). So when things go wrong, intangibles tend to be worth less, 
and when they go well, they tend to be worth much more.

But this is not just a case of replacing a narrow distribution 
of possible outcomes with a wider one. The tendency of intan-
gible investments to generate spillovers makes it radically harder 
to estimate the future returns to the company making the invest-
ments. And the absence of markets for many intangibles (which 
contributes to their sunkenness) makes it harder to form a realistic 
estimate of their value.

All other things being equal, then, we would expect firms in 
an intangible- rich economy to exhibit more uncertainty. And part 
of this uncertainty shows up in giving intangible firms option val-
ues to their investment. Consider an intangible investment that is 
sunk and proceeds in stages. At each stage, the firm might learn 
something, say, about the feasibility of the investment. That infor-
mation is valuable to it, especially if the spending is sunk. So in-
tangible investment tends to have an option value associated with 
it (see the discussion above).

Intangibles also tend to be contested. People and businesses will 
often vie to see who can control them, own them, or benefit from 
them. This is partly a function of spillovers. As we have seen, busi-
nesses often seek to get the benefit of intangible investments made 
by other firms. Sometimes this happens by mutual consent (for 
example, when businesses undertake open innovation); sometimes 
not (for example, Google’s development of the Android operating 
system, which enraged Apple’s Steve Jobs).



88 Chapter 4

Synergies between intangibles also increase their  contestedness. 
When particular combinations of intangibles are unusually valu-
able, the power of people who are sufficiently networked or 
knowledgeable to broker these connections increases, a theme we 
will return to in chapter 6.

Contestedness is exacerbated by the ambiguity of rules over 
who owns intangible investments: firms dispute patents so often 
because the ownership of intangible property is less well estab-
lished and less clear- cut than the ownership of tangible property.

conclusion: The four s’s of intangibles

Intangibles have four unusual economic properties. These proper-
ties can exist with tangible investments, but on the whole intangi-
ble assets exhibit them to a greater degree. These characteristics are:

• Scalability
• Sunkenness
• Spillovers
• Synergies

Three further characteristics emerge from these four, namely, un-
certainty, option value, and contestedness. The rest of the book 
discusses the consequences of an increasingly intangible- rich econ-
omy that emerge from these characteristics.
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Intangibles, Investment, Productivity, 

and Secular Stagnation

This chapter looks at the role of intangibles in secular stagnation, the 
puzzling fall in investment and productivity growth seen in major 
economies in recent years. We argue that the increasing importance 
of intangible investment may have an important role to play in this 
troubling phenomenon.

One of the most troubling and widely talked about trends in 
economics at the moment is secular stagnation: the fact that 
business investment is stubbornly low despite every indication 
that it shouldn’t be. There have been a variety of explanations 
put forward for what is wrong with business investment, from 
the failings of monetary policy to a slowdown in technological 
progress.

This chapter is the first of our chapters discussing the conse-
quences of the rise in intangible investment. We will argue that at 
least part of the reason for the secular stagnation puzzle is the shift 
in the balance of business investment toward intangibles. Further-
more, we shall make that argument on the basis of the four char-
acteristics of intangibles we pointed out in chapter 4. Because (a) 
intangibles can be scaled, leading firms break away from laggards, 
and because (b) they are unmeasured, measured productivity and 
profitability look high. And because they spillover when the pace 
of intangible investment slows, as it did after the Great Recession, 
productivity slows down as reduced intangible growth throws off 
fewer spillovers.



92 Chapter 5

secular stagnation: The symptoms

Before we look at the link between secular stagnation and intan-
gible investment, it is worth reviewing what secular stagnation ac-
tually consists of. Secular stagnation is characterized by a number 
of symptoms.

The first is low investment. As figure 5.1 shows, for the United 
States and the UK, investment fell in the 1970s, recovered some-
what in the mid- 1980s, and then fell precipitously in the financial 
crisis. Since then it has not recovered.

Now, this would not be so surprising were it not for the second 
symptom: low interest rates. As figure 5.2 shows, long- run real in-
terest rates have been declining since the mid- 1980s and have 
been particularly low since the financial crisis. But there has been 
no recovery in investment since then, even though the costs of 
making such investments are very low.

The coincidence of low investment and low interest rates is a 
puzzle for economists. Once upon a time, central bankers thought 
they understood what to do about low investment. When busi-
nesses got nervous about the future, as they did from time to 
time, and reduced investment, central banks would respond by 

figure 5.1. Real investment as a percentage of real GDP for twenty- four OECD 
countries and a restricted sample of eleven countries (Australia, Austria, Den-
mark, Finland, Germany, Italy, Japan, Netherlands, Sweden, the UK, and the 
United States). Source: Thwaites 2015.
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 lowering their base interest rate, making money cheaper. Cheap 
money made it less costly for businesses to raise financing and for 
consumers to borrow. So businesses and consumers borrowed and 
investment and consumption went back up.

But this tactic seems to have stopped working. For central bank-
ers this is the equivalent of being a captain headed for a rocky 
shoal and finding that your wheel will no longer turn the ship. 
This coincidence of very cheap borrowing and the apparent un-
willingness of businesses to invest was what Larry Summers was 
talking about when he popularized the term “secular stagnation” 
in a 2013 lecture to the IMF.1

One immediate explanation for this weird mix of cheap money 
and low investment is simply that the demand for investment has 
fallen. In his 2011 bestseller The Great Stagnation, economist Tyler 
Cowen suggested that developed countries might have exhausted 
easy sources of good investments, such as settling new land or get-
ting children to spend more years in education. Most memorably, 
he argued that technological progress might have slowed down, 
or, more specifically, that the economic benefit of new discoveries 
was less than had been the case in the past. The economist and 
economic historian Robert Gordon developed this theme in his 
influential 2016 book The Rise and Fall of American Growth, in 
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2015.
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which he argued that the inventions over the twentieth century, 
such as electricity, indoor plumbing, and the like, were part of “one 
big wave of innovation” that will not be repeated.

This explanation for secular stagnation has proved controver-
sial, not least because it turns out to be very difficult to measure 
whether technological progress has slowed down. A totally out- 
of- the- blue technological slowdown that is not easy to confirm 
using data has seemed to some too much of a deus ex machina, 
and many of those interested in secular stagnation have looked 
around for other causes.

And then there are three further symptoms associated with 
current- day secular stagnation, all of which demand explanation.

The first is the fact that corporate profits in the United States 
and elsewhere are, on average, higher than they have been for 
decades and seem to be steadily increasing. Far from being under 
pressure, firms’ profits have never looked better. Some measures 
of these are shown in figure 5.3.2 The most directly comparable 
measure is average return on capital (figure 5.3B), which has 
grown sharply since the 1990s; it certainly does not suggest an 
Age of Lead, where investment has fallen because there is noth-
ing worth investing in.

At first glance, this does not seem to be compatible with the 
idea that there are few good investment opportunities out there; 
on the contrary, if profits are high, one would expect businesses to 
be tempted to invest more to take advantage of cheap money to 
invest in all the attractive business opportunities that are driving 
high returns.

The second curious fact is that when it comes to profitability, 
businesses are not equal— and more to the point, they are becom-
ing increasingly unequal. As figure 5.3C shows, profits for firms at 
the top are booming. It doesn’t look like investment opportunities 
have fallen away for firms at the top. This has led to a lively debate 
around whether competition— which we would normally expect 
to level the playing field between leading firms and laggards as the 
leaders’ profit margins regress to the mean and the laggards go out 
of business— has fallen.

The picture for profits looks similar to that for productivity. 
Figure 5.4 shows the results of an influential research project by 
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Economic Outlook, 2016, http://www.oecd.org/eco/outlook/OECD-Economic 
-Outlook-June-2016-promoting-productivity-and-equality.pdf.

http://www.oecd.org/eco/outlook/OECD-Economic-Outlook-June-2016-promoting-productivity-and-equality.pdf
https://www.economist.com/news/briefing/21695385-profits-are-too-high-america-needs-giant-dose-competition-too-much-good-thing
http://www.oecd.org/eco/outlook/OECD-Economic-Outlook-June-2016-promoting-productivity-and-equality.pdf
https://www.economist.com/news/briefing/21695385-profits-are-too-high-america-needs-giant-dose-competition-too-much-good-thing
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Dan Andrews, Chiara Criscuolo, and Peter Gal of the OECD, who 
looked at how the productivity gap between the top firms in dif-
ferent industries and their competitors was developing, using ac-
counting data from the OECD- ORBIS database. Of course, there 
has always been a gap— some firms have always done better than 
others— but that gap seems to have widened considerably, starting 
before the financial crisis.

The final fact surrounding secular stagnation is that the sus-
tained decrease in productivity growth that we have seen in devel-
oped countries does not seem to be driven solely by lower invest-
ment. Labor productivity growth (see box 5.1 for a fuller 
explanation of labor productivity, profitability, and total factor 
productivity) can fall for two broad reasons. It can fall because 
investment falls, thus giving workers less capital to work with. Or 
it can fall because workers are working less effectively with what-
ever capital they have; this is called a fall in “multi- factor” or “total 
factor” productivity (TFP). Now, since the financial crisis, invest-
ment has fallen, but not by enough to account for all the loss in 
labor productivity. In fact, the bulk of the slowdown in productiv-
ity growth has been a decline in total factor productivity. Figure 
5.5 shows, since about the mid- 2000s, a fall in OECD multi- factor 
productivity growth.
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four- year moving average). Source: The Conference Board Total Economy Data-
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box 5.1. Productivity and Profitability explained

Productivity is “real” output per unit of input. Behind this 
seemingly innocuous definition lies a host of productivity 
measures and difficult conceptual issues, so it’s worth re-
viewing some of them.

let’s start with explaining what we mean by “real” out-
put. Take the UK railways. In 2010 there were 1.35 billion 
passenger journeys, with an average distance of 40 kilo-
meters per journey. Thus UK rail companies provided 54.1 
billion passenger kilometers (that is, the number of passen-
gers times the average distance each passenger travelled). 
In 2015 that figure was 64.1 billion passenger kilometers. (If 
you were wondering why UK railways are so crowded, the 
1986 figure was 30 billion, less than half that.)

How much did passengers pay? In 2010 they paid, on 
average, 12.2 pence per kilometer, rising to 14.4 pence per 
kilometer in 2015. So passenger revenues (passenger ki-
lometers multiplied by price paid per passenger kilome-
ter) went up by 6.8 percent per annum (from a revenue of 
£6.62bn in 2010 to £9.2bn in 2015).

It is clear, however, that the revenues went up for two 
reasons: (a) rail companies carried more passengers more 
kilometers, and (b) they charged passengers more. If you 
use the data above, you find out that the 6.8 percent rise 
in revenue was accounted for by a rise of 3.5 percent in 
passenger kilometers and 3.3 percent in fares.

So what’s the right output measure for productivity 
purposes: passenger kilometers or revenues? Productivity 
analysts prefer to strip out the rise in prices, to get the 
change in volumes of output rather than its price. They 
do this since they are interested in the “productive effi-
ciency” of the firm, that is, how readily it can convert input 
into output. The extent to which a firm can charge high or 
low prices is interesting, but it’s the domain of profitability 
analysts, not productivity ones. See below.

This is where the notion of “real” output comes in. Statis-
ticians call the revenue from output “nominal” output (that



98 Chapter 5

is, price times volume), but stripping out price changes (so 
you have only volume) is called “real” output. In this case 
then, the rise in “nominal” output was 6.8 percent, due to 
a rise in “real” output of 3.5 percent and a rise in prices of 
3.3 percent.

This highlights a difference between productivity and 
profitability. Productivity compares output to input, and 
uses real output. Profitability compares output to costs, 
both being nominal measures. So if a firm raises its prices 
but does nothing else, its profitability has risen, but its pro-
ductivity has remained the same. That’s why productivity 
is often linked to efficiency: in this example, the efficiency 
of the firm has not changed at all. Indeed, it is perfectly 
possible for a firm to have very low productivity (or be 
very inefficient), but be highly profitable, as long as it has 
sufficient pricing power. And consumers know this; this is 
after all their complaint against most monopolies. Even 
though profitability is a perfectly interesting subject, it is a 
combination of both productivity and pricing power. Most 
productivity analysts confine themselves to productivity, 
especially since it’s perfectly possible that productivity 
and profitability are negatively correlated.

Returning to our main theme, let’s look at the measure of 
input. The rail network requires a host of inputs to produce 
the output: the trains, the track, the staff, the fuel, etc. So 
let’s define two productivity measures. Single- factor pro-
ductivity is real output per single unit. Multi- factor produc-
tivity (MFP) (confusingly, sometimes called “total factor 
productivity” [TFP]) is real output per multiple inputs. An 
example might help.

Consider agriculture (Pardey, Alston, and Chan- Kang 
2013). Between 1961 and 2009, world population rose from 
3 billion to 6.8 billion, a rise of 127 percent. How was every-
one fed? In 1961 the world produced US$746bn worth of 
agricultural output and, controlling for inflation, that had 
risen to US$2,260bn in 2009, a rise in real output of 203 
percent, far outpacing the rise in population. Now, it’s easy
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to increase food output: you just bring more land under culti-
vation. Did that happen? No. In 1961 the world had 4.46 billion 
hectares under cultivation and in 2009 that had only slightly 
risen to 4.89 billion hectares, a rise of 10 percent. Thus world 
agricultural single- factor productivity— that is, real output per 
hectare— rose, remarkably, by 176 percent. Other measures 
of single- factor productivity rose too. Agricultural labor rose 
by 70 percent, as more people worked on the land (from 1.5 
billion to 2.6 billion), but real output rose even faster, so real 
output per agricultural worker rose by 78 percent.

What about multi- factor productivity growth? Here 
analysts tend to choose the number of inputs they enter 
(the “multi” bit) depending somewhat on the industry and 
the output they are comparing. Consider then agriculture, 
where the real output is tons of produce. The typical in-
puts to a farm would be (a) land, (b) labor: the number 
of people working on the farm, (c) capital: machines used 
on the farm, and (d) intermediates: inputs used up in pro-
duction, for example, seed, fertilizer, feed for animals, etc. 
Now, it’s perfectly possible that agricultural output went 
up because of more land, more labor, farmers using more 
tractors, or maybe better fertilizer. Thus multi- factor pro-
ductivity in this case is real output per unit of land, labor, 
capital, and intermediates (we’ll explain how to combine 
these inputs in a moment). If then there is growth in farm 
output over and above that accounted for by all these in-
puts, then the inputs themselves are being better utilized. 
Thus multi- factor productivity growth measures not how 
many more inputs the farm is using, but rather how well 
the farm is combining the inputs.

Multi-factor productivity growth is then a very useful in-
dicator for (at least) two reasons. First, it helps better un-
derstand single- factor productivity growth. If output per 
worker or per hectare has risen, then we naturally want 
to understand whether this is because those workers had 
more tractors (capital) and/or more fertilizer (intermedi-
ates) to work with.
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Second, multi- factor productivity growth helps us 
understand where growth is coming from. Suppose the 
economy consists of farms and tractor manufacturers. 
Suppose a farmer claims productivity (output per laborer) 
on the farm has doubled. If the farmer has only brought 
in more tractors (not changing other inputs), then multi- 
factor productivity growth will have stayed the same and 
any productivity growth in the economy as a whole will 
be due to improvements in the tractor industry. If the 
farmer has improved the efficiency of operations, maybe 
innovated in crop rotation or improved work practices on 
the farm, then multi- factor productivity growth in farm-
ing will have risen. As a matter of fact, researchers have 
found that world agricultural multi- factor productivity 
growth is about 45 percent of productivity growth over 
this long period. That is, improved machines and fertilizer 
account for about 55 percent of productivity growth and 
better farming practices 45 percent of it. Those improved 
farming practices are particularly concentrated in the re-
organization of collective farms in the ex– Soviet Union 
and China.

A few final points. First, in most industries or ser-
vices, land is not typically a varying input, so analysis 
of single- factor productivity tends to be real output per 
worker. Second, the input of workers can vary by person 
and the hours they work, so single- factor productivity 
analysts looking at labor productivity often work with 
output per worker, or output per worker- hour. Third, in 
calculating multi- factor productivity growth, inputs are 
combined using their payment shares in total costs, so 
a very labor- intensive process would give labor a high 
weight and capital a low weight (the economic ratio-
nale for this is set out in Solow 1957). These payment- 
share combined inputs are called input services, so for 
example, capital services are combined inputs of capital 
assets like ICT, buildings, and vehicles, weighted by their 
payments.
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Finally, many statistical agencies calculate real output in 
two ways, including intermediates, called real gross out-
put (number of tons of wheat, say), and excluding inter-
mediates, called real value added (wheat output excluding 
the intermediates). Thus gross output MFP is typically real 
gross output per input of labor, capital, and intermediates, 
and value added MFP is real value added per input of labor 
and capital. (The former turns out to be a [complicated] 
weighted average of the latter, the weights called Domar- 
Hulten weighting, after two brilliant papers that derived 
them by Evesy Domar and Charles Hulten [Domar 1961; 
Hulten 1978].)

an intangible explanation

A good explanation for secular stagnation should ideally explain 
the following four facts:

 1. A fall in measured investment at the same time as a fall in 
interest rates

 2. Strong profits
 3. Increasingly unequal productivity and profits
 4. Weak total factor productivity growth

Can intangibles explain any of this? The rest of this chapter sug-
gests it might have some part to play, for the following reasons.

First, in the earlier chapters of this book we presented evidence 
that the nature of investments that businesses are making is shift-
ing from tangibles to intangibles, that in several developed coun-
tries intangible investments now dominate, and that these intangi-
ble investments are poorly measured in national accounts. Maybe 
then, at least in part, investment seems low because we are not 
measuring all the investment that is being made.

Second, in chapter 4 we also saw that intangibles had partic-
ular economic properties. One was the ability of firms to scale 
intangibles over their operations. Maybe then firms are investing 
in intangibles and scaling up their sales: think Uber, Google, and 



102 Chapter 5

Microsoft. They can achieve this giant scale with relatively little 
employment. So their productivity (revenue per employee) rises, 
perhaps massively. And since they have relatively little tangible 
capital, which is what is measured, their revenue per unit of capi-
tal employed also rises massively. The successful firms that achieve 
great scale, therefore, become leaders, breaking away from the lag-
gards in the industry that haven’t managed to scale up as much (at 
least not at the moment).

Third, another property of intangibles is spillovers. A firm can-
not use its rivals’ factories but can potentially use its rivals’ designs, 
organization structure, or ideas. This has two implications. On the 
one hand, if firms reduce their investment in intangibles, we might 
expect fewer spillovers to be generated. Since spillovers are picked 
up in TFP growth, we would expect TFP to fall. The second issue 
is that, in a world where it is harder for a given firm to be sure it 
will appropriate the benefits of its investments, it may choose to 
invest less.

We’ll go through these possibilities one by one.

Mismeasurement: Intangibles  
and Apparently Low Investment

As we saw in chapter 2, intangible investment in countries like 
the United States and the UK now exceeds tangible investment. 
Much of it is not included in national accounts— and, therefore, is 
not included in the figures used to demonstrate secular stagnation. 
So does investment seem low because we are simply not counting 
it right? Or to put it another way, could the world’s economy be 
growing much faster than we thought because we’ve been failing 
to include the value of investment in intangibles?

The effect of counting these investments on the investment/
GDP ratio depends on a number of things. First, it depends on 
the extent to which national statistical offices are counting intan-
gibles. As we saw in chapter 3, statistical offices are increasingly 
counting the intangible assets set out in table 3.1. Second, when 
we include new investment in national accounts we also raise 
GDP, so the effect on the investment/GDP ratio is potentially 
ambiguous.
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As figure 5.6 shows, it turns out that the effect of including pre-
viously unmeasured intangibles is to raise the investment/GDP 
ratio, but not to greatly affect its trend, partly because of the ef-
fects above and the relatively short time period. So the under-
count does not appear to greatly affect the trend, at least not since 
the Great Recession. (The undercount in investment also affects 
growth of GDP and might potentially mean GDP appears to be 
growing more slowly. In the appendix we show this is not, in fact, 
a big effect.)

Profits and Productivity Differences: Scale, Spillovers,  
and the Incentives to Invest

The effect of intangibles on investment goes beyond issues of mea-
surement. As we saw in chapter 4, intangible investments are un-
usual in a number of ways. It seems plausible that these unusual 
characteristics could have an effect on businesses’ incentives to 
invest. Of particular relevance here is the fact that intangibles are 
scalable and exhibit spillovers. (A scalable asset, like Uber’s soft-
ware or Starbucks’s brand, can be scaled across a very large num-
ber of locations. Firms that are good at exploiting spillovers— for 
example, because they are good at open innovation— can benefit 
not only from their own intangible investments but also from 
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those of other firms. Think of how Apple learned to develop the 
iPhone from the failures of early smartphone makers like Nokia 
and Ericsson and from decades of government research.)

Scalability increases the appeal of intangible investment. If a 
firm has confidence it can scale an investment across a large vol-
ume of business, the incentive to invest increases. If a firm genu-
inely believes its latest project could be the next Google PageRank 
or the next blockbuster drug, it would be justified in betting the 
farm on it because the returns on these sorts of scalable intangible 
investments are so high.

We would expect the presence of spillovers to reduce the will-
ingness of the average firm to invest. Consider the case study of 
EMI and the CT scanner we discussed in chapter 4. Most firms 
would be very wary of following in the footsteps of EMI, invest-
ing millions in a radical new product only to see competitors walk 
away with the gains (and indeed EMI themselves might not have 
made the decision to invest in the CT scanner had they not re-
ceived considerable government R&D subsidies to do so).

Spillovers may discourage the average firm from investing in 
intangibles, but of course, not all firms are average. As we dis-
cussed in chapter 4, the benefits of intangibles do not spill over 
entirely at random. Indeed, management gurus have studied the 
art of appropriating the spillovers of other firms’ investments 
and have even given it a name: open innovation. Like any art, 
some are better at open innovation than others. A glance at the 
business news reveals that some companies have a reputation 
for being especially good at absorbing and exploiting good ideas 
from elsewhere. (An extreme example is Rocket Internet, a Ger-
man incubator of e- commerce businesses, which systematically 
identifies good online ideas and executes them faster and better 
than their originators.)

These characteristics affect firm performance: firms that can 
create and manipulate intangibles can reap outsize benefits. In a 
world where intangible investment is very important, we would 
expect to see the “best” firms— that is, those firms that (a) own 
valuable scalable intangibles and (b) are good at exacting the spill-
overs from other businesses— being highly productive and profit-
able, and their competitors losing out.
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Now, as we saw in figure 5.4, the gap between the most and 
least productive firms is widening. One popular explanation for 
this is that perhaps competition policy is becoming weaker, al-
lowing powerful incumbents to protect their market position. But 
it’s not clear that there has been any sort of worldwide weaken-
ing of competition policy; indeed, most governments seem to take 
competition policy quite seriously. So might it be that scalability 
and spillovers have created the possibility for leading firms to pull 
away from their competition and entrench their advantages?

The idea that intangible- rich firms are scaling up dramatically 
seems plausible on an anecdotal basis: Uber, Google, Microsoft, 
and so on. To really nail it down, we would need to collect intan-
gible investment data for each firm and see how that data corre-
lates with inequality of profitability. But accounting conventions 
don’t let us do this yet (see chapter 10). In the meantime, we can 
look at the industry level, where we do have data. Now, if firms 
are taking advantage of intangibles, then they will be best placed 
to do so in industries where intangibles are important. For exam-
ple, public water and sewerage utilities could potentially scale up 
using intangibles, but there’s probably much less scope for doing 
so than in intangible- intensive industries like pharmaceuticals or 
financial services. Thus we would expect larger rises in the produc-
tivity spread in industries and countries that are more intangible- 
intensive. Figure 5.7 tests this out.

Figure 5.7 shows the relationship between the change in the 
productivity spread (the gap in productivity between the best and 
worst firms), averaged from 2001– 7 (we stopped before the finan-
cial crisis years) and intangible intensity in 2001. The panels show 
manufacturing and marketing services, respectively. So, for exam-
ple, in manufacturing, Italy and Austria don’t invest very much in 
intangibles and have had only a small rise in the manufacturing 
productivity spread. By contrast, the UK, Sweden, and France do 
invest a lot in intangibles and have had a much larger rise in the 
productivity spread. The same goes for services.

What about profits? We do not have direct data on profits, but 
if we are willing to use R&D and/or patents as a proxy for intan-
gibles, there is more evidence that supports this view of produc-
tivity spread. The economists Bronwyn Hall, Adam Jaffe, and 
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Manuel Trajtenberg (2005) collected financial and R&D data on 
a panel of US firms and linked this data with their patents and 
how heavily cited the patents were. They found strong correla-
tions, controlling for a range of other factors, between the stock 
market value of a firm and its R&D spending and its well- cited 
patents. Stock market values may not be the best measure of 
company prospects, but this does suggest a link between com-
pany performance and (one dimension of) intangibles, which is 
consistent with the idea that an intangible- heavy firm can out-
perform its rivals.3

So, productivity spreads rose a lot in countries where industries 
invest a lot in intangibles. Clearly more work on this question is 
needed but if the story holds up under more research, then the 
rise in intangible investment might be part of the explanation 
for the rise in the performance/productivity spread. This, in turn, 
could account for a divergence in investment behavior: leading 
firms, which are confident of their ability to create scalable assets 
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and to appropriate most of their benefits, will continue to invest 
(and enjoy a high rate of return on those investments); but lag-
gard firms, expecting low private returns from their investments, 
will not. In a world where there are a few leaders and many 
laggards, the net effect of this could be lower aggregate rates of 
investment, combined with high returns on those investments 
that do get made.

Spillovers: Intangibles and Slowing TFP Growth  
A Lower Pace of Intangible Growth?

While the mismeasurement of intangible investment does not ex-
plain most of the investment problem, it may help account for one 
aspect of the secular stagnation puzzle: poor TFP performance in 
recent years.

As figure 2.4 showed, intangible investment has grown steadily 
over the past decades in most countries. Further, both intangible 
and tangible investment slowed after 2007. Now, while it has re-
covered, the growth rate is not as fast. Figure 5.8 shows that, as a 
result, the growth rate of the capital services of intangibles and 
also of R&D has slowed since 2007. (The capital services accounts 
for both investment and depreciation and so is a better measure of 
the flow of intangible services than just investment; see the ap-
pendix to chapter 3 and box 5.1.)
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Consider then two of the economic features of intangibles: 
spillovers and scalability. Suppose a firm invests in some tangibles 
and some intangibles. It should reap the benefits of both, but from 
intangibles it should get higher productivity, since it may be able 
to scale up those intangibles. In addition to that, if the benefits of 
intangibles spill over, other firms should be able to raise their pro-
ductivity. We would expect these additional effects to show up in 
total factor productivity.4 The flip side of this is that if intangible 
capital growth falls, as we have seen in figure 5.8, then total factor 
productivity growth should fall as well.

Figure 5.9 takes a look at this, plotting TFP growth and intangi-
ble capital growth for ten countries before and after the Great Re-
cession. Before the Great Recession, most of the countries were to 
the top right of the figure, indicating positive growth in intangibles 
and positive TFP. After 2008, all the countries except Spain moved 
down to the bottom left as their intangible growth and their TFP 
both fell. The upward- sloping line of best fit summarizes this: there 
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does seem to be an association between the slowdown in intangible 
capital growth and the slowdown in TFP growth. A more sophisti-
cated investigation involving more years confirms this, and 
Figure  5.10 confirms a similar pattern for R&D capital growth.

Granted, both pictures are noisy and other things might be 
going on, which future research will have to explore. But the fig-
ure suggests that the TFP slowdown might be in part accounted 
for by the intangible slowdown.

Are Intangibles Generating Fewer Spillovers?

Another reason why there might be slower TFP growth is that 
intangibles are somehow generating fewer spillovers. This is inevi-
tably rather speculative, but let us consider why it might be.

One possibility is that lagging firms have become less effective 
at absorbing spillovers. If the benefits of intangible spillovers ac-
crued to firms at random, this would have no obvious effect on 
firm profitability. Any firm would have as good a chance of ser-
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endipitously gaining from another firm’s intangible investments 
as it would have of losing the returns of its own investments to 
a rival. But even a casual acquaintance with the business press or 
with management studies research suggests that the world does 
not work like that.

Certain businesses are thought to be unusually good at benefit-
ing from other firms’ ideas. Google’s ability to purchase, grow, and 
promote the Android operating system, which Steve Jobs believed 
was a rip- off of Apple’s iOS, is a famous example of this. But it is 
a trend we see throughout the economy: management gurus offer 
advice on “open innovation” and “fast followership.” People often 
observe that while the early bird catches the worm, it is the second 
mouse that gets the cheese. (Economist and blogger Chris Dillow 
made the point that the incentive to be a “fast follower” might 
be higher in a sector experiencing a lot of technological progress: 
waiting not only allows a firm to benefit from the spillovers of the 
first firm to invest, but it might also benefit from falling prices for 
investments like software.)5

The scalability and synergies of intangible investments also play 
a role in making leading firms more willing to invest. Leaders are 
more likely to be larger and to grow faster and, therefore, to be 
able to take advantage of the scalability of intangibles. (Consider 
how Starbucks can deploy its brand and operating procedures in 
every new café it opens without more intangible investment.) 
They are more likely to possess other valuable intangibles that 
are synergistic with new investments they make. (Consider how 
Apple’s preexisting reputation for attractive, intuitive products 
made consumers willing to try the iPhone, even though previous 
smartphones had been hard to use.)

Even if lagging firms are investing less, an overall fall in in-
vestment depends on the composition of the industry. If only 
a few leading firms were able to internalize the benefits of in-
tangible investment, those firms could, in theory, increase their 
levels of investment so much that they would be taking up the 
slack for all the laggards— only a few firms would invest, but 
those that did would invest massively. For overall investment 
and growth to be reduced, the level of investment by the lead-
ing firms that are still happy to invest in intangibles would have 
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to be insufficient to fully make up for the putative shortfall in 
investment by the laggards.

There are a couple of reasons why this shortfall may occur. The 
first comes back to our earlier discussion about the fundamental 
characteristics of intangibles as investments generally. Even a big 
firm with many complementary assets that is good at open innova-
tion is likely to struggle to capture the benefits of some intangible 
investments. A firm like Tesla Motors that makes many large long- 
term R&D and design investments (as well as big tangible invest-
ments) is considered to be unusual by media and stock market 
analysts alike.

The second possibility is that perhaps even when a leading firm 
is theoretically willing to make big intangible investments, man-
agement attention and the difficulty of delivery act as a bottle-
neck. Consider Amazon, a market leader with overwhelming scale 
and lots of valuable intangibles. It has a reputation for being very 
good at execution and for adopting the ideas of challenger firms 
and beating them at their own game, and it is willing to invest 
and defer profitability for the long term. Amazon has certainly 
invested heavily to develop new businesses, expanding from its 
original bookselling business to general retail, computer hardware, 
and cloud computing and is now moving into groceries. But these 
investments have taken time. Perhaps the need to focus manage-
ment attention on so many priorities limits the speed with which 
individual firms, even if they are market leaders, can make big 
strategic investments. Certainly the idea of managerial focus, and 
of not biting off more than a company can chew, is popular in 
management books and business journalism. If this is true, the 
perceived need to focus could limit total investment in sectors 
where only a few companies felt confident of reaping the rewards 
of investment.

Finally, we should consider the possibility that the true nature of 
intangible investment has changed. Maybe it conceals rent- seeking 
activities that superficially look like they increase productivity but 
actually do nothing of the sort.

Common sense tells us that, tangible or intangible, some in-
vestments that firms make are good and some are bad: that’s the 
nature of business. Over time, and at the level of the economy as 
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a whole, the good investments and the bad investments balance 
out, and the marginal investment of an average company delivers 
a market rate of return.

Of course, the private returns to the firm making an investment 
will not always be the same as the wider returns to the economy as 
a whole. When an intangible investment has beneficial spillovers, 
as we discussed above, the social rate of return exceeds the private 
rate, and other firms benefit too, just as Samsung and HTC ben-
efited when Apple invested enough to convert mobile phone users 
to smartphones.

But it is also possible to imagine investments, intangible and 
tangible, that produce little or no social return; the private return 
they generate for the firm that makes them is the result of shifting 
value that had already been created somewhere else.

Consider two businesses that have been in the news recently: 
Mylan, a drug company that sells the EpiPen, and Uber, the 
global ride- sharing business. As we mentioned in chapter 4, the 
success of the EpiPen depends on a set of interlocking intangible 
investments: its design has been approved by drug regulators; its 
name (which is protected) is recognizable; first aiders are trained 
in how to use it; and it has sales and marketing channels into 
important customers, like schools (some of which are supported 
by laws, like the US Schools Access to Emergency Epinephrine 
Act of 2013). There is also a darker side to the EpiPen’s success: 
EpiPen’s makers have sued the makers of competing products, 
delaying or preventing their access to the market. Some of the 
things that make the EpiPen profitable create a social benefit as 
well as a private one: the fact that first aiders know how to use 
an EpiPen, or that many anaphylaxis sufferers know the EpiPen 
brand, is good both for consumers and for Mylan. But it is less 
clear whether lawsuits against competing products, or the diffi-
culty of the process for approving new autoinjectors, are in any-
one’s interest but Mylan’s.

Uber raises similar questions. One of the valuable intangibles 
that Uber profits from, alongside its software and its brand, is its 
large network of driver- partners. (A sign of the value of these net-
works to Uber is the fact that when Uber opens in a new city, it 
sometimes offers generous deals and premia to new drivers to sign 
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up with the service.) Now, in some respects, this intangible asset 
provides a public as well as a private benefit: building a network of 
quality- assured, networked drivers is a valuable service for Uber’s 
customers. But critics have argued that at least in some respects, 
Uber’s “investment” in its driver network is a zero- sum game: the 
purpose of maintaining a network of drivers, they argue, is to allow 
Uber to get the benefits of hiring a lot of staff without having to 
comply with employment laws or minimum wages. To this extent, 
Uber’s investment in a network of drivers is valuable to Uber at 
least in part not because it creates new value but because it takes 
value away from drivers (who would otherwise benefit from mini-
mum wages, etc.).

The allegations against Mylan and Uber are that some of their 
intangible investments do no good for the economy as a whole, 
but instead are about slicing the existing economic pie to the ex-
clusive benefit of the intangible investor.

We can think of other examples of this. Consider two compa-
nies, GoodCo and BadCo, both of which spend money on legal fees 
and business restructuring costs to set up a new subsidiary— an ex-
ample of an organizational development investment. The purpose 
of GoodCo’s subsidiary is to deliver a new, profitable service to 
customers; it will be a positive private return to the firm and also a 
positive social return (that is to say, GDP will go up).

But suppose that the sole purpose of BadCo’s subsidiary is to 
help the company avoid tax. In this case, there would be a private 
return to BadCo in the form of a lower tax bill, but no social re-
turn, and no increase in GDP; the firm’s private return is just the 
appropriation of money that would have otherwise gone to the 
government.

When this sort of rent- seeking spending is made, and if it is 
counted as investment, then investment would increase. Perhaps 
the position of the leader will also rise, but total output would 
not increase at all. This would manifest itself as a decline in TFP, 
the residual between the contribution of labor and investment to 
growth and the observed rate of growth itself. To the extent that 
there are spillovers, the spillovers are negative.

We can think of other sorts of spending like this: so- called block-
ing patents developed solely to keep rivals out of a particular field of 
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research; or advertising campaigns that are only about stealing mar-
ket share from other firms (although, as we saw in chapter 4, the 
evidence is that most advertising does not do this). Intangible in-
vestment might have other negative externalities that are harder to 
measure: it is a long- standing criticism of capitalism that following 
bureaucratic rules is dehumanizing and depressing for workers— it 
is plausible that some types of organizational development invest-
ment might make workers less happy by removing their autonomy. 
Although the opposite case could also be made: some organiza-
tional development investment, like lean processes, are predicated 
on giving workers greater agency rather than less. Some tangible 
investment may also generate limited social returns: consider the 
fiber- optic cables installed by high- frequency trading firms for the 
sole purpose of shaving fractions of microseconds off trading times 
(described vividly by John Kay 2016). And not all money spent 
on rent- seeking generates an intangible investment, at least not in 
the main methodologies used to measure intangibles. But it does 
seem that rent- seeking or zero- sum investments are more common 
among intangible investments than among tangibles.

This could have a bearing on investment and productivity fig-
ures. It is possible that the increase in intangible investment is 
concealing a rise in rent- seeking investments that do not increase 
GDP. This would not explain the fall- off in investment that has 
been observed in the economy, but it would help explain the fall- 
off in productivity and in TFP. It is conceivable that in a poorly 
governed economy, the amount of intangibles whose purpose is 
to attract rents goes up. So for any given level of intangible invest-
ment, output would be lower, and TFP would fall. This risk pro-
vides a good reason for policymakers to guard against rent- seeking 
in an increasingly intangible economy.

There is also the possibility that the rise of intangible investment 
may be encouraging more rent- seeking, which may be increasing 
the gap between leaders and laggards that we discussed earlier.

A paper by James Bessen specifically asks whether the gap be-
tween leaders and laggards among US nonfinancial businesses has 
been caused by increasing intangible investment or by greater 
rent- seeking by leading firms. Bessen looks at the relationship be-
tween regulation in industries (measured by an index of regulation 
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and by political lobbying expenditures) and the valuations of pub-
lic companies. He concludes that while a significant portion of the 
increase in stock prices since 1980 has been caused by intangibles 
(measured by R&D), spending on regulation and lobbying has an 
even stronger effect on valuations (Bessen 2016).

Now, perhaps the contestedness of intangible assets that we dis-
cussed in chapter 4 encourages firms to spend money asserting 
or protecting their claims to them. In recent years, an increasing 
proportion of lobbying in the United States has been carried out 
by technology firms; typically, these firms are lobbying in relation 
to valuable intangible assets they own, such as Google’s right to 
use its valuable data and software in particular ways, or Uber’s and 
AirBnB’s rights in respect of their valuable networks of drivers and 
hosts. The rewards for successful lobbying are very high: all these 
intangible assets are highly scalable and are intrinsic to their own-
ers’ business models. They are also what make their owners lead-
ers rather than laggards— which in itself may discourage laggard 
competitors from investing in the future.

So, it is not that intangible spending is mismeasured and is re-
ally lobbying spending. It is, perhaps, that we have entered a phase 
where the transition to an intangible economy is requiring a new 
set of institutions to resolve the inherent contestedness of intan-
gible assets.

An optimistic interpretation of this is that the legal and in-
stitutional structures behind a transformation to an intangible- 
intensive economy are being worked out and that until they are, 
there will be a disproportionate incentive for firms to spend more 
on rent- seeking relating to intangible investment. For example, as 
spillovers and scale effects become more important, existing tax 
and competition and IP rules get tested to destruction, requiring 
lobbying, legal arguments, and institutional reboots. This adjust-
ment to a new type of economy will need a lot of spending by 
firms and governments that is not immediately productive. Thus a 
given dollar of business intangible spending has less productivity- 
raising effect. A more troubling interpretation is that these types 
of rent- seeking are linked to the inherent characteristics of intan-
gibles, in particular their contestedness: this would imply that TFP 
growth will continue to be low until governments learn to do a 
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much better job of preventing rent- seeking and designing the in-
stitutions an intangible economy needs.

conclusion: an intangible Role in secular stagnation

Secular stagnation is clearly a complex phenomenon, with a wide 
range of possible causes. We have identified four possible ways that 
the long- term shift from tangible to intangible investment could 
be causing or exacerbating it.

First, mismeasurement helps explain a little of the puzzle. The 
inclusion of intangible investment, which has been rising, shows 
that the investment drought is not as bad as it seems. It also mar-
ginally improves GDP growth. But the bulk of the secular stagna-
tion problem remains.

Second, it looks like the scalability of intangibles is allowing 
very large and very profitable firms to emerge. These firms may 
also be better placed to appropriate the spillovers of other firms’ 
intangible investments. That raises the productivity and profits gap 
between the leaders and the laggards and simultaneously decreases 
the incentives to invest for laggard firms. This could help explain 
how low levels of investment coexist with high rates of return on 
the investments that do get made.

Third, after the Great Recession, the pace of intangible capi-
tal building has slowed. This might throw off fewer spillovers, 
thus causing firms to scale up by less than beforehand and slow-
ing total factor productivity. There is some evidence to sup-
port this: roughly the largest TFP growth slowdowns are in the 
countries with the largest R&D and intangible capital growth 
slowdowns.

Last, and more speculatively, lagging firms may be less able to 
absorb spillovers from leaders, perhaps because leading firms are 
much more able to exploit the synergies between different intan-
gible types than the laggards. Or perhaps the economy is in a phase 
where the transition to an intangible economy, which requires a 
new set of institutions to resolve the inherent contestedness of 
intangible assets, has skewed investment toward lobbying, legal ar-
guments, and institutional reboots, none of which are immediately 
productive.
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appendix: effect of unmeasured intangibles  
on gDP growth

The effect of unmeasured intangibles on GDP growth is a bit com-
plicated. Since measured GDP levels include measured invest-
ment, then GDP growth includes measured investment growth 
(multiplied by the share of investment in GDP). So mismeasure-
ment only occurs if the omitted investment is growing faster or 
slower than GDP growth: if they are growing at exactly the same 
rate, we get the level of GDP wrong, but the growth rate is right. 
Thus if the omitted intangible investment grows faster than mea-
sured GDP growth, measured GDP growth is too low, which can 
look just like secular stagnation (in the sense of low growth). 
 Figure 5.11 sets out the net effect on growth, for all eleven EU 
countries and the United States, which turns out to be rather 
small: GDP growth since 2008 is very slightly higher, but only by 
fractions of a percentage point per year.
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figure 5.11. Output growth with and without intangibles (all countries; index 
to 2005 = 1). Source: authors’ calculations from the SPINTAN database (www 
.spintan.net).
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6
Intangibles and the Rise of Inequality

This chapter suggests a relationship between the increasing impor-
tance of intangible investment and the widely documented rise in the 
many types of inequality seen in recent decades in many developed 
countries. We argue that the rise of intangibles might be expected to in-
crease inequality both of wealth and income. Increasingly intangible- 
intensive firms will need better staff to create synergy with their other 
intangible assets: better managers, better movie stars, better sports 
heroes. Firms will screen them more thoroughly and pay them more 
handsomely. As for wealth inequality, the spillovers from intangibles 
make living in cities even more attractive, forcing up housing prices 
and wealth for those fortunate enough to own. More speculatively, 
we suggest that the cultural characteristics required to succeed in an 
intangible economy may help explain the socio- economic tensions that 
underlie populist politics in many developed countries.

One of the most debated economic issues of the 2010s is in-
equality. According to the painstaking work of Thomas Piketty, 
Anthony Atkinson, and others, the rich (in terms of earnings and 
wealth) have over the past few decades been getting richer, and 
the poor poorer. And other dimensions of inequality have become 
more salient: inequalities between generations, between different 
places, and between elites and those who feel alienated and dis-
respected by modern society. Perhaps this multidimensional ele-
ment to inequality is why it has such huge public resonance. The 
news provides a steady stream of stories about billionaires buying 
£150- million apartments in London and Manhattan, juxtaposed 
with reports of people in “left- behind” communities falling prey to 
opiate addiction, embracing political extremism, and dying young.
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Many reasons have been proposed for why inequality is in-
creasing, from new technologies to neoliberal politics to global-
ization. But as we’ve seen in the past few chapters, there is a 
deep and long- term shift going on in the nature of developed 
economies because of the rise of intangibles. Might this also have 
contributed to levels and different dimensions of inequality that 
we see in today’s societies?

In this chapter, we’ll argue that the growth of the new intan-
gible economy does indeed help explain the types of inequality 
we’re currently seeing.

inequality: a field guide

Economic inequality is a hydra- headed beast. It’s helpful to dif-
ferentiate between a few different sorts of inequality that crop up 
in the public debate, and these are set out in box 6.1.

box 6.1. measures of inequality

To clarify the types of inequality it’s helpful to distinguish 
between two economic concepts: income and wealth. In-
comes are earned by labor and by capital (an asset) and 
are a “flow.” The incomes of labor consist mostly of earn-
ings. Incomes of capital are rental payments and divi-
dends, both being flows of payments received over a time 
period. Wealth is the value of assets/capital owned, which 
is a “stock.” For households, wealth is typically a house; 
for businesses, the tangible and intangible assets owned 
and used in production. The flow is computed from the 
stock by means of a rate of return: your capital income 
is your wealth times the rate of return you are earning on 
wealth. You can think of your labor income flow in terms 
of rates of return as well: it’s the rate of return on your 
stock of “human capital.” Wealth capital is typically the re-
sult of saving and inheritance, human capital of education 
and talent. Data show that in developed economies labor 
income is typically about 65– 75 percent of total national
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income (also called gDP), the rest being capital income. 
The annual return on wealth is around 6– 8 percent, so total 
wealth is about 400 percent of gDP/total income. How 
can wealth be so much larger than gDP? Wealth is a stock 
and is accumulated over potentially many years of build-
ing assets. gDP/income is an annual flow. Finally, as the 
Institute for Fiscal Studies notes, wealth inequality is much 
higher than income inequality. The wealthiest 10 percent 
of households hold 50 percent of the wealth. The least 
wealthy 25 percent of households hold almost no wealth 
at all. The gini coefficient, which is a summary measure for 
how unequal a distribution is, ranges from 0 to 1, where a 
measure of 0 is equality and 1 is where only one person ac-
counts for the entire measure. The gini coefficient is 0.64 
for wealth and 0.34 for net income (Crawford, Innes, and 
O’Dea 2016).

The first and most obvious type is inequality of earnings. In the 
UK and the United States, there was a big rise in earnings inequal-
ity in the 1980s and 1990s; inequality has remained at this higher 
level since. Developed countries have also seen a rise in the in-
come gap between educated and poorly educated workers since 
the 1980s. Figure 6.1, showing data for the United States, is repre-
sentative of many, but not all, countries: in 1979, college- educated 
men earned around $17,000 more than those with only high 
school educations; by 2012 that gap was almost $35,000 (adjusted 
for inflation).

But this is not just a case of graduates doing well. The power 
of the Occupy Wall Street movement’s slogan “the One Per Cent” 
was that it crystallized in people’s minds that income inequality 
today seems to be fractal. The incomes of the richest 1 percent, 
the richest 0.1 percent, and the richest 0.01 percent have risen by 
even more dizzying levels (see below). And as development econ-
omist Branko Milanović pointed out, this is part of a global phe-
nomenon: over the past two decades, incomes have risen sharply 
for most people in the world, in particular people in big, once- 
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poor countries like China (Milanović 2005). The world’s richest 
people have done well too. But one big group has not done as well: 
people between the seventy- fifth and ninety- fifth percentiles of 
world income— which represents a lot of the traditional working 
class in developed countries.

Thomas Piketty’s blockbuster book added another flavor of in-
equality to the mix: inequality of wealth. One of the many dazzling 
features of Piketty’s Capital in the Twenty- First Century (2014) and 
the research that underpins it was the light it cast on the wealth of 
the very rich, which is often hard to measure. It will not come as 
a huge surprise that this showed that the wealth of the richest in 
countries like the United States, the UK, and France has increased 
dramatically in the past few decades.

Three other sorts of inequality seem to matter to people too, 
even if they have received less attention in the mainstream eco-
nomics debate on inequality.

First, there has been a rise in inequality between the generations. 
In the UK the picture is particularly stark and well documented in 
the David Willetts’s influential book The Pinch (2010). For exam-
ple, as figure 6.2 shows, in the 1950s the poor were overwhelm-
ingly pensioners (along with relatively small numbers of unem-
ployed and low- wage earners). Now the situation is completely 
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figure 6.1. Inequality in median annual earnings between high school and college 
graduates, United States (in constant 2012 dollars). Source: Autor (2014).



122 Chapter 6

changed. Pensioners, particularly in wealth terms, are some of the 
richest people in the country, while the ranks of the poor are dom-
inated by low- paid workers.

Another dimension is rising inequality of place, even within de-
veloped countries. There is nothing new about industrial decline 
making once rich places poorer, least of all in Britain, where it was 
a problem for most of the twentieth century. Nor is there anything 
new about certain places being hotbeds of economic activity. But 
events like the 2016 Brexit referendum in the UK, where thriv-
ing cities voted one way and the rest of England another, and the 
election of Donald Trump on the back of a surge of votes from so- 
called left- behind communities away from America’s prosperous 
coastal cities, make this divide more salient.

The divides revealed by the UK’s Brexit referendum and the 
election of Donald Trump also point to a different form of inequal-
ity, one that economists typically focus on little, if at all. That is in-
equality of esteem. The reasons for the rise of populist political move-
ments around the world, from the supporters of Donald Trump in 
the United States, to Britain’s United Kingdom Independence Party, 
to the Five Star Movement in Italy are many and varied. But one 
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thing many of their supporters repeatedly invoke is their anger at 
being patronized and disrespected by what they perceive as an out- 
of- touch, technocratic, even degenerate Establishment. Some of the 
supporters of these movements are undoubtedly also poor in in-
come or wealth terms— but not all. The inequality that fuels their 
anger seems to be as much about regard as about money.

The standard explanations

Economists have developed a number of explanations for the rise 
in inequality. Three of the most prominent are the rise of modern 
technology, the rise of globalization, and the basic tendency for 
wealth to accumulate.

The first story holds that inequality is the result of improvements 
in technology. New technologies replace workers, which means 
wages fall and profits rise. Modern versions of this story focus on 
the big technological trend of our age: computers and information 
technology. In the workplace, so the story runs, computers are par-
ticularly good at replacing routine tasks: switchboards in telephone 
exchanges, repetitive tasks on production lines, giving out money at 
a bank. And in the last years computers have gotten even smarter: 
issuing boarding passes, checking you out at supermarkets, and an-
swering routine questions over the phone. As these computers have 
gotten cheaper and cheaper, it’s become more and more worthwhile 
for firms to replace low- skilled workers with computers. Demand 
for those workers has fallen and so, therefore, have their wages.

More recently, Erik Brynjolfsson and Andrew McAfee (2014) 
have warned that, because of the speed with which information 
technology improves, computers may start replacing humans 
much faster than we are used to. This “race against the machine” 
or “rise of the robots” could be expected to make poorer workers 
redundant, to the benefit of rich capitalists.

It’s a story as old as the industrial revolution itself, and back 
then it gave rise to the mythical figures of Ned Ludd and Cap-
tain Swing. Modern economists, displaying an admirable flair for 
taking something exciting and giving it a boring name, called this 
trend “skills- biased technical change.” Labor market economists, 
particularly Martin Goos, Alan Manning, and David Autor, have 
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suggested a twist on this story that computers are especially good 
at replacing routine tasks. The twist is that computers don’t re-
place high- paid knowledge workers, but they are not necessarily 
replacing the low- paid either. The reason is that many currently 
low- paid tasks are distinctly nonroutine: waiting on a table, clean-
ing a bath, or looking after the elderly. Rather, the routine tasks 
that computers are good at tend to be middle- income jobs, and so 
they “hollow out” the labor market by replacing middle- income 
workers (Goos and Manning 2007; Autor 2013).

The second explanation for modern- day inequality focuses on 
trade. It was vividly described by the economist Richard Freeman 
as “The Great Doubling” (2007). As he points out, in the 1980s, 
before the collapse of Soviet communism and before China and 
India moved to market reforms, the global trading economy con-
sisted of around 1.46 billion workers in the developed countries 
and some parts of Latin America, Asia, and Africa.

Then, more or less all at once in the 1990s, came The Great 
Doubling. China, India, and the ex- Soviet bloc joined the global 
economy. This change increased the size of the global labor pool 
to around 2.93 billion workers, almost exactly doubling it. When 
the supply of something increases, all other things being equal, 
economists expect the price to fall.

And so it came to pass: these new entrants to the global labor 
market were employed producing goods that require relatively lit-
tle skill (textiles and bulk steel, for example, rather than aircraft 
engines and semiconductors). This put pressure on lower- skilled 
workers making the same kinds of goods in developed countries, and 
many lost their jobs or saw their pay stagnate. This is a staggeringly 
good outcome for people in poorer countries, as Milanović’s (2005) 
research shows: the last two decades have seen a huge and long- 
overdue rise in prosperity of the developing world. But the working 
classes in the developed world have, it is argued, borne most of the 
costs. Immigration can play a similar role, increasing competition for 
low- skilled jobs (especially between new and recent immigrants).

The third explanation for today’s inequality, focused on wealth 
inequality, is more basic: it is the idea that capital tends to accumu-
late unless some countervailing force prevents it. Piketty’s now fa-
mous r > g inequality (explained in box 6.2) implies that if returns 
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on capital (r) exceed the growth of the economy as a whole (g), 
then the slice of the economic pie owned by the rich will generally 
grow. Piketty argues that in the postwar period, political choices re-
duced r: in particular, high taxes on the rich and government poli-
cies that encouraged full employment and union rights. The rever-
sal of those policies and the fall of economic growth have shifted 
economies to where r now exceeds g and will continue to do so.

box 6.2. an outline of Piketty’s r > g condition

A sketch of Piketty’s argument, from a brilliant review by 
the economist Robert Solow (2014), is this. We want to find 
out whether the slice of the economic pie going to capi-
tal, the capital/income ratio, is rising or falling. Suppose 
national income is 100 and growing at, say, 2 percent. So 
income is growing from 100 to 102. At the same time sav-
ing and, therefore, investing grows capital as well: suppose 
saving is 10 percent of income this year. Thus capital is 
growing by 10 (10 percent of 100). The only level of capital 
that keeps the capital/income ratio constant is if capital is 
500 (so the capital/income ratio is 500/100 = 5 in the first 
year and 510/102 = 5 in the second year). It follows that if 
the savings rate “s” equals the economic growth rate “g,” 
s = g, the capital/income ratio stays constant. It further 
follows that if g falls, perhaps because scientists run out 
of ideas, and s remains the same, then s > g, in which case 
the capital/income ratio rises. Piketty argues this will hap-
pen over the next century. The link with r > g is that, as we 
discussed in box 6.1, the earnings of capital holders equals 
the rate of return (denoted “r” by Piketty) times the capital 
they own. So if the capital/income ratio rises, and the rate 
of return does not fall, then the owners of capital will get 
an increasingly large share of the economic pie: this di-
mension of inequality, therefore, rises. Piketty’s critics have 
mostly argued that capital returns would likely fall if there 
was more capital around.
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four Problematic stories

Technology, trade, and the tendency of wealth to accumulate: 
while all three of these explanations for modern levels of inequal-
ity seem plausible, there are aspects of today’s distribution that the 
simple versions, at least, don’t seem to explain.

Let’s consider four phenomena that are hard to square with 
the standard explanation of inequality: the unpredictable rela-
tionship between technology and wages; the continuing rise of 
the one percent; the disproportionate role of housing prices in 
inequality of wealth; and the importance of differences in wages 
between firms.

Consider technology first. We saw earlier that the idea that tech-
nology would replace jobs and impoverish workers is far from new. 
The other thing history shows us is that this idea is not always 
correct.

In mid- nineteenth- century Britain, economists worried not 
about robots and computers but about mules. Mules are ma-
chines for spinning cotton fiber into yarn, an important job in 
the textile industry, which sat at the heart of the Industrial Revo-
lution.1 At first, working a mule involved a variety of complex 
tasks. You needed to control the speed of the spindle, ensure the 
yarn was wound into the right shape, and periodically unwind 
the yarn properly; this made mule- spinning a relatively skilled 
job— at least at first.

In 1824 a Welshman named Richard Roberts invented the so- 
called self- acting mule. Far easier to use than existing mules, this 
set Roberts on a path to becoming one of the most celebrated en-
gineers of the nineteenth century. Mill owners liked it too. In the 
words of Andrew Ure, a sort of nineteenth- century management 
theorist, “the effect of substituting the self- acting mule for the 
common mule is to discharge the greater part of the men spinners, 
and to retain adolescents and children” (Lazonick 1979). From 
Ure, this observation made it into Karl Marx’s Capital: “the in-
strument of labour,” Marx proclaimed, “strikes down the labourer.” 
The mule was a symbol of the dangers of technological progress: 
new technologies would make jobs fewer and worse and only the 
rich would benefit.
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But this story didn’t turn out quite the way Marx expected. Far 
from being replaced by unskilled kids, adult mule- spinners pros-
pered. The economic historian William Lazonick pointed out in 
1979 that mule- spinners evolved into “minders,” taking on train-
ing, managerial, and supervisory roles in the mills. And the British 
textile trade expanded, creating more rather than fewer of these 
skilled jobs. Minders in Lancashire cotton mills enjoyed relatively 
high wages well into the twentieth century.

The moral of the tale of the mule- spinners is that more tech-
nology doesn’t necessarily equal fewer jobs or lower wages. 
The same lesson is suggested by the introduction of automated 
teller machines in banks. As James Bessen (2015) pointed out, 
the introduction of machines to dispense money actually saw 
a rise in the number of bank tellers in the United States. The 
reduction in branch costs and the increase in employees’ time 
available to talk to customers and sell financial products (having 
been freed from handing out cash) meant that banks opened 
more branches.

Indeed, stories that technology would spell the end of em-
ployment and lead to social crisis have been a mainstay of 
 economic punditry for over a century. Louis Anslow, an enter-
prising journalist, collected an archive of news stories to this 
effect, with  examples dating back as early as the 1920s, includ-
ing a speech by Albert Einstein in 1931 blaming the Great De-
pression on machines, and the British Prime Minister James 
Callaghan asking Downing Street civil servants to review the 
threat to jobs from automation shortly before he was ousted by 
 Margaret Thatcher.2

All this suggests that while technology has the potential to dis-
place jobs and create inequality, it ain’t necessarily so.

The second challenge to the mainstream explanations of in-
equality comes from Piketty’s observation that the rise in wage 
inequality is very concentrated at the very top. In the United 
States, the gap in income between skilled and unskilled work-
ers, which initially gave rise to explanations based on skills- 
biased technical change, stopped diverging in about 2000. Since 
then, the big rises have accrued mostly to the top 1 percent. See 
figure 6.3.
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figure 6.3. Income shares of the top 1 percent in English- speaking countries. 
Source: Alvaredo et al. 2013.

It’s easy to imagine how low- skilled workers in developed coun-
tries might lose out if they don’t have the skills to work with com-
puters, or if their jobs are threatened by lower- paid workers in 
other countries. But the way these changes would benefit only the 
very rich is less clear.

Some of the very rich have gotten richer because of technology 
or because they employ cheap foreign labor. But certainly not all. 
For every Silicon Valley mogul or quantitative hedge fund owner, 
there are a lot of senior managers of what we’d think of as normal 
businesses among the new elite. Piketty, for example, estimates 
that between 60 and 70 percent of the top 0.1 percent are chief 
executives and other senior corporate managers.

A third confounding fact is the role of housing in wealth inequality. 
Not long after the publication of Piketty’s Capital in the Twenty- First 
Century, the French economists Odran Bonnet, Pierre- Henri Bono, 
Guillaume Chapelle, and Etienne Wasmer noted that a big chunk of 
the growth in wealth inequality in both the United States and France 
was caused by the increase in value of residential property; Matthew 
Rognlie, an MIT graduate student who became known for his critique 
of Piketty, found the same (Bonnet et al. 2014; Rognlie 2015).
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This suggests that to understand why wealth inequality is 
rising, we need to understand why housing wealth has risen 
so dramatically. This trend seems to have little to do with the 
rise of technology, of globalization, nor is it a feature of pure 
accumulation.

The last of the four phenomena, the differences in wages 
between firms, is a surprising source of income inequality. 
Economists have only recently begun to explore new and rich 
data sets combining both employer and employee data, and a 
recent study by Jae Song, Nicholas Bloom, David Price, Fatih 
Guvenen, and Till von Wachter (2015) looked at how earnings 
of workers in US firms changed between 1981 and 2013. Now, 
if the gap between managers and cleaners is rising, you might 
think that you would see a rising gap at all firms: the gap at 
an international legal firm rises and the gap at your local law 
firm rises. But it turns out this is not quite the case. Rather, 
leading firms are paying both their managers and their cleaners 
more relative to other firms: the gap between the occupations is 
still rising, but in addition the gap between these and the other 
firms is rising. Indeed, the authors found that “over two- thirds 
of the increase in earnings inequality from 1981 to 2013 can be 
accounted for by the rising variance of earnings between firms 
and only one- third by the rising variance within firms.” (They 
noted one exception to this: the fact that among the very larg-
est firms, chief executives and other senior managers are being 
paid a lot more, in ways that seem correlated with their firms’ 
stock prices— a familiar finding.)

how intangibles affect income, Wealth,  
and esteem inequality

So it seems that neither new technology nor globalization nor 
simple accumulation fully explains the current levels and types 
of inequality we see in developed countries. Could the rise of 
intangible investment provide part of the answer? Let’s look 
at the possible ways in which an intangible economy might re-
sult in more of the kinds of inequality that people have been 
observing.
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Intangibles, Firms, and Income Inequality

First of all, let’s consider the ways in which the rise of intangible 
investment could have driven the increase in income inequality 
that has arisen from differences between firms.  As we have seen 
in chapter 4, some of the key characteristics of intangibles are scal-
ability and spillovers. So in a world where intangible investment is 
very important, we would expect to see the best firms, firms that 
own valuable, scalable intangibles and that are good at exacting 
the spillovers from other businesses, being highly productive and 
profitable, and their competitors losing out.

As we saw in chapter 5, this is indeed the case. The rise in the spread 
between the top and bottom firms seems to be in industries with lots 
of intangibles. On the face of it this looks like a prime candidate for 
a rise in inequality. However, one has to be a bit careful. Just because 
a firm is profitable doesn’t mean it pays its cleaners more. After all, if 
they ask for a pay raise, the firm can potentially hire somebody else. 
So for a rising firm performance gap and rising wage inequality to be 
related, something in addition must be happening.

Who Is Benefiting from Intangible- Based Firm Inequality?

To get at this, let us ask: What sort of people are benefiting from 
the growing gap in firm performance?

One group is what we might call the “superstars”: people 
who are personally associated with very valuable intangibles 
that scale massively. This line of analysis was developed by the 
economist Sherwin Rosen (1981). In many cases the job of one 
person can be done by others, or a combination of others (so a 
fast hamburger- server’s job can be done by two slower ones). 
But in so- called superstar markets this is not true: the best opera 
singer or football player cannot be replaced by two not- quite- so- 
good ones. When technology, say broadcasting, raises the reach 
of such workers, their earnings can potentially rise very sharply. 
The intangible version of this story is that many superstars have 
privileged access to very valuable scalable intangibles that reap 
vast rewards: in some cases this is by outright ownership— for 
example, the tech billionaires who own significant equity stakes 
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in companies they founded; in others, the superstar has special 
privileges to create more of a certain type of intangible— only 
J. K. Rowling can write new Harry Potter books, for example.

But, of course, most rich people are not stars or tech entrepre-
neurs; a significant proportion of the very rich are simply senior man-
agers. What could account for this aspect of the rise in inequality?

It turns out the literature on interfirm inequality has some clues. 
The paper by Song and others that we discussed above used a 
clever technique to understand why the world seemed to be di-
viding into low- paying firms and high- paying ones. They looked at 
what happened to employee pay levels when they moved to firms 
that tended to be either high- payers or low- payers.

They were looking for evidence that low- paid people would 
tend to get significant pay rises when they joined high- paying firms. 
If true, this would suggest that what was really important was the 
firms themselves— that they were sitting on a money machine and 
were sharing out the proceeds among anyone lucky enough to 
land a job there (a phenomenon that will be familiar to anyone 
who has dealt with state- owned oil and gas companies in emerging 
countries). It turned out they didn’t find this. Instead, they found 
that the people joining high- paying companies tended to be highly 
paid already (a phenomenon they call “sorting”), and vice versa, 
and that this tendency got stronger between 1980 and 2008.

The Song study doesn’t tell us anything about the types of work-
ers being hired by high- paying firms. But there is some evidence 
from a similar study by Christina Håkanson, Erik Lindqvist, and 
Jonas Vlachos (2015) looking at workers in Sweden. As (researcher) 
luck would have it, young Swedish men take standardized tests as 
part of their military service. These tests profile conscripts’ cognitive 
and noncognitive skills. Combined with the high- quality employee 
and employer data that Scandinavian governments produce, they 
are a gold mine for labor economists. Håkanson’s study showed that 
the workers moving to the high- paying firms were those who did 
well on their tests for cognitive and noncognitive skills.

What does this mean for inequality? It looks like those high- 
paying firms are possibly being more careful to sort and screen their 
workers. It seems to us that this sorting of workers is related to in-
tangibles in two ways. First, it is a response to the importance of in-
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tangibles. Second, it is enabled by the rise of intangibles— or at least 
intangibles of a particular type. Let’s look at each of these in turn.

Sorting Workers: The Return of the Symbolic Analysts

You’ll recall from chapter 4 that one of the characteristics of intan-
gibles is their contestedness. The right to use them and the ability to 
make the most of synergies between them are often up for grabs 
in a way that physical assets aren’t. This characteristic makes par-
ticular kinds of employees especially valuable to a firm that wants 
to make the most of its valuable intangibles.

To illustrate this, let’s take a step back in time to the turn of the 
twentieth century. Around 1900, it turns out that about a quarter 
of late- Victorian British companies hired a lord or a member of 
parliament (MP) to sit on their board of directors. Now, because 
British company archives are thorough, historians have been able 
to look in some detail at who these elite directors were and what 
good they did for the companies that hired them. The economic 
historians Fabio Braggion and Lyndon Moore (2013) looked at the 
records of 467 listed companies in the decade around 1900 to 
understand the benefits of having a politically and socially con-
nected director. It turns out that for most companies, there was no 
measurable advantage to elite board members— companies that 
had them did about as well, on average, as companies that didn’t, 
in terms of share price growth, financing, fundraising, and other 
measures of performance.

But there was one group of companies for which having MPs 
or lords on the board brought a measurable advantage: companies 
working in the emerging technology sectors of their day: synthetic 
chemicals, car and bike  manufacturing, electricity generation and 
distribution, and so forth. Braggion and Moore showed that new 
tech companies with grand directors saw increases in their share 
price, including specific jumps if an existing director was elected 
to Parliament. They also found it easier to raise financing.

It seems that in industries with lots of uncertainty, involving 
new technologies, new markets, and unclear ownership rights, 
these well- connected directors helped smooth over some of the 
problems we’ve seen that affect intangible investments: uncer-
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tainty of ownership, difficulty of valuation, and the need for good 
relations with a wide range of potential partners.

An MP could help make sure the company got the benefits of 
its investments (for example, using influence to make sure a patent 
was honored), and their presence acted as a signal to investors that 
the company was well positioned to enforce its rights.

The MPs who secured board positions on new tech companies 
were useful not because they were tech experts, but because new 
technology businesses often depend on intangibles (from R&D to 
the organizational and branding investments needed to bring new 
products to market). These intangibles generate contestable uncer-
tainty (Can the patent be defended? Will our distribution rights be 
honored?), and having big shots on the board both helped manage 
these uncertainties and gave investors confidence that they would 
be managed.

Braggion and Moore’s Victorian grandees have their modern 
equivalents. Back in the early nineties, when intangible investment 
was growing but before it had come to dominate tangible invest-
ment, economists were beginning to notice changes in the economy.

Future US Treasury Secretary Robert Reich predicted that 
power in the workforce of the future would be in the hands of 
what he called “symbolic analysts”: product managers, lawyers, 
business development people, design engineers, marketers, head- 
hunters, and so forth. Like the Swedish workers who benefited 
from higher salaries in Håkanson’s study, symbolic analysts are 
educated, smart people with a combination of noncognitive skills 
(because managing spillovers often involves social interaction) and 
cognitive skills (because intangibles are usually knowledge assets).

It also seems to reflect what we see when we survey companies 
in particular sectors. A qualitative study by the innovation founda-
tion Nesta of companies that made intensive use of data and ana-
lytics showed that these companies are particularly eager to hire 
people who combine decent data analytical skills with the soft 
skills needed to broker relationships inside and outside their own 
company (Bakhshi, Mateos- Garcia, and Whitby 2014).

This provides a striking link between the rise of intangibles 
and increasing income inequality. Intangible investment in-
creases. Because of its scalability and the benefits to companies 
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that can appropriate intangible spillovers, leading companies pull 
ahead of laggards in terms of productivity, especially in the more 
intangible- intensive industries. The employees of these highly pro-
ductive companies benefit from higher wages. Because intangibles 
are contestable, companies are especially eager to hire people who 
are good at contesting them— appropriating spillovers from other 
firms or identifying and maximizing synergies. These are Reich’s 
symbolic analysts, Braggion and Moore’s influential elites, or 
Håkanson’s talented conscripts: people who are already doing well 
and, in a world of increasingly important, scalable intangibles, are 
likely to do even better.

Sorting Workers: Intangibles and Worker Screening

The second way that intangibles encourage income inequality is 
by helping hierarchies emerge both between and within firms.

Research by the economists Luis Garicano and Thomas Hub-
bard (2007) looked at the pay of American lawyers between 1977 
and 1992. They found that the pay of the highest- earning lawyers 
increased dramatically over the period (a trend that seems to have 
continued in the two decades since). What was particularly inter-
esting was the reason their pay had increased. They were being 
paid more because they were working with greater numbers of 
associates (junior lawyers), or, in the paper’s words, because the 
“coordination cost of hierarchical production” decreased. The best 
lawyers invested in new ways of dividing up work so that they 
could improve what they call their “leverage”— their ability to 
focus on the most complex and remunerative tasks.

This kind of trend is a result of investment in intangibles, in par-
ticular organizational development, software, and to some extent 
service design. It involves designing new ways of working, devel-
oping hierarchies within firms, and putting in place software and 
systems to manage them.

We can see something similar going on in the field of man-
agement consulting. We saw in chapter 4 how consulting firms 
in the 1950s and 60s came up with organizational innovation 
that allowed them to staff projects with a junior staff, leavened 
with a small number of high- paid partners. Later in the twenti-
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eth century, further organizational innovations caused the busi-
ness of management consulting to segment further. In the 1980s 
it would be typical for a McKinsey project to begin with a few 
weeks of data gathering— understanding market sizes and shares, 
learning about customers, and so forth— before the strategic ad-
vice began. As a result, projects were longer. By the 2000s much 
of this market- sizing work had been outsourced to specialized 
market- intelligence firms, which would prepare detailed reports 
and projections on dozens of industries and sectors, which would 
be sold to consultants and bankers for a fixed fee. Consulting firms 
invested in knowledge management departments to order and cu-
rate these reports. The market for these market- intelligence re-
ports was pretty competitive, and quickly they became far cheaper 
than the customized market sizings carried out by consulting staff 
(Bower 1979).

In the management consulting industry, the kind of institutional 
innovation described by Garicano and Hubbard led to inequality 
among firms, with the industry separating into companies provid-
ing higher-  and lower- cost services and employing different types 
of staff— exactly the kind of division that Song and others ob-
served in the United States.

Intangible Myths

The effects of growing intangible investment on income inequality 
that we have looked at so far have been in a sense rational. They 
show particular workers being paid more either because they are in-
trinsically worth more to their employers in an intangible- intensive 
economy, or because an intangible economy encourages a division of 
labor that has made them more useful to their employers than others.

But there may also be irrational factors at play. As Song and 
others pointed out, along with the rise in inequality between firms, 
there has been a big increase in inequality at the largest firms be-
tween the highest- paid employees, especially CEOs, and everyone 
else. The correlation between high CEO compensation and com-
pany performance seems weak. So what is going on?

One possibility is that in a world in which abundant intangibles 
are increasing uncertainty, and where talented employees are able 
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to some extent to help firms make the best of this uncertainty, it 
becomes easier to create a cult of talent that can be exploited by 
people at the top of firms to demand higher pay.

As the economic journalist Chris Dillow3 likes to point out, 
humans are particularly prone to what psychologists call “fun-
damental attribution error”— the mistaken assumption that out-
comes (such as how well a company does) are related to salient 
inputs (such as the skill of the CEO) rather than dumb luck 
or complex, hard- to- observe factors. A world in which increased 
intangible investment makes skilled managers a bit more impor-
tant could easily lend fuel to the fire of fundamental attribution 
error, providing a rationale for powerful people like CEOs to 
increase their pay by more than the economic fundamentals of 
the change would justify.

A final possibility is that shareholders are being insufficiently 
attentive to the pay of CEOs, thereby allowing it to rise. Brian Bell 
and John Van Reenen (2013) have some interesting evidence here, 
showing that CEO pay is more correlated with performance the 
more share ownership is concentrated (in their sample, in institu-
tional investors). Perhaps dispersed shareholders have less incen-
tive to monitor CEO pay, a matter we return to in chapter 8.

Housing Prices, Cities, Intangibles, and Wealth Inequality

One of the many achievements of Piketty’s Capital in the Twenty- 
First Century was to remind pundits and policymakers that in-
equality was not just about income, but also about wealth.

It seems to us that the rise of the intangible economy can help 
explain the long- term rise of inequality of wealth as well as in-
equality of income. There are two main ways this is happening. 
First of all, intangibles have helped drive the increase in property 
prices, which explains a significant chunk of the increase in wealth 
of the world’s richest people. Second, the fact that intangible capi-
tal tends to be geographically mobile has made it harder to redis-
tribute wealth via taxation in the way that governments of the 
1950s, 60s, and 70s did.

Let’s consider property prices, first of all. Of course, a house or 
an apartment is quintessentially tangible. Real estate originally got 
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its name because it is immobile; it’s real- ly there. But in fact, the 
value of property, especially the kinds of property that have risen 
most dramatically in value over the last thirty years, derives to a 
great extent from intangibles.

As we discussed earlier, a number of commentators on Piketty’s 
work have pointed out that a significant proportion of the increase 
in wealth of the richest people in the United States (and almost all 
of the extra wealth of France’s richest) stems from the rising value 
of their property. As Rognlie (2015) pointed out, this does not 
seem to be because they are buying more properties; it is because 
the houses and apartments they own have steadily and powerfully 
risen in value over the last three decades.

Now, house price inflation is not evenly distributed. As figure 
6.4 for some US cities and figure 6.5 for UK regions show, the 
price of housing has more than doubled in real terms in some 
places and stayed more or less the same in others.
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figure 6.4. Rises in house prices for selected US cities, Q1 1980 to Q2 2015, in 
real terms. Sources: Zillow, the Bureau of Labor Statistics, and Economist.
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The cities where housing prices have risen dramatically tend to 
be the ones with thriving economies, where it is hard to build new 
dwellings. But this explanation only raises a further question: Why 
are the economies of some of these cities thriving?

Here we can turn to the work of the economist Edward Glaeser, 
whose influential research has focused on how economic growth 
happens in cities (see, for example, Glaeser 2011). It had long 
been known that cities are rich in spillovers. Dense populations 
mean people exchange, observe, and copy ideas from one another. 
Initially, economists had focused on spillovers within industries; 
the Marshall- Arrow- Romer spillovers we referred to in chapter 4. 
Glaeser’s research highlighted the importance of a different effect: 
positive spillovers between industries. Indeed, he argued that for 
thriving US cities like New York these types of spillovers, where 
ideas or opportunities from one sector are exacted into another, 
were more important. Glaeser’s example was the invention of the 
bra, which was developed not by lingerie makers but by dressmak-
ers (Glaeser 2011; Glaeser et al. 1992).

Indeed, cities that relied on single industries, like Youngstown, 
Ohio, which made steel, or Akron, which made tires, or most fa-
mously Detroit, the motor city, tended to do less well in the mod-
ern age than cities with a range of industries. Glaeser called these 
“Jacobs spillovers,” in honor of Jane Jacobs, the urbanist and de-
fender of messy, unplanned cities.
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It seems that this effect is still going strong. A recent paper by 
Chris Forman, Avi Goldfarb, and Shane Greenstein (2016) showed 
not only that the San Francisco Bay Area has become an increas-
ingly important location of invention in the last few decades, but 
also that it has become a source of inventions in many diverse 
areas, not just software and semiconductors. In fact, it is an impor-
tant originator of patents not mentioning IT at all.

Glaeser’s model of urban spillovers fits neatly with the charac-
teristics of intangibles we described in chapter 4. Cities provide an 
opportunity to profit both from spillovers (that is to say, benefiting 
from intangible investments made by other firms) and synergies 
(combining different intangibles to produce unexpectedly large 
benefits). Viewed in this light, the link between the so- called cre-
ative class and cities is not surprising.

In a world where intangibles are becoming more abundant and 
a more important part of the way businesses create value, the ben-
efits to exploiting spillovers and synergies increase. And as these 
benefits increase, we would expect businesses and their employees 
to want to locate in diverse, growing cities where synergies and 
spillovers abound. One possible result of this would be to encour-
age people to build more houses and offices in big cities. But, of 
course, in most cities there are big regulatory barriers to building, 
from zoning rules to legal action by NIMBYs. So instead, the price 
of housing rises, and the wealthy, who are more likely to own this 
kind of prime real estate, get wealthier, as Piketty described.

Taxes, Mobile Intangibles, and Wealth Inequality

It also seems that the growing importance of intangibles is contrib-
uting to another element of Piketty’s story of rising wealth inequal-
ity, specifically, the apparent unwillingness of governments to tax 
capital in the way they once did. Piketty argues that redistributive 
taxation (together with higher inflation rates) helped erode the ac-
cumulated wealth of the rich in the postwar decades, but that gov-
ernments have lost the nerve for this kind of taxation since 1980.

It is certainly true that there have been major ideological shifts 
in how willing governments are to redistribute wealth through 
taxation. But perhaps the rise of intangibles has also played a role.
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In countries like the United States and the UK, capital gains have 
since the 1990s been taxed at a lower rate than income. This is a 
political sticking point, not least because it is mainly rich people 
who have capital gains because they are much more likely to own 
capital. The reason for this lower rate of taxation is that capital is 
mobile, and so taxing it will, according to a large body of economic 
research, encourage its owners to shift their capital to a lower tax 
jurisdiction. The same can’t be said, or at least not to the same ex-
tent, for income from employment, since most people’s jobs take 
place in a particular location and are much harder to move. So, 
although it might seem fairer, from the point of view of redistri-
bution, to tax capital income more than employment income (as 
governments in the 1950s and 1960s did, with their separate tax 
rates for “unearned income” and the like), most governments have 
concluded it is not possible: capital is just too flighty.4

Now consider the effect of the rise of intangibles. Nowadays, 
the average firm invests far more in intangibles than its equivalent 
back in the 1990s. And intangible assets are, on the whole, more 
geographically mobile than tangible assets. For an oil company to 
move its physical refining operations from the UK to the Nether-
lands would be a massive undertaking, a decade- long project of 
the kind most firms would undertake only if absolutely necessary. 
But if Starbucks wants to move the ownership of their brand or 
the IP behind their UK store operations to the Netherlands or Ire-
land or Luxembourg, it can be done with some modest legal work.

This intensifies what policymakers call “tax competition”: the 
idea that businesses and owners of capital will shop around for the 
most favorable tax policies. This makes it harder for governments 
to increase taxes and exacerbates the problem that led to lower 
taxes on capital in the first place.

Let’s summarize. The rise of intangible investment helps explain 
wealth inequality in two ways. Because businesses flock to cities 
to exploit the spillovers and synergies associated with intangibles, 
it is a major cause of the rise in the value of prime urban property, 
which accounts for much of the new wealth of the very rich. And 
because it is unusually internationally mobile, intangibles increase 
tax competition, which makes it harder for governments to reduce 
inequality by taxing capital more.
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openness, the left- behind, intangibles,  
and esteem inequality

At the beginning of this chapter, we mentioned a type of inequality 
that is as much social and attitudinal as it is economic. This is the 
inequality of esteem that is increasingly prevalent in society in the 
United States, the UK, and elsewhere in Europe— that is, the grow-
ing sense that the population is dividing into two halves: one more 
cosmopolitan, more educated, and more liberal and the other more 
traditionalist, and more skeptical of elite opinion and of metropolitan 
values.

It’s a divide that has made itself felt dramatically in politics. Sup-
porters of Donald Trump, of Brexit, and of many of Europe’s growing 
populist parties share a sense of being alienated from and patronized 
by the dominant elites in their country who do not share their values.

One might expect that these groups are alienated because they 
are poor. But the evidence of the UK’s referendum on leaving the 
EU suggests there may be more to it than this.

Political scientist Eric Kaufmann pointed out that it’s not class 
and wealth that predict whether someone will vote to leave the 
EU, but rather social conservatism and attitudes toward authori-
tarianism. In Kaufmann’s words, “culture and personality, not ma-
terial circumstances, separate Leave and Remain voters. This is not 
a class conflict so much as a values divide that cuts across lines 
of age, income, education and even party.” Kaufmann suggested 
that Leave voters tended not only to want to leave but also to 
hold other socially conservative views, for example, to be in favor 
of corporal punishment: polling conducted by Lord Ashcroft sup-
ported this conclusion (Kaufman 2016a; Kaufman 2016b).

The psychologist Bastian Jaeger5 explored this by looking at the 
correlation between areas that voted to Remain in the EU and 
psychological traits. Psychologists have settled on five psychologi-
cal traits that they believe capture dimensions of human personal-
ity. Jaeger looked at the trait of “Openness to Experience,” which 
is associated with cosmopolitanism and an interest in the new. As 
figure 6.6 shows, people who are open to new experiences seemed 
to vote Remain, and those who are more traditionalist tended to 
vote Leave, regardless of income or class.
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figure 6.6. “Openness to Experience” and voting to leave the EU. Source: Krueger 
2016 after Bastian Jaeger.

Now, let’s consider the kinds of people who might benefit from 
an economy in which intangibles are more abundant and impor-
tant. We know that in an intangible economy, the ability to ap-
propriate spillovers and make the most of synergies is prized. Re-
search by psychologists suggests that people who are more open 
to experience are better at this. Perhaps this is because they are 
better at making the kind of connections between different ideas 
and people that, as Edward Glaeser and Jane Jacobs pointed out, 
are so important to the economic magic that goes on in cities. 
Perhaps creativity and innovation require openness to ideas (there 
is evidence that openness to experience helps in innovative and 
creative jobs).

This suggests a new explanation for why the divide between 
supporters of Trump, Brexit, and similar movements and their re-
spective nonsupporters is growing. The supporters tend to share 
certain underlying attitudes such as traditionalism and low open-
ness to experience. But they find themselves in an economy that, 
because of the growing importance of intangibles, is increasingly 
favoring people with different psychological traits and value sys-
tems. The cultural causes of Brexit and Trump are exacerbated by 
the economic causes— causes that arise from the emergence of an 
intangible economy.
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conclusion: The implications of an intangible 
economy for inequality

We’ve argued that the rise of intangibles explains several aspects 
of the long- run rise in inequality.

First, inequality of income. The synergies and spillovers that 
intangibles create increase inequality between competing com-
panies, and this inequality leads to increasing differences in em-
ployee pay (recent research suggests these interfirm differences 
account for a large proportion of the rise of income inequality). In 
addition, managing intangibles requires particular skills and edu-
cation, and people with these skills (such as Reich’s symbolic ana-
lysts) are clustering in high- paid jobs in intangible- intensive firms. 
Finally, the growing economic importance of the kind of people 
who manage intangibles helps foster myths that can be used to 
justify excessive pay, especially for top managers

Second, inequality of wealth. Thriving cities are places where 
spillovers and synergies abound. The rise of intangibles makes cit-
ies increasingly attractive places to be, driving up the prices of 
prime property. This type of inflation has been shown to be one 
of the major causes of the increase in the wealth of the richest. In 
addition, intangibles are often mobile; they can be shifted across 
firms and borders. This makes capital more mobile, which makes 
it harder to tax. Since capital is disproportionately owned by the 
rich, this makes redistributive taxation to reduce wealth inequality 
harder.

Finally, inequality of esteem. There is some evidence that sup-
porters of populist movements (Brexit in the UK, Trump in the 
United States) are more likely to hold traditionalist views and to 
score low on tests for the psychological trait of openness to experi-
ence. Openness to experience seems to be important for the kind 
of symbolic- analysis jobs that proliferate as intangibles become 
more common. So the increasing importance of intangibles leads 
to economic pressures that underscore the political divides driving 
today’s populist movements.



7
Infrastructure for Intangibles, and 

Intangible Infrastructure

The idea that inadequate infrastructure investment is holding back 
economic growth is widespread, particularly in the United States and 
the UK. This chapter looks at how the economy’s greater reliance on 
intangible investment changes the infrastructure debate. An intangible- 
rich economy needs different sorts of physical infrastructure; it also has 
a greater need for intangible infrastructure: the standards, rules, and 
norms that underpin businesses’ intangible investment.

It is hard to think of anything less intangible than infrastructure. 
Bridges, highways, power stations, and dams are huge and heavy; 
they are physically present in an unmissable way. The modern 
economy depends on billions of tons of physical infrastructure 
that encrusts the world in steel, concrete, copper, and optical fiber. 
It’s no surprise that infrastructure is a subject of passionate con-
cern for many economists and politicians: the idea that we might 
not have enough infrastructure, or that what we have is not mod-
ern enough, is a common theme in public debate, especially in the 
Anglo- Saxon world.

This chapter will ask what types of infrastructure are particularly 
useful for an intangible- intensive economy. It will look at both phys-
ical infrastructure and the infrastructure that is itself intangible— 
the rules, norms, and processes that help the economy function.

Defining infrastructure

Infrastructure is intimately connected to the modes of production 
that dominate the economy at any given time. Since “infra” means 
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“below,” infrastructure consists of those structures that underpin 
the way society works. One way of thinking about infrastructure 
is the set of durable assets that are complementary to the capital 
employed by firms and households. So, for example, the electric-
ity grid is important because businesses and consumers use lots of 
electrical devices. Gas stations and highways are useful because 
so much transport happens by car and truck. Some infrastructure 
may be publicly owned (for example, a public highway); some 
may be owned by firms (for example, a private airport or a tele-
phone cable)— but whoever owns it, infrastructure has a public 
character in that it enables economic activity on the part of a large 
number of other people or firms.

Because of this enabling character of infrastructure, we would 
expect that when the modes of production in the economy and 
its capital stock change, its requirements for infrastructure might 
change too. An economy of canal boats and horse- drawn wagons 
needs canals and staging posts; an economy of electrical machines 
and cars needs electricity grids and gas stations.1

Thinking about intangible investment also leads us to a differ-
ent aspect of the infrastructure story. For all that bridges, roads, 
and airports dominate the political debate on infrastructure, there 
is another sense of the word infrastructure that refers to things 
that are themselves intangible: rules, norms, common knowledge, 
and institutions. Like physical infrastructure, they are costly to 
produce, are durable, tend to have a public and social character, 
and tend to make the economy as a whole more productive.

hype and false Promises

The idea that the growth of intangible investment would radi-
cally change the kind of infrastructure the economy needs will 
be familiar to anyone who has dipped into the more utopian end 
of the literature on the so- called knowledge economy, especially 
in the run- up to the dot- com bubble of 1998– 2000. Commenta-
tors predicted the “death of distance”: that knowledge combined 
with digital technology would render unimportant the constraints 
of space and place that much of our infrastructure is an attempt 
to resolve. Investment in telecommunications infrastructure was 
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seen as vitally important, leading to a bidding frenzy for 3G mo-
bile spectrum licenses and to the US telecoms bubble and crash 
of 2001.

In fact, traditional physical infrastructure has not become ob-
solete. Historian of science David Edgerton (2011) has demon-
strated the importance of old- fashioned infrastructure from irri-
gation ditches to corrugated iron roofs in a supposedly modern 
world. Environmental scientist Vaclav Smil points out the impor-
tance of infrastructure based on early twentieth- century technol-
ogy for everything from our food system to our energy system 
(Smil 2005). However the rise of intangible investment plays out, 
it seems likely that investment in energy, passenger transportation, 
and logistics will continue to be important.2 Jess Gaspar and Ed-
ward Glaeser (1998) showed that the death of distance idea was 
more complicated than it first appeared: better information tech-
nologies might replace some face- to- face meetings, but they might 
create the need for other meetings— and, therefore, increase the 
value of living in cities, where it is easier to meet people. By way 
of analogy, the steam locomotive was described as an “iron horse” 
from the early nineteenth century, but did not replace horses or 
even reduce demand for them. Indeed, the railway era saw an 
increase in the demand for horses— “peak horse” in the United 
States occurred in 1910, eighty years after the opening of the first 
steam railway.

But the fact that some of the early claims made for the intan-
gible economy and the knowledge economy turned out to be 
hype does not mean that society’s infrastructural needs are not 
changing. Innovation scholar Carlota Perez made the provocative 
claim that major epochal changes in how the economy uses tech-
nology happen periodically and involve first of all an interval of 
hype and speculation (both intellectual and financial), followed 
by a crisis, and then a long period of deployment and bedding- in 
(Perez 2002). To continue the railway analogy, the steam loco-
motive did not make horses obsolete, but its descendant, the car, 
eventually did. The corollary of this idea is that the debunking 
of the death- of- distance rhetoric around the year 2000 does not 
necessarily mean it was entirely wrong, but rather that it marked 
the shift from a phase of early exuberance to a more workmanlike 
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period in which the new technologies get applied, scrutinized, and 
rolled out, often alongside rather than instead of more familiar 
infrastructure.

In an age of increased intangible investment, we would expect 
that certain types of infrastructure will become more important: 
in particular, infrastructure that helps make the most of the un-
usual characteristics of intangibles that we set out in chapter 4: 
scalability, sunkenness, spillovers, and synergies.

In the rest of this chapter, we will look at the different types of 
infrastructure that help make an intangible- rich economy work 
well— first of all, at physical infrastructure; then at infrastructure 
that takes the form of public investment in the kinds of intan-
gibles that firms also invest in; and then at infrastructure in its least 
proximate sense: standards, norms, and frameworks.

Physical infrastructure, synergies, and spillovers

As we have seen, intangible investments generate spillovers, and 
bringing the right intangible investments together can create sur-
prisingly valuable synergies. Individuals and organizations that can 
make the most of these trends— by exploiting the spillovers of 
other people’s investments and by spotting and taking advantage 
of synergies between new ideas— will prosper. Infrastructure can 
help them to do this, in particular, by increasing the number and 
quality of connections that take place. Indeed, to give a traditional 
infrastructure example, hub airport operators have known about 
spillovers for a long time in that demand for access to an airport 
rises the more routes the airport operator can connect you to.

One way of doing this is to try to build or nurture dynamic 
clusters— places where innovative businesses and people are more 
likely to come together and share ideas. As we saw in chapter 4, 
clusters have played an important but occasional role in the his-
tory of economic thought, not least in the work of Alfred Marshall, 
Kenneth Arrow, Paul Romer, and Edward Glaeser.

But clusters are absolute catnip for policymakers and pundits. It 
is rare to see a modern government that does not have some sort 
of strategy for supporting or building local clusters, especially in 
high- innovation sectors. (Witness the dozens of Silicon- soundalike 
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names that have been coined around the world in homage to north-
ern California’s tech cluster— from Silicon Roundabout in London 
and Silicon Wadi in Israel, to any number of more aspirational 
variants elsewhere.) Cluster policy is appealing in part because 
of the glamorous and well- publicized success of places like Sili-
con Valley and Israel’s tech sector— what politician wouldn’t want 
their country to be at the forefront of a technological revolution? 
Cluster policy can also be politically convenient: governments that 
for ideological reasons are anxious about seeming too interven-
tionist can point out that they are only helping out clusters that 
are already there, not trying to create clusters from scratch; gov-
ernments unable or unwilling to spend much money will find that 
when it comes to cluster policy, moral suasion and cost- effective 
networking events go a long way. It is no surprise that the writings 
of commentators like Michael Porter and Richard Florida, both 
of whom have stressed the importance of aspects of clusters in 
economic growth, have been very popular with policymakers over 
the last thirty years. The flipside of cheap, light- touch cluster poli-
cies is that it is difficult to show whether they have been effective. 
There are relatively rigorous ways of evaluating the economic ef-
fect of grants, tax breaks, or infrastructure investments. But when 
it comes to ongoing, subtle policies meant to accelerate clusters 
that are already forming, it is hard to test whether the policy itself 
has changed anything. (For some policymakers, that a policy is 
difficult to evaluate may— as they say in the world’s most famous 
tech cluster— be a feature, not a bug.)3

At the risk of traducing decades of cluster policy, we would sug-
gest that there are two types of infrastructure that really matter in 
an age where clusters are becoming more important.

The first is affordable housing and working space in existing 
clusters. In August 2016 Kate Downing resigned from the Plan-
ning and Transportation Commission in Palo Alto, the low- rise city 
at the heart of Silicon Valley, saying she and her partner could no 
longer afford to live there. They are by no means minimum- wage 
workers: rather they are an attorney and software engineer.4 Now, 
as we saw in chapter 6, the price of real estate in thriving cities 
seems to have risen inexorably over the last forty years. One of the 
reasons for this is that it is costly and time- consuming to build new 
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houses and offices in many of the world’s most prosperous cities. 
Some of these costs reflect the need to build safely or to minimize 
disruption— that is to say, they force builders to bear some of the 
costs that new buildings entail, which seems reasonable.

But some costs represent the ability of existing property owners 
to maintain or increase the value of their own properties. Palo Al-
to’s homeowners, for example, use planning laws to preserve their 
town’s character as a suburban city of one- and- two- story houses 
with gardens (which accordingly command very high prices), even 
though the town sits at the heart of the world’s most famous tech 
cluster, and many people would like to buy new houses there if 
any were built. Rules and regulations that allow more building to 
happen faster and more cheaply would provide more of the basic 
infrastructure— homes and offices— that cities need to make the 
most of intangible investments.

But a city of nothing but apartments and offices would be a 
dull thing indeed— and in an intangible age this matters economi-
cally. The second type of urban infrastructure that is important for 
intangible investment are places where people can come together 
to interact. Not long ago, one of the authors appeared on a radio 
program looking at political attitudes in the UK’s EU referendum. 
The program’s host had been interviewing voters in Lambeth, a 
diverse district not far from the center of London; in passing, he 
noted how odd it was that almost every single business he visited 
seemed to double as a café. In fact, it is less odd than it seems. 
Since the days of London’s coffeehouses in the seventeenth cen-
tury, places where people meet and socialize seem to have been 
important to the coming together of new ideas. Cultural and artis-
tic venues seem to play a special role in the ferment of intangible 
investments. Research by the innovation foundation Nesta sug-
gests that places with high concentrations of creative organiza-
tions and institutions show higher levels of innovation more gen-
erally (Higgs, Cunningham, and Bakhshi 2008). Neutral spaces, 
perhaps especially ones with an artistic or creative leaning, create 
opportunities for combinatorial innovation.

This creates something of a dilemma for policymakers. Loosen-
ing regulations on building helps get more houses and offices built, 
which, all other things being equal, helps city clusters thrive and 
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grow. But liberal building rules can have unintended consequences. 
Anyone who has lived in a big city in the developed world in the 
last decade will be familiar with stories like that of the Black Cap 
pub in Camden in London. The Black Cap was for many years a 
center of gay culture in London and a not unimportant artistic 
venue— it played a significant role in the development of modern 
cabaret. If we set aside its cultural and historical importance and 
look at it solely through a reductionist economic lens, it was ex-
actly the kind of place we would expect to magnify the synergies 
and spillovers of city life. But in 2015 it was closed and scheduled 
for conversion into apartments. In a busy, congested city, people 
were willing to pay more for luxury apartments than for drinks 
and admission to a cabaret pub. Perhaps this is the right decision 
for the economy as a whole— after all, it is very hard to measure 
the future productivity gain that might result from a single cultural 
venue in the future— but it is easy to believe that the vibrancy and 
interactions provided by places like the Black Cap might be un-
derprovided by the market. Which brings us back to the dilemma 
facing urban planners: how do you cut regulations that prevent 
NIMBYs blocking the new buildings that an intangible economy 
needs to thrive, while not inadvertently hastening the closure of 
venues and institutions without which the city would not be such 
an effective cluster in the first place?

There is a further challenge facing policymakers looking to en-
courage intangible investment by supporting clusters in cities: that 
is, the question of when to put the needs of a growing cluster over 
an established one, and the kinds of biases that affect that deci-
sion. This is compounded in countries, like the UK, where political 
decision making is highly centralized in prosperous regions. If the 
capital of a country also happens to be an economically successful, 
bustling place, it is very easy to underestimate the economic po-
tential of the rest of the country. Some research suggests that this 
happens in the UK, where there is a widespread attitude among 
London- based policymakers that only London has the economic 
potential to thrive and, therefore, that investing public funds any-
where else is the equivalent of King Cnut seeking to turn back the 
tide (Forth 2015). This leads to an exaggerated unwillingness to 
invest outside of London, such that the ratio of public R&D fund-
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ing to private R&D funding is higher in London than elsewhere, 
and transport investments with high estimated benefit- to- cost ra-
tios go unbuilt outside of London, while ones with low benefit- to- 
cost ratios that happen to be in London get funded.

Technological infrastructure and spillovers

A technologically minded reader might at this point ask why, 
in an era where software and semiconductors are changing the 
way people communicate, this section on building networks to 
exchange ideas has focused mainly on the infrastructure of face- 
to- face interaction. The premise of the 2001 telecoms bubble was 
that people would soon be relying on fiber optics and mobile data 
to interact and forsaking “meatspace” for “cyberspace.”

It is certainly true that telecoms infrastructure is and will con-
tinue to be important for the economy in general and for enabling 
the kind of social interactions that help make the most of intan-
gible investments. The continued rollout of fiber- optic cables, 4G 
and 5G cell phone towers, and connected chips in more and more 
devices will in time increase our ability to interact.

There are two complicating factors that disrupt the relationship 
between investment in telecoms infrastructure and connectivity 
and productivity. The first is the speed of technological change in 
the infrastructure itself. The decision to invest in cell phone towers 
or optical routers today is not just a choice between investing or 
not investing; it is also a decision whether to delay the investment 
until tomorrow or next year, by which time the cost of the infra-
structure may be much cheaper, or a new and better technology 
might be available.

The second challenge is perhaps trickier for the would- be infra-
structure investor: new technological infrastructure is most useful 
in conjunction with new ways of working and without these new 
ways of working may not be very useful at all.

In 1990 the economist Paul David (1990) came to this conclu-
sion while studying the introduction of electrical power in the 
United States. David pointed out that for a factory to make the 
most of electrical power, it needed to restructure radically the 
way it worked. Whereas in a steam- powered factory, all machine 
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tools had to be powered by a belt connected to a single rotating 
shaft, electricity allowed every tool to have its own motor; this, in 
turn, made possible the twentieth- century production line. David 
also observed that nearly forty years after the development of the 
first central electrical power plant, still only slightly more than 
50 percent of factory mechanical- drive capacity had been elec-
trified. Until then, the remarkable innovation of electrical power 
delivered remarkably little in the way of increased productivity for 
factory owners.

It is possible that the high- bandwidth, universally connected 
telecommunications systems of the twenty- first century are 
analogous to David’s electrical power stations. It will take time, 
experimentation, and (intangible) investment to devise really ef-
fective and economically transformational ways of using these 
new technologies to communicate. As is often the case with new 
technologies, the future may already be here among us. Software 
developers have been using online tools like Slack and GitHub to 
collaborate for years now. There are any number of firms experi-
menting with new ways of Internet- enabled collaboration, in fields 
from healthcare research (such as Patientslikeme or 23andMe) to 
brokering intellectual property among companies (such as Nathan 
Myhrvold’s Intellectual Ventures) to data analytics (such as Kag-
gle, recently acquired by Google). It is easy to laugh when technol-
ogy advocates make predictions that don’t come to pass. Where is 
the paperless office? Where is the Internet of Things? But the fact 
that widespread effective teleworking has not seriously reduced 
the importance of face- to- face communication may be a sign not 
that it will never happen, but rather that it is a complicated type 
of change and takes time.

So telecoms infrastructure will matter more in an intangible 
economy as a way to build connections and make the most of 
spillovers. But the fiber, routers, processors, and base stations may 
not be the most important aspect of this infrastructure— what will 
really make them valuable is the development of new tools and 
habits of using them to connect and work together.

These trends increase the importance of communications and 
connections between people and between businesses, and of the 
infrastructure that enables this.
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standards, frameworks, and norms

Economists have long known that effective rules, institutions, 
and norms can encourage investment. Conversely, Hernando 
de Soto memorably showed how bad institutions— specifically, 
weak property rights— discouraged poor people in the develop-
ing world from investing in their own houses, developing busi-
nesses, and thereby escaping poverty (Soto 2001). The invention 
of the limited liability corporation encouraged business invest-
ment by safeguarding business owners’ assets from repossession 
if the company failed.

Intangible investment is also affected by institutional infrastruc-
ture, both formal and informal.

The most straightforward aspect of this is property rights. As 
generations of rights- owners have pointed out, strong intellectual 
property law encourages businesses to invest in the kinds of intan-
gibles that can be protected by patents, copyright, or trademarks 
because they reduce the problem of spillovers that affects intangi-
bles. On the other hand, intellectual property rights that are overly 
broad, overly strong, or overly vague can discourage innovation 
in the longer run because they discourage competition and make 
it harder for firms to exploit synergies between intangibles. For 
example, the very broad patent granted to the Wright brothers 
for flight control in 1906 is thought to have held back the avia-
tion sector in the United States until the patent was placed in an 
industry- wide pool at the government’s request in 1917. There is a 
lively debate about how strong intellectual property rights should 
be and what types of knowledge they should cover— but there is 
general agreement that making them work well is important for 
investment.

But the institutions that affect intangible investment go beyond 
formal rights over intellectual property. As we have seen, because 
intangible investments often generate synergies when they are 
combined, big intangible projects often involve large numbers of 
investors and firms, investing across long time frames. Coordinat-
ing the investments and managing the handoffs between differ-
ent firms and organizations is complex; institutions and norms can 
help investors to navigate and simplify this complexity.
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Consider the development and launch of a new medicine. It 
typically involves an underpinning of basic science, a process of 
drug discovery, and several rounds of testing to see if the drug is 
both safe and more effective than existing drugs; the drug must 
then be marketed and sold— a process that involves a complex 
dance between payers (a mixture of health insurers and govern-
ments), clinicians, regulators, and patients. As well as being very 
capital intensive, this is an undertaking of dizzying complexity.

One thing that reduces the complexity of the drug discovery 
process is a set of widely agreed norms and rules about what hap-
pens when. So, for example, drug trials come in phases, the pur-
pose and duration of which are specified by regulators like the US 
Food and Drug Administration. There are rules about which kinds 
of research are funded by public bodies and medical charities, and 
which are not. The academic research upon which many drugs 
depend is governed by a host of time- honored norms about rigor, 
peer review, and publication practices.

The market has rules too, which help simplify complex deci-
sions about pricing and sales. Many governments and insurers 
have rules about what sort of drugs they will fund and what they 
will not— such as those of the UK’s National Institute for Health 
and Clinical Excellence, which will only approve drugs that can 
give patients what health economists call a quality- adjusted life- 
year at less than a stated price. And there are unwritten rules too: 
biotech start- ups typically work in the expectation that if they 
can get through the first round or rounds of clinical trials, they 
will be acquired by a deep- pocketed pharmaceutical company 
rather than having to raise ever larger amounts of money to bring 
their product all the way to market. Drug testing is frequently 
carried out under contract by university labs, under arrange-
ments that are well defined and understood by anyone looking 
to set up a life sciences company. And the business of raising 
money for life sciences ventures has its own rules, specialist in-
vestors, and professional services firms with shared norms and 
understandings.

Now it is true that many of these rules have a narrowly eco-
nomic function: rules capping how much governments will pay for 
drugs protect taxpayers’ interests; the various rounds of venture 
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capital (VC) funding allow investors to manage their risk, and so 
on. But the rules of the pharmaceutical innovation system also 
play a more subtle role: they make the vast complexity of develop-
ing a drug, an undertaking of great uncertainty and expense, man-
ageable and understandable for the various parties (researchers, 
entrepreneurs, regulators, financiers, corporate managers, and oth-
ers) that have to come together to achieve it. Innovation scholar 
Paul Nightingale described norms and rules as “invisible infrastruc-
ture” that creates “local predictability” in otherwise unpredictable 
and complex undertakings (Nightingale 2004).

Similar institutions exist in other fields that make it easier for 
different businesses to make complementary investments. Some 
of these are formal information technology protocols, such as the 
Internet Protocol Suite and the Hypertext Transfer Protocol that 
form the basis of the Internet and the World Wide Web, respec-
tively. Others are social norms, such as the phasing and structure 
of venture capital rounds for tech start- ups, or are rules designed 
or enforced by public bodies, such as regulatory regimes or inter-
national standards.

Of course, rules and standards also apply to tangible invest-
ments: railways have gauges; plug sockets have standardized 
shapes and voltages; automobiles have somewhat standardized 
controls. But because intangible investments are unusually likely 
to give rise to synergies and to reward effective collaboration, we 
would expect invisible infrastructure to be more important in an 
intangible economy. It helps make the most of synergies by creat-
ing clear interfaces between different firms with synergistic assets 
(for example, a biotech start- up with a promising candidate drug 
and a pharmaceutical giant with the marketing and organizational 
assets to take the drug through clinical trials and sell it).

Another sort of soft infrastructure is the provision of infor-
mation about the investments other people are making. If in-
tangible investments can be combined to create unexpected 
synergies, then it can be valuable for businesses to know where 
other firms are investing in potentially relevant projects and 
ideas. A well- established way of providing this sort of informa-
tion is through talking to people and working in clusters, where 
there are lots of opportunities to talk to different people and 
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 convivial places where you are likely to meet them. But more 
formal sources of information can be useful as well. Anyone 
who has attended a big trade show5 can attest that trade shows 
are not just about companies exhibiting to their customers; 
they are just as much about companies finding out what one 
another is doing, getting ideas, and discussing partnerships and 
deals. The same can be said of industry directories and maps, 
which make new and emerging sectors readable, both to outsid-
ers and to firms within the sector.

The softest of soft infrastructure:  
Trust and social capital

In this chapter we have gradually moved from the most tangible, 
most physical types of infrastructure, like transport and housing, 
to infrastructure that is itself intangible, like institutions, rules, 
and information. Continuing in this vein, let us finish by consid-
ering the least physical, least programmatic form of infrastruc-
ture: trust, and what sociologists have called social capital— the 
strength, number, and quality of the relationships among people 
in a society.

Trust among people and firms is an important precondition for 
intangible investment in two ways. First of all, it encourages the 
kinds of interactions that create synergies between different in-
tangibles: people are less likely to share ideas in closed and de-
marcated societies. (Other social characteristics, like openness to 
experience and low levels of hierarchy, both of which are occa-
sionally measured at a population level, probably  matter too.)

Second, trust helps provide certainty around the rules for in-
vesting in intangibles. We saw earlier that uncertain rules are bad 
for investment: if a company is unsure whether it can gather data 
on its customers and whether it can use such data for commercial 
purposes, it is less likely to spend money gathering the data in the 
first place; indeed, even knowing that it specifically cannot use 
the data for certain things may be a better basis for investment 
than total uncertainty. Higher levels of trust and social capital may 
make it easier to reach stable consensus on these kinds of rules, 
which makes the rules themselves more reliable.
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conclusion: infrastructure in an intangible World

The death of distance has failed to take place. Indeed, the impor-
tance of spillovers and synergies has increased the importance of 
places where people come together to share ideas and the impor-
tance of the transport and social spaces that make cities work.

But the death of distance may have been postponed rather than 
cancelled. Information technologies are slowly, gradually, replac-
ing some aspects of face- to- face interaction. This may be a slow- 
motion change, like the electrification of factories— if so, the im-
portance of physical infrastructure will radically change.

Soft infrastructure will also matter increasingly. The synergies 
between intangibles increase the importance of standards and 
norms, which together make up a kind of social infrastructure for 
intangible investment. And standards and norms are underpinned 
by trust and social capital, which are particularly important in an 
intangible economy.

We will touch more on these policy issues in chapter 10.



8
The Challenge of Financing an 

Intangible Economy

A common critique of the financial system is that it is unsuited to the 
task of business investment. Financial markets, the argument goes, are 
short- termist, poorly understand risk, and place perverse incentives on 
managers. In this chapter we ask whether the current financial system 
is appropriate for an increasingly intangible- based economy, in light 
of the economic properties of intangibles described in chapter 4. We 
argue that, while some populist critiques of the business finance system 
are overblown, the properties of intangibles pose particular challenges 
for financing businesses.

When asked what is wrong with capitalism today, many people 
point to financial markets. One particularly widespread concern 
is that the financial system does a bad job of serving the needs of 
the real economy, in particular, of providing businesses with the 
financing they require to invest.

This critique is in some ways an old one: it was back in the 
1930s that Keynes made his famous complaint that the “capital 
development” of countries was being delegated to the casino men-
tality of their stock markets.1 But it has taken on a new urgency in 
the last decade, since the systemic failure of the financial system 
came close to collapsing the global economy.

The populist concern over business finance has a common script. 
Banks, it is said, are uninterested in business and starve companies 
of the financing they need to thrive. Equity markets are seen as 
both overly short- termist and, as managers pay more and more at-
tention to their company’s stock price, increasingly influential. So, 
managers cut R&D spending to try to please short- term investors 
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out for a quick buck.2 These concerns drive public policy across 
the developed world: most governments to some extent subsidize 
or coerce banks to lend to businesses, and they give tax advan-
tages to companies that finance using debt. Many countries are 
considering measures to make equity investors take a longer- term 
perspective, such as imposing taxes on short- term shareholdings or 
changing financial reporting requirements. And most governments 
have spent money trying to encourage alternative forms of financ-
ing, particularly venture capital (VC), which is regarded as provid-
ing a big potential source of business growth and national wealth.

Some of these arguments are not as clear- cut as their propo-
nents imply. For example, it is not always clear that managers who 
cut R&D spending are doing the wrong thing. It’s perfectly pos-
sible that the projects they are cutting might not be working out. 
Would it really be better for them to keep spending on projects 
with no potential for success? And shareholders who sell might also 
be perfectly justified: maybe the prospects for the company have 
gotten worse. Likewise for share buybacks, the subject of much 
criticism in recent years: it is not obvious why they are so bad— 
maybe the company has matured, opportunities have shrunk, and 
giving money back to shareholders is a worthy reward for their 
commitment to the firm.

Rather than rehash these long- running arguments in detail, al-
though we shall touch on them somewhat, in this chapter we shall 
do something different. We shall instead concentrate on whether 
the gradual change in the capital base of the “real economy” from 
tangible to intangible assets has implications for the functioning of 
the financial sector. We will argue two main things. First, that the 
gradual shift to intangibles helps explain many of the perceived 
problems that the financial sector is accused of. The reason for 
this can be traced back to the economic qualities of intangible 
assets that we outlined in chapter 4: scalability, sunkenness, spill-
overs, and synergies, and the broader characteristics that emerge 
from them, uncertainty and contestedness. Second, we argue that 
a better understanding of the challenges of financing an intangible 
economy suggests a new course of action, both by governments 
looking to improve what Keynes called the capital development of 
the country, and by financial investors looking for higher returns.
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We will look, in turn, at three types of financing with a signifi-
cant bearing on business investment: bank financing, public equity, 
and risk capital. In the first two cases we will look at the chal-
lenges these forms of finance face in funding business investment 
in an intangible economy. In the case of risk capital, we will look 
at how the venture capital industry has evolved in response to 
an intangible- rich economy, and how well it meets the needs of 
intangible- rich firms.

financial markets and business investment:  
an old but Topical Problem

But first, let’s recap the received wisdom about what’s wrong with 
business finance and how it is getting worse.

The critique that the financial system hampers the real econ-
omy, and particularly business investment, is simultaneously very 
old and very current. It has two parts: first, that financial mar-
kets do a bad job of providing business financing because they are 
myopic and foolish; second, that this malign influence is getting 
stronger as more and more aspects of business are “financialized.”

The idea was already well established before the Second 
World War, when Keynes asserted that stock markets were 
essentially casinos and had no place in determining business 
investment; when the British government launched the 1929 
Macmillan Committee to investigate whether Britain’s finan-
cial system was meeting the needs of its economy; and when 
Keynes, the driving force behind the committee, articulated 
his views on the link between financial capital and the nation’s 
poor capital development.

Indeed, much government policy around the world is predi-
cated on the idea that the financial system serves business poorly. 
For all that the financial services sector is thought of as a bastion of 
laissez- faire capitalism, most developed countries intervene deeply 
and widely in the market for business finance. Germany’s Kredit-
anstalt für Wiederaufbau (founded in 1948) and the US Small 
Business Administration (SBA, founded in 1953) both guarantee 
or underwrite business financing; in 1945 the UK set up the In-
dustrial and Commercial Finance Corporation to provide growth 



The Challenge of Financing an Intangible Economy 161

capital. A search of the UK government website in summer 2016 
yielded 319 finance- based schemes.

A more recent concern relates to “financialization” and associ-
ated short- termism. Financialization is the growing importance 
of norms, metrics, and incentives from the financial sector to the 
wider economy. Some of the concerns expressed are that, for ex-
ample, managers are increasingly awarded stock options to align 
their incentives with those of shareholders; companies are often 
explicitly managed to increase short- term shareholder value; and 
financial engineering, such as share buybacks and earnings manage-
ment, has become a more important part of senior managers’ jobs. 
The end result is that rather than finance serving business, business 
serves finance: the tail wags the dog. What John Kay described as 
“obliquity,” the idea that making money was a consequence of, or a 
second- order benefit of, serving one’s customers and building good 
businesses, is driven out (Kay 2010).

A third aspect of finance is the perception that venture capi-
tal will be very important for the economies of the future. It 
is hard to think of a major developed country whose govern-
ment has not spent taxpayers’ money in an attempt to build or 
grow its VC sector. Most developed countries have put in place 
coinvestment schemes or tax breaks to try and stimulate a ven-
ture capital sector like that of the United States. Some of these 
schemes, such as Israel’s Yozma program, have even worked— 
indeed, the US venture capital sector itself was kick- started 
by the SBA’s Small Business Investment Companies program. 
Some governments invest directly in company equity (such 
as Germany’s High- Tech Gruenderfonds or Finland’s TEKES 
Venture Capital), and some innovation scholars like Mariana 
Mazzucato (2015) argue they should do this far more often. 
There have also been periodic government- backed attempts to 
start new stock exchanges for earlier- stage companies, making 
it easier for businesses to access public (in the sense of publicly 
traded), rather than public sector equity.

As mentioned above, some of these arguments are much less 
clear- cut than they at first appear. But reflecting on the increas-
ingly intangible nature of the economy helps to cast light on these 
concerns and to understand how we might respond to them. To do 
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this, let’s unravel the finance around business investment into (a) 
banking, (b) equity markets, and (c) venture capital.

Banking: The Problem with Lending in a  
World of Intangibles

A topic that seems to unite most small business owners is the 
mulishness and unreliability of banks. Banks, they argue, are slow 
to lend, ignorant about business realities, bureaucratic, and risk- 
averse.3 It’s perhaps no wonder that the idea of setting up a gov-
ernment bank more willing to lend to businesses regularly appears 
in political manifestos in the UK and, indeed, is to some extent a 
reality in countries like Germany, France, and the United States. 
It’s commonly thought that intangibles make this problem worse. 
In this section, we will look at why this is thought to be so, and 
what it means for the future of bank business financing.

Hamlet’s priggish uncle Polonius said “neither a borrower nor a 
lender be, for loan oft loses both itself and friend,” but he would 
have been taken aback by the modern economy.4 Most external 
financing that most businesses receive takes the form of debt. 
Banks, or more rarely bondholders, lend money for a fixed period 
of time and expect it back at the end, with interest in the interim. 
If the debt isn’t repaid, say, because the business fails, the creditor 
usually has recourse to some of the business’s assets; this may not 
make up their entire loss, but it significantly reduces the financial 
risk the lender is taking.

This is fairly straightforward if a business’s assets are tangible 
things. Consider buses. In 1986 Britain deregulated its long- 
distance bus market. A hopeful start- up called British Coachways 
took the opportunity to try to compete with National Express, the 
incumbent. But this was one disruption that wasn’t to be: Brit-
ish Coachways gave up the ghost two years later. What happened 
after their failure is instructive for our purposes: they returned the 
buses to their leasing company. Even though the business failed, 
their biggest investment, a fleet of coaches, retained quite a lot 
of value. Similarly, when Maxjet, a discount business- class airline, 
went bust in 2007, its five Boeing 767s reverted to a leasing com-
pany and lived on to fly another day.
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Assets like buildings, machines, or particular plots of land 
can be valued too, and financiers will set up asset- backed loans 
secured against everything from aircraft engines to oil tankers. 
Loans do not have to be asset- backed to benefit from the recy-
clability of tangible assets: lenders often take a general charge 
(known in the United States as a negative lien) against a business 
with assets than can be liquidated, or even lend on the secu-
rity of assets outside the business. Indeed, much business lend-
ing done by British (and US) banks, for example, is a disguised 
form of mortgage lending, since banks typically take a lien on 
the business owner’s house (Fraser 2012; Black, de Meza, and 
Jeffreys 1996). These established systems help get around Polo-
nius’s warning: loans may still oft go wrong, but if your debtor 
has tangible assets, your money will not be lost and, while you 
may no longer be friends with your deadbeat debtor, you can at 
least treat them with equanimity.

Businesses that own mainly intangible assets, however, look a 
lot more like the world of Polonius’s imagination. As we saw in 
chapter 4, intangible investment is often sunk: many intangible 
assets are hard to sell if for some reason you find you don’t need 
them, especially if your business fails. Toyota invests millions in its 
lean production systems, but it would be impossible to separate 
these investments from their factories and somehow sell them off. 
Starbucks codifies its operations into a voluminous handbook that 
its branches and franchises follow, and the homogeneity and cus-
tomer experience it engenders seem to increase its profitability, 
but it’s hard to imagine the handbook would be as valuable to 
someone else.

Even those intangibles that can be sold, like patents or copy-
rights, present problems to creditors: they are typically difficult 
to value because a patent or a copyright is unique in a way that 
a van or a building or many types of machine tools are not. The 
liquid markets that exist for assets like vans and office blocks, or 
the professional advisers who will value your mine or your chemi-
cal tanker, have fewer equivalents in the world of intellectual 
property: it is a newer and less developed field and is conceptually 
more difficult. The result is that it is much harder to offer even 
well- specified intangibles as security on a loan.
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We see this discrepancy in typical leverage ratios among large 
businesses in different industries: industries with mostly tangible 
assets have high leverage— that is to say, they are funded more by 
debt than by equity— while intangible- intensive industries have 
less debt and more equity.

This problem becomes worse if the economy as a whole be-
comes more intangible- intensive. If banks are less willing and less 
able to lend to intangible- intensive businesses, but intangible- 
intensive businesses are becoming more common, we would ex-
pect to see complaints that banks refused to finance viable busi-
nesses becoming more common. And current regulation disallows 
(almost all) intangible assets as part of capital reserves that banks 
must hold in case of a banking crisis.5

A preponderance of unsaleable intangible assets could even, in 
due course, present a gradual problem for the stability of a banking 
system. Because bank runs are economically catastrophic, regula-
tors require banks to hold a certain amount of reserves against 
every loan on their books. The amount of reserves depends on the 
type of loan: on the whole, loans secured against valuable assets 
that are easy to sell require less reserves; loans with little security 
require more. Now, given that many bank business loans are unse-
cured (the bank has a claim over the assets of the firm as a whole 
through a negative lien, but not over a particular asset), we might 
expect the riskiness of banks’ unsecured business loan books to 
increase over time: specifically, the value of the loans would fall if 
there was widespread business failure and need to liquidate assets.

In practice, there are three ways to fix the problem of reduced 
bank lending in an intangible- rich economy. The first is a traditional 
one: government action. As we have seen, pressuring banks to lend 
more or using taxpayer money to cofund or guarantee bank loans 
has a decades- long tradition in most developed countries. The idea 
that the government should do more in this vein is a mainstay of 
the British left and can be heard elsewhere on the political spec-
trum too. But in an increasingly intangible- rich economy, this ap-
proach faces a challenge: if each year the country’s capital stock 
becomes more intangible, the gap the government is trying to fill 
will become larger. To be effective, a national investment bank or 
loan guarantee program would need to be larger and larger each 
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year. This is not inherently impossible, but it is certainly not what 
most supporters of government lending programs propose, expect, 
or support.

The second way to address the problem is by devising new types 
of lending. Financial innovation has been something of a dirty word 
since the financial crisis— former Federal Reserve Chairman Paul 
Volcker went so far as to say the only beneficial financial innova-
tion of the decades prior to the financial crisis was the automated 
teller machine— but, in fact, lenders have over the years come up 
with novel ways to use at least some types of intangible assets as 
security. One recent working paper (Mann 2014) suggests that 
16 percent of patents registered at the US Patent and Trademark 
Office have been pledged as collateral at some point. A couple 
of studies have looked at the impact of US banking deregulation 
on investment in innovation: one showed that the deregulation of 
interstate banking saw an increase in lending to innovating compa-
nies (based on the number and quality of their patents), implying 
that greater competition pushes banks to be more willing to lend 
to businesses making (at least one type of) intangible investment 
(Amore, Schneider, and Zaldokas 2012).

There are also a growing number of specific financial innova-
tions focused on lending against intangibles. When David Bowie 
died in 2016, there were plenty of tributes to his musical innova-
tions, but rather fewer to the contribution he made to intangible 
finance by raising a $55 million bond against his future royalties. 
The governments of Singapore and Malaysia (working together 
with UK organizations such as the Intellectual Property Office), 
for example, have begun programs to subsidize or guarantee bank 
loans against intellectual property, in the hope that these subsidies 
will increase the availability of intangible- backed loans.

On the whole these types of lending are most appropriate for 
intangibles that have associated intellectual property rights, such 
as patents or copyrights— this will generally be a minority of the 
intangible investments most businesses make. But more developed 
institutions for financing these types of intangibles will be increas-
ingly in demand in a more intangible economy and will benefit 
both the lenders who design and offer them and, to quote Keynes 
again, the capital development of the nation.
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The final way to respond to the difficulty of lending against 
intangibles is the most radical. It is for businesses to change their 
finance mix: specifically, to rely more on equity and less on debt. 
Should a business fail, equity owners have no recourse— they get 
nothing— so can afford to be relatively insouciant about the liqui-
dation value of a business’s assets. This makes equity a better way 
of funding businesses with few tangible assets.

But increasing the amount of equity finance in an economy is 
easier said than done: it is a project that would take decades rather 
than years. Some of the barriers are institutional: outside of the very 
small world of venture capital (of which more later) and the even 
smaller and newer field of equity crowdfunding, most businesses do 
not raise equity, and most financial institutions do not provide it. 
There are established agencies that can rate the creditworthiness of 
even quite small businesses, and algorithms to allow banks to quickly 
and cheaply decide whether to lend to them. Nothing similar exists 
for equity investment, and the equivalent analytical task (working 
out a company’s likely future value, rather than its likelihood of 
servicing a fixed debt) is more complex. And cultural factors stand 
in the way too: despite a very elegant financial economics theorem 
that shows that business owners should be indifferent between eq-
uity and debt finance, for many small business owners there seems a 
cognitive and cultural bias against giving away equity.6

There is one big regulatory barrier that could be removed, how-
ever. Most developed countries’ tax systems favor debt finance 
over equity finance: a firm can claim interest on a loan as an op-
erating expense and reduce its tax liability, but not the cost of 
equity capital. Fixing this distortion (for example, by allowing a 
tax deduction for the cost of equity, or removing the favorable tax 
status of debt and lowering overall rates to compensate) has long 
been a goal of tax experts. The influential Mirrlees report on the 
UK tax system by the Institute for Fiscal Studies recommended it 
(Mirrlees et al. 2011), but it has so far proved about as difficult as 
any other major corporate tax reform— which is to say, very dif-
ficult indeed, because there are lots of vested interests at stake.7 
However, with the growing importance of intangibles, the need to 
make this change may be increasing over time. Now would be a 
good time for policymakers to bite the bullet and do it.
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Myopic Markets

It is not just banks that stand accused of hampering business in-
vestment. Stock markets and equity owners are also widely seen as 
a part of the problem. Consider the case of the chemical company 
ICI, once the flagship of the British chemical industry. ICI’s plants 
in Billingham, Runcorn, and Blackley were industrial landmarks of 
the north of England, and its shares were a mainstay of the London 
Stock Exchange. For decades it invested in research and bringing 
to market a wide variety of innovative products, from Crimplene 
to tamoxifen to Perspex. It pioneered new ways of doing busi-
ness that other firms profitably adopted, and ICI- trained chem-
ists, engineers, and managers filled the ranks of British industry. 
But things began to change in the 1990s: frightened by a takeover 
threat from an activist investor, ICI began to focus on the pursuit 
of short- term shareholder value. To this end, it plunged enthu-
siastically into the M&A market, divesting or selling billions of 
dollars’ worth of divisions, and acquiring several others. The pur-
suit of focus and efficiency proved tough, and the company faced 
a growing debt burden and problems integrating its acquisitions. 
By the 2000s ICI’s decline was obvious, and few were surprised 
when what remained of the company was bought by Akzo Nobel 
in 2008 for a mere (relative to its past value) £8 billion.

For critics like the economist John Kay (2003), ICI is an ex-
ample of the malign effect that equity markets now have on busi-
ness investment. In ICI’s glory days the company, in Kay’s words, 
“treated securities markets with disdain.” When it started to take 
its share price seriously, it failed in two ways: it generated fewer 
profitable innovations and less value for its own shareholders, and 
it relinquished its wider role in the UK’s business landscape as a 
nursery of managerial and scientific talent, as the lynchpin of in-
dustrial supply chains, and as a voice for good governance.

The ICI example encapsulates all the elements of the core cri-
tique of equity markets: that they reward short- term financial 
results over long- term investment, and that financialization— 
the growing power and salience of financial markets in business 
life— makes managers overly responsive to the impatient whims of 
shareholders. A host of troubling data back up these concerns: re-
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search by Rachelle Sampson and Yuan Shi (2016) suggested stock 
markets are increasingly discounting US firms’ cash flows; research 
by Andrew Haldane (R. Davies et al. 2014), the Bank of England’s 
chief economist, and Richard Davies, a Chairman of the UK gov-
ernment’s Council of Economic Advisers, found similar results in 
the UK, as did the economist David Miles (1993). A study by Gra-
ham, Harvey, and Rajgopal from 2005 suggested this view is not 
unusual: it found that 78 percent of executives said they would 
sacrifice long- term value to meet earnings targets.

Critics further allege that instead of investing, there are signs 
that companies are giving money back to shareholders: in 2014 
companies in the US S&P 500 Index spent almost as much on 
share buybacks as they received in profits.8 The end result is that 
publicly quoted companies refrain from making investments they 
otherwise would, preferring to keep their cash or to give it back to 
shareholders.9 The innovation economist Mariana Mazzucato has 
made this argument, for example (2013; 2015).

Policymakers and pundits propose a number of remedies to the 
problems of market short- termism, including trying to encourage 
investors to hold stocks for longer through differential tax rates on 
share sales, reducing financialization by limiting or banning share 
buybacks or restricting the terms of options, or simply calling on 
owners of equities to be more responsible.

However, as we shall see, the growing importance of intangible 
investment changes the nature of the short- termism problem: it 
appears that the unusual characteristics of intangibles accentuate 
certain problems of underinvestment, but also create new prob-
lems that require different solutions.

What We Talk about When We Talk about Short- Termism

There are two important details of this critique of equity markets. 
First of all, unlike the critique of bank finance we discussed earlier, 
it is a critique of the indirect impact of the financial system on 
business decisions, not the provision of financing. Bank lending 
is a direct source of finance: a bank’s decision not to lend stops a 
company investing by directly depriving it of the money it needs 
to make the investment. Equity markets, on the other hand, are 
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secondary markets: the movement of a company’s stock price does 
not directly affect the amount of money the company has; rather, 
markets might encourage managers to forego investments if they 
fear the investment will lower the company’s short- term share 
price, especially if senior managers own shares or share options.

Second, companies that are overly influenced by equity mar-
kets have two distinct failure modes. In the first, the company’s 
own shareholders lose out in the long run because the company 
turns down investments that it could reasonably expect to make 
it money. (In financial economics terms, they pass up projects that 
would have had a positive net present value.) ICI’s decision to stop 
investing in new materials would be an example of this, according 
to John Kay, if we believe that those projects were genuinely likely 
to make money for ICI.

The other failure mode occurs if the pressure of the equity mar-
kets discourages a company from investing in things with a wider 
public benefit— such as ICI not training the managers or engineers 
who’ll go off to run other businesses in the future, or not doing 
basic research that others use. The two failure modes have an im-
portant difference: in the second, although the company is not 
acting in the interests of the wider economy, it may well be acting 
in its own shareholders’ best interests (in the short term, at least). 
In the first example, it is not even doing that. This distinction is 
especially relevant in the context of intangible investment, as we 
shall see.

When Equity Markets Meet Intangibles

Those who criticize equity markets for being too short- termist 
sometimes argue that this problem is even worse for companies 
that rely on intangibles. R&D, for example, is a long- term invest-
ment whose benefits are hard to predict in advance and whose 
costs generally are expensed on a company’s income statement 
rather than capitalized on its balance sheet. Cutting R&D (and 
most other intangibles) increases a company’s profits without any 
immediate obvious balance- sheet impact.

What’s more, as we saw in chapter 4, even successful R&D can 
slip through a company’s fingers and end up benefiting its com-
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petitors. Research shows that businesses cut R&D spending when 
stock markets turn against them. There is also a particularly strong 
correlation between R&D investment and cash flow. That is, at 
least in the 1990s when much of this research was done, when 
firms had higher cash flow, they invested more in R&D. That is 
consistent with the idea that businesses lack access to outside 
funds and so when they have the funds internally, only then can 
they invest (see, for example, B. H. Hall and Lerner 2010).

Equity markets seem to deter some other types of intangible 
investment too. William Lazonick argued that the pressures of fi-
nancial markets discouraged modern companies from investing in 
training and employee retention, comparing the life- long careers 
of software engineers in the heyday of companies like Hewlett 
Packard and IBM with the roaming of the modern techies, who 
might move regularly between Facebook, Google, and start- ups, 
with the result that their bosses feel disinclined to invest in train-
ing them. Alex Edmans (2011) looked at the share price perfor-
mance of companies that won a place on lists of the best com-
panies to work for— these lists are compiled by researchers and 
journalists and tend to reflect the kinds of investments in manage-
ment and processes that we would classify as organizational devel-
opment and training. Edmans found that their shares persistently 
outperformed those of other companies, and that it is employee 
satisfaction that causes superior performance, rather than the re-
verse. This is a surprising result: if markets fairly valued the kind 
of organizational capital resulting from good management and 
workforce practices, the benefits of winning a place on this sort of 
list (and revealing to the market that your company is well man-
aged) ought to be reflected in a firm’s share price straight after it 
wins. The fact that there is a long- term increase in price suggests 
that, while good management practices improve firm performance 
(hence the long- term share price increase), equity markets under-
value the benefits of this type of intangible (since equity analysts 
should be able to recognize good management at the time the 
award is given, rather than waiting for its results to show up on the 
income statement).

But, of course, correlation is not causation: just because a pub-
licly listed firm invests less in R&D, training, or other intangibles 
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does not mean it is being led astray by equity markets. Managers 
might choose to invest less because they know the investments 
available to them are unlikely to be profitable or, more narrowly, 
that they might be profitable for someone, but not necessarily for 
them. The business pages are full of companies that have launched 
new products or set up new service lines only to regret their over-
optimism. If equity markets are stopping this type of intangible 
investment, that may be no bad thing.

To be sure of what is happening, we need data that allows us 
to correct for the quality of intangible investment that a public 
company may be making, or that allows us to compare similar 
companies with similar investment prospects, some of which are 
publicly owned and some of which are not.

Fortunately, there has been a recent flourishing of just these 
kinds of papers. The findings are mixed. One study, by Edmans, 
Fang, and Lewellen (2013), offers up what looks like a smoking 
gun. It looks at how firms’ R&D varies with the vesting period of 
senior managers’ equity. Managers at public companies are often 
paid in equity (shares or options), which can only be exercised after 
a period of years (the “vesting period”); once options vest, manag-
ers often exercise the options and sell the shares, which makes the 
managers particularly sensitive to their employer’s share price at 
that moment. It turns out that managers are unusually likely to cut 
R&D spending in a quarter when they have a lot of equity vesting. 
Since equity vesting periods are set years in advance, this seems 
like prima facie evidence that managers are cutting intangible in-
vestment to improve earnings to give their stock price a boost 
when it matters most to them.

A second study by Bernstein (2015) is also revealing, but in a 
different way. Bernstein began by observing that, when a private 
company decides to go public, it takes time— and there’s many 
a slip between start- up and IPO. For some companies, economic 
times are smooth and they go public. But for others, the stock 
market might collapse just before they launch. Generally, these 
companies don’t go public. This creates a natural experiment be-
tween other similar firms, some of which are publicly traded and 
some of which aren’t; more importantly, their status is generated 
by something beyond the firm’s control. From this, we can infer 
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the causal effects of being public not by comparing two firms that 
are public or that are both private, but by comparing a firm that 
is public with one that is private due to an adverse shock beyond 
their control.

He finds two interesting things. First, the private- to- public tran-
sition does not affect a firm’s patenting— one indicator of success-
ful intangible investment, in this case in R&D. A public firm has 
the same number of patents relative to its nonpublic “twin.” But, 
second, the types of patents the public firm files tend to change. 
The patents of a public firm have fewer citations than those of 
private firms, and many of the public firm’s scientific staff tend to 
leave. But the public company buys many more patents of higher 
quality. This is consistent with the open innovation model we dis-
cussed in chapter 4. So, Bernstein’s research suggests that the pub-
lic firms might change their innovation strategy, rather than their 
innovation effort, at least as measured by patents.

So what is going on here? Market short- termism when it comes 
to intangibles seems to be real: managers cut R&D. But publicly 
quoted firms seem to end up with higher quality patents. One way 
to perhaps reconcile this is via a different strand of research, pio-
neered by the finance economist Alex Edmans, that suggests that 
who a company’s investors are may make a difference.

When you ask managers of public companies why it is impor-
tant to meet earnings targets, they often talk about sending the 
right signals to investors and giving them confidence. Much of 
what managers do when they are planning investments is both 
difficult to explain to outsiders and commercially sensitive, but 
whether or not a company makes the profits it promised is rela-
tively easy to report and to check. A shareholder might well need 
to be very informed and expert to know whether a company’s new 
product was likely to be a success, but anyone who can read an 
income statement can see whether it met its earnings target. You 
might expect informed and expert shareholders to give companies 
more scope to invest in risky and complex things, like intangibles.

How would you measure the expertise of a firm’s sharehold-
ers? Various researchers have used proxies: in particular, they have 
looked at how many of a company’s shares are owned by institu-
tions (rather than individuals) and how concentrated these hold-
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ings are. The logic is that financial institutions tend to be more so-
phisticated than ordinary punters, and that the incentive to study 
and understand a company and its business increases the more 
of its shares any one institution owns. (Research is a scalable in-
tangible investment for stockbrokers, just like anyone else!) An 
investor who spends time and resources to collect information will 
benefit if they hold one share. But they need spend no more time 
and resource to get much greater benefit if they own one million 
shares. This suggests that dispersed shareholders have a poor in-
centive to gather information, an argument showed formally by 
Alex Edmans (Edmans 2009).10

It seems that having more institutional investors and having 
more concentrated investors both encourage investment in R&D. 
Aghion, Van Reenen, and Zingales (2013) compared firms just 
outside the S&P 500 with those that just scraped in. On the whole, 
these firms had similar characteristics, but with one big difference: 
being in the index encouraged more institutional shareholding. 
They found that greater institutional ownership led to more in-
vestment in R&D. Edmans (2014) summarizes evidence show-
ing that concentrated ownership has a similar effect: companies 
with shareholders who control relatively large shareholdings (so- 
called blockholders) invest more in R&D than ones with dispersed 
ownership.

This suggests that the effects of equity markets on intangible 
investment are mixed. There is some evidence that markets are 
short- termist, to the extent that management can sometimes boost 
their company’s share price by cutting intangible investment to 
preserve or increase profits, or cut investment to buy back stock. 
But it also seems that some of what is happening is a sharpening of 
managerial incentives: publicly held companies whose managers 
own stock focus on types of intangible investment that are more 
likely to be successful. And the extent of market myopia varies: 
companies with more concentrated, sophisticated investors are 
less likely to feel pressure to cut intangible investment than those 
with dispersed, unsophisticated ones.

The argument that having concentrated shareholders or block-
holders improves outcomes makes logical sense. After all, if 
shareholders buy and sell shares we cannot just accuse them of 
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 short- termism: the prospects of the company might genuinely 
have changed. So, it is not the duration of the shareholding that 
matters; rather, it is the information base upon which buyers and 
sellers are acting. Blockholders have a sharper incentive to find out 
about the company’s long- term prospects, which nowadays are 
built on their intangible assets. So they are more likely to trade on 
the basis of long- term information, thus supporting managers who 
are making sound long- term investments and penalizing manag-
ers with a short- term horizon. The alignment of shareholder and 
manager incentives that blockholding brings is all the more im-
portant with intangible assets, since they are so often hidden from 
outside investors’ view and so effort is needed to unearth them. 
We’ll discuss further why they are hidden from view in chapter 9.

The Usefulness of Venture Capital, and Its Limits

Given the limitations of bank financing for intangible- intensive 
businesses, and the problems of underinvestment that affect pub-
lic companies, it is no surprise that many people look to venture 
capital to finance the new economy.

After all, VC is a form of financing that developed alongside 
some of the world’s fastest growing intangible- intensive businesses. 
Most of the intangible- rich businesses of Silicon Valley, and many 
high- growth businesses beyond, got their earliest investments 
from the venture capital firms on Sand Hill Road. This form of 
financing has evolved together with businesses like Intel, Google, 
Genentech, and Uber, whose competitive advantages depend on 
intangibles: valuable R&D, novel product design, software, and or-
ganizational development.

Indeed, like the beaks of Darwin’s Galapagos finches that 
evolved to feed on particular cacti, many of the distinctive features 
of venture capital relate directly to the unusual characteristics of 
intangible investments that VC- funded businesses tend to make.

But this adaptation is not perfect: while the best venture capital– 
backed businesses have grown rapidly and expanded around the 
world, venture capital as a form of funding has spread much more 
tentatively. Many governments have tried to foster indigenous 
VC sectors, but very few have succeeded; some sectors where the 
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venture capital model has been applied amid great hope, such as 
greentech and energy, have so far shown disappointing results. 
Spectacular successes have so far been pretty rare. Thinking about 
intangibles also helps us understand the limits of VC, and why it is 
wrong to view it as a panacea.

The Finch’s Beak: Why VC Works for Intangibles

VC has several characteristics that make it especially well- suited 
to intangible- intensive businesses: VC firms take equity stakes, not 
debt, because intangible- rich businesses are unlikely to be worth 
much if they fail— all those sunk investments. Similarly, to sat-
isfy their own investors, VC funds rely on home- run successes, 
made possible by the scalability of assets like Google’s algorithms, 
Uber’s driver network, or Genentech’s patents. Third, VC is often 
sequential, with rounds of funding proceeding in stages. This is 
a response to the inherent uncertainty of intangible investment. 
The nature of uncertainty in start- ups is that it tends to reduce 
over time. When Peter Thiel made the first external investment 
of $500,000 in Facebook in 2004, the company’s fortunes were 
considerably more uncertain than when Microsoft invested $240 
million in 2007. Funding in rounds helps resolve uncertainty by 
working through the development of business in stages. For in-
vestors, it creates an “option value,” that is, a value to delaying 
follow- on investment until information is revealed. These options 
are particularly valuable for businesses whose cost of innovating is 
relatively high.

One way to understand VC is to look where it does and doesn’t 
work. Biotech has many VC firms that provide much funding: it 
seems to work. Because of the sunkenness theory, financing risk 
is higher for industries that have to go back to the capital market 
again and again and have no assets or products that can be sold 
at each stage. However, in biotech the process has a number of 
distinct stages, and there have developed institutions that can at 
every stage of the process sell part- approved patents, etc. In addi-
tion, intellectual property rights (IPRs) have developed that en-
able knowledge at the various stages to be appropriated and so 
marketed. By contrast, green energy has much smaller VC activity. 
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But this is an area with massive uncertainty, few distinct stages, 
and poorly established property rights.

The nature of intangible investment can also explain how ven-
ture capitalists add value to the businesses they invest in. One of 
the odd things about venture capital is the persistence of strong 
performance among funds— that is to say, the fact that the best 25 
percent of venture capital funds tend to be the same funds, year 
after year and even decade after decade. This is far from usual in 
financial markets. A recent UK study found in the mutual fund 
industry that the best- performing 20 percent of fund managers 
were among the worst performing 20 percent a year later (Van-
guard 2015). Private equity funds show similar variability over 
time. But high- performing VC firms tend to do well in fund after 
fund year after year.

One might think this is because venture capitalists are profes-
sional, highly remunerated people who are good at picking invest-
ments or at sitting on company boards. But then again, the people 
who run mutual fund businesses and private equity funds are 
professional and highly paid too, and the superior performance of 
these funds does not persist.

One possibility is that this persistence stems from the character-
istics of the intangible assets that VC- backed businesses invest in. 
We have seen that intangibles often have significant synergies with 
one another: for example, combining Google’s search algorithm 
with an e- mail application gave rise to Gmail, which was radically 
better and more profitable than its competitors when it launched 
in 2004. We have also seen that intangibles are often contested: it 
is harder for Uber to “own” its network of driver- partners than it is 
for a cab company to own a fleet of cars, and the value of the Uber 
asset is up for grabs in a way the fleet of cars is not.

When we look at successful VC funds and their partners, we see 
people who are highly networked and personally credible in their 
fields of investment. In the 1980s, before the Japanese economy 
became unfashionable, the veteran venture capitalist John Doerr 
used to say that his firm, Kleiner Perkins, built American “keiretsu,” 
the interlocking business networks that used to dominate Japanese 
industry; to put it another way, the firm built informal links be-
tween its portfolio companies, allowing them to exploit synergies 
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of intangibles.11 Few people praise Japan’s keiretsu nowadays, but 
Silicon Valley boasts a VC firm called Keiretsu Capital, and the 
best funds in the United States, Israel, London, and Stockholm all 
strive to nurture stables of businesses and exploit commonalities 
among them.

The social connections and reputation that the best VC firms 
enjoy help them not only to build networks to exploit synergies, 
but also to increase the value of contested assets. Particularly in 
fields like software and Internet services, the value of an intangible 
investment depends heavily on how it fits into a wider techno-
logical ecosystem: a new app may be worth a lot more if it inte-
grates with Google Calendar; an analytical software business may 
be worth more if it can develop a partnership with an online ad 
distribution business. Well- connected VC firms also ensure their 
start- ups are plugged into open innovation networks. This has a di-
rect financial benefit for the VC funds to the extent that it makes 
it easier for companies to be sold to trade buyers, thus earning a 
return for the fund; it also helps limit the amount of capital the 
fund itself needs to raise to get to an exit. The connections and 
reputations of VC funds and their partners add value to the intan-
gible investments of the companies they invest in. What’s more, it 
is plausible that this advantage persists over time, since it depends 
not only on the networks of partners but also on the portfolios of 
companies a firm is invested in.

Indeed, the recurrent critiques of the lack of diversity of Silicon 
Valley’s VC sector and the companies that it backs can be seen as 
a reflection of the importance of social capital. We might speculate 
that the reason VCs can seem like a clique is not because the ven-
ture capitalists are unusually bad or cliquish people, but because 
the underlying model of the VC business thrives on dense social 
networks, which will always tend to gravitate to cliquishness in the 
absence of countervailing effort, and perhaps even then.

What Venture Capital Can’t Do

So there is a strong case for saying that venture capital is well 
suited to investing in intangible- rich businesses and should be 
rightly held up as a positive type of financial innovation. But VC 
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is not a panacea for business investment, and on its own VC will 
struggle to solve the problem of how to finance the capital devel-
opment of an intangible economy.

There are three problems that face VC firms and VC- backed 
companies, some of which arise from the nature of intangible in-
vestments themselves.

The first is the problem of spillovers. The managers of VC- 
backed firms have strong incentives to create valuable companies— 
really successful founders can, after all, become very rich. But as 
we saw in the context of publicly owned companies, strong incen-
tives on managers make them less willing to invest in intangibles 
whose returns will more likely than not go to other companies. So 
expecting VC- backed firms to do Bell Labs– style basic research 
is unrealistic. More often than not, Silicon Valley (and other tech 
ecosystems, like Israel’s) relies on publicly funded university re-
search for these basic intangibles.

The same is true where the size of intangible investment re-
quired is very large and very uncertain: developing commercially 
viable fourth- generation nuclear reactors or new green energy pro-
cesses, for example, requires investments much larger than most 
VC funds will make, with high spillovers.

Finally, it turns out that the remarkable ability of VC funds to 
manage contestedness and spillovers is, unlike an algorithm or a 
brand, very hard to scale up. Silicon Valley’s VC sector took four 
decades to mature, in the presence of considerable public subsidy, 
both direct (from Small Business Investment Companies) and in-
direct (from defense contracts that provided revenue streams for 
VC- backed companies). Part of what took so long was the process 
of embedding venture capital in the ecosystem of the tech indus-
try, such that entrepreneurs sought out funds, large companies 
bought start- ups, and generations of entrepreneurs and venture 
capitalists mentored one another. Replicating this in a new indus-
try, even with the help of an open- handed government, takes time. 
It is no surprise that of the many developed countries that have 
spent decent slugs of taxpayer money over the past thirty years 
trying to create their own equivalent, most, as Josh Lerner points 
out in his aptly titled book The Boulevard of Broken Dreams, have 
had limited success.
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If venture capital is well tailored to some aspects of intangible 
investment, but very hard to scale, where does this leave policy-
makers? On the one hand, they should moderate their expecta-
tions about what VC can do for capital development in the short 
term in countries and places that do not already have a globally 
significant VC sector: growing a VC sector is a twenty- year proj-
ect, not something that can be achieved between elections; and 
while public subsidy is helpful, it cannot substitute for time.

We should also be cautious about the potential for VC to trans-
form established sectors where it currently has little traction. 
Again, the social ties on which VC depends seem to take time to 
establish in new industries. The challenge is an order of magnitude 
harder in sectors where innovation involves much larger capital 
investment, such as energy generation. It would be presumptu-
ous to say that VC cannot work in a field like nuclear energy, but 
it would require funds of a scale not seen before, with plenty of 
opportunities for pioneers to lose money along the way. Even in a 
well- functioning VC sector, then, the need for government to fund 
spillover- rich intangibles and the need for established larger com-
panies to find a separate way to finance them will persist. The gov-
ernment might do that funding directly, or maybe through other 
publicly funded institutions: universities perhaps.

conclusion: The capital Development  
of an intangible economy

Let’s conclude by thinking about the longer term. If we assume 
that intangible investment will become increasingly important for 
businesses, what sort of financial institutions and funding mecha-
nisms will be required to support it, and what opportunities will 
this create for investors?

First of all, we would expect to see a shift away from bank 
lending as a means of financing businesses. Some of this slack 
would be taken up by the creation of new debt products secured 
against intellectual property, but for the most part there would 
be a shift toward the use of equity as a means of financing small 
and medium- sized businesses. This would rely on significant fur-
ther tax reform— ending the favorable tax treatment of debt, for 
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 example, and introducing more tax advantages for start- ups— and 
on the evolution of new financial institutions to enable small- scale 
equity investment and to facilitate due diligence.

We would expect to see public equity investment dominated 
more by institutions, some of which would commit to taking large 
stakes in intangible- rich companies, enabling greater investment. 
This would require removing some regulations that discourage 
blockholding, and it would also rely on better tools for institutional 
investors to appraise and value intangible investments. Some of 
these tools may in time give rise to changes in financial accounting 
standards, so that public companies’ balance sheets better reflect 
their (by now mainly intangible) investments (Lev 2001; Lev and 
Gu 2016). Given that at least some intangible investments cur-
rently seem to be undervalued, there would for a time be the op-
portunity for funds to make excess returns by buying and holding 
stock in intangible- rich companies and supporting management 
plans for further intangible investment. We might also expect to 
see an increase in the number of large privately held companies, as 
certain companies with large blockholders decide the benefits of 
being public are exceeded by the disclosure cost— which, in an age 
of spillover- rich intangibles, may be higher.

There may also be a different strategy available to the largest in-
stitutional investors: to invest broadly across an ecosystem, to such 
an extent that it is worth approving management plans for intangi-
ble investments even if they have large spillovers, since these large 
investors will benefit from the investment even if a different firm 
takes advantage of it because they have a stake in the industry as 
a whole. This tactic of investing across a particular industry (such 
as energy) could be applied more broadly perhaps— especially by 
very large investors such as sovereign wealth funds. This seems to 
be the most likely way that a latter- day generation of Bell Labs 
might arise under private finance.

We will probably also see an expansion of venture capital, 
though whether serious VC sectors will arise in many places, or 
break through into entirely new sectors, is less certain. Either way, 
they will continue to rely on close relations both with established 
firms and with publicly funded intangible investments (such as 
long- run scientific research and development) to thrive.
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VC coevolved alongside a particular type of intangible- intensive 
business, so we might expect them to be well adapted to one an-
other. This link between intangible investment and both the ad-
vantages and challenges of VC is not just a matter of idle curiosity. 
It is of practical importance because it provides clues to what sort 
of financial system we might expect in a world where intangible 
investment becomes the norm, and what sort of institutions might 
be required to invest in other intangible- rich businesses.

Finally, if public subsidies to private sector institutions cannot 
generate enough public spillovers then maybe there will be growth 
in the importance of publicly subsidized knowledge generators: 
universities. But for support to be forthcoming, they would have 
to be truly public knowledge- generating institutions, and experi-
ments in organizational form are probably necessary. Perhaps that 
is best done by research institutes rather than conventional uni-
versities and, perhaps paradoxically, the research that should be 
supported should explicitly not be immediately commercializable, 
since that can be left in private hands.
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Competing, Managing, and  

Investing in the Intangible Economy

What will successful companies look like in an intangible- rich econ-
omy, and how can managers and investors create and invest in them? 
In this chapter we’ll look at what people thought the new economy 
might mean for companies and managers, and how it hasn’t quite 
worked out that way, due, we think, to the characteristics of intan-
gibles. We’ll then look at whether the rules for sustaining competitive 
advantage have changed (they haven’t), if management is becoming 
more important (it is), and how suited current accounting measures 
are for investors to identify such advantage (they aren’t).

Back in the heady days of the late 1990s, when pundits began to 
be excited en masse about a new economy, there was something 
of a shared vision of what businesses would need to do to succeed 
in the new economy, and what that would mean for management 
and working life.

Charles Handy’s 1994 book The Future of Work forecasted, 
presciently, a future of portfolio jobs and careers for the well- 
educated and precarious subcontracting for others. Charles Lead-
beater’s Living on Thin Air, published at the height of the dot- com 
bubble, begins with a portrait of the author as a portfolio knowl-
edge worker and then identifies eight characteristics that success-
ful new economy companies would have: they would be cellular, 
self- managing, entrepreneurial, and integrative; they would offer 
their staff ownership stakes; and they would need deep reservoirs 
of knowledge, public legitimacy, and collaborative leadership. The 
view of how businesses succeed blends Japanese management 
theory such as Nonaka and Takeuchi’s concept of the “knowledge- 
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creating” company (in a book of the same title, 1991) with stud-
ies of entrepreneurial innovation observed from the Silicon Valley 
firms of the day.

Like many of the things in Handy’s and Leadbeater’s books— 
both of which have aged rather well— all of these predictions have 
to some extent come to pass. Drop into a coffee shop in any of 
the world’s major cities, and you will see peripatetic knowledge 
workers of the type that Handy described in the early 1990s. Look 
at the way people talk about the world’s most admired businesses 
(“What Would Google Do?”), and you will see praise for the kind 
of knowledge- intensive, collaborative, networked business innova-
tion that would not have seemed out of place in 1990s California 
or Japan.

But some things have turned out somewhat differently, either 
because they buck the trend of knowledge- intensive, modular 
businesses and the nomadic, entrepreneurial knowledge workers, 
or simply because they were less obvious back in 1999.

A graphic illustration of this is the Amazon warehouse. Sarah 
O’Connor, writing in the Financial Times in 2013, painted a vivid 
portrait of working and managing in the Amazon warehouse in 
Rugeley, in the UK’s West Midlands.1 The word “autonomous 
knowledge work” is unlikely to figure on the employees’ job de-
scription. Warehouse staffers have GPS trackers that optimize 
their route to package an order: relatively straightforward if the 
order is just a book, but a formidable technical achievement if the 
order is a book, a vacuum cleaner, Junior Monopoly, and a pair of 
skis. Of course, the tracker also enables managers to keep an eye on 
where the workers are and how fast they are moving. O’Connor 
describes managers sending text messages to employees to speed 
up and advising them to put Vaseline on their feet to prevent blis-
ters from all the walking (up to 15 miles per shift is quoted). So 
in the actually existing new economy, not everyone turned out to 
be a “self- facilitating media node” (as late 1990s knowledge work-
ers were sarcastically described by satirist Charlie Brooker). The 
intangible economy is as much about Amazon warehouses and the 
Starbucks operating manual as it is about hipsters in Shoreditch 
and Williamsburg, or empowered Kanban production workers in 
Japanese- inspired factories.
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Perhaps a second way that the new economy has turned out 
unexpectedly is the emergence of the cult of the manager. Endless 
management hagiographies adorn airport bookshelves. Managers 
get invited to Davos. Jack Welch, the former CEO of General 
Electric, has an institute named after him. And, of course, CEOs 
are famously highly rewarded. Now this has been supplanted by 
the new cult of “leadership.” Figure 9.1 sets out by decade the 
number of times “leadership,” as against “management,” is men-
tioned as a subject in an article in the Harvard Business Review. 
References to management have grown steadily. But references to 
leadership have exploded since the 2000s.

This idolatry is in many ways a huge puzzle. Don’t we live in a 
much less deferential age? Aren’t we less willing to take instruc-
tions and less trustful of authority figures? Surely changes in social 
norms would appear to bias people away from these reverential 
attitudes to managers and leaders?

A third way that the new economy has turned out, perhaps not 
quite as expected, is what might be called a “rush for scale.” Along-
side the small portfolio contractors and lean, networked businesses 
we see some behemoths: new multi- billion- dollar companies with 
big scale and bigger ambitions. As we have seen in chapter 5, the 
leading firms seem to have become even more leading: more prof-
itable, more productive. Peter Thiel, the cofounder of PayPal, has 
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written engagingly on these issues in his book Zero to One, stress-
ing that commercial success is built on exploiting network effects 
and economies of scale: as he points out, Twitter can easily scale 
up but a yoga studio cannot.

We shall argue that these seemingly contradictory changes all 
arise from the essential economic characteristics of intangible as-
sets. To tell this story, we start by arguing that the evolution of 
work and the cult of management come not only from changes 
in social norms and the like, but also from the evolution of com-
panies. In turn, these companies are trying to compete in their 
market. Thus we start by setting out the pressures companies are 
under to compete and how the growth of intangibles changes 
what companies have to do. As we shall see, in an intangible- rich 
economy, the pressure to compete pushes companies toward large 
scale and an emphasis on management. This not only changes how 
companies compete and manage but also where investors should 
look for returns, so we conclude with some advice for them.

competing

One of the most important practical questions put to experts 
in business strategy, management, accounting, and economics is 
“How can my firm get ahead?” Not surprisingly, such a question has 
elicited many answers.

The starting point is to refine the question, since it all depends 
on what you mean by “getting ahead.” One way to get ahead is 
short- term manipulation of accounting aggregates. As we observed 
in chapter 8, cutting R&D, for example, cuts current spending, 
and, if the firm already has a good stream of revenues from previ-
ous R&D, this may have no negative effect on revenues for years. 
Revenues the same, costs down, hey, presto: profits up. As we shall 
see later in this chapter, and as Baruch Lev and Feng Gu have 
pointed out (2016), accounting conventions make it very hard for 
outside investors to see if firms are doing this. But, for the mo-
ment, let us take from this observation that a more sophisticated 
version of “How can firms get ahead?” is to ask “How can firms im-
prove performance that is sustainable?”— that is, not via short- term 
manipulation.2
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The easiest way to see how firms might create sustained com-
petitive advantage is to start by thinking about a world where they 
cannot. According to the US Department of Agriculture, in 2016 
there were around 25,000 farms in Idaho, cultivating almost 12 
million acres, with an average farm size of 474 acres (of which 60 
percent were below 100 acres).3 That means that each single farm 
area is about 0.004 percent of total cultivated area. Despite the 
geographical advantages of Idaho, especially in potato production 
(southern Idaho has warm days and cool nights during the po-
tato growing season), it’s pretty unlikely that any individual farm 
is going to have much advantage over another. Their outputs are 
going to be the same, and their inputs, the machines, soil, and ex-
pertise, are likely the same too.

All this suggests that sustainable competitive advantage comes if 
a company can do something distinctive, or if it owns a distinctive 
asset. An Idaho farmer cannot do better than their neighbor, but 
can do better than a farmer in Canada, since they own the distinc-
tive asset of land in Idaho. Of course, a distinctive asset might not 
necessarily be an input, but it might be reputation or a network 
of customers (Swiss watches, say, or Facebook). The management 
literature calls these distinctive assets “strategic resources” and says 
they have three characteristics. They are (a) valuable (e.g., a pat-
ent), (b) rare (e.g., a landing slot at a busy airport), and (c) hard to 
imitate (e.g., Swiss watch reputation).4

So the advice to managers has always been: build and maintain 
distinctive assets. And to investors: look for firms that have these 
types of assets. Does that advice change in an intangible world? 
No. But the intangible- rich world is precisely a reflection of firms 
that are increasingly taking this advice. Why?

It’s pretty unusual that a tangible asset is going to be a source 
of distinctiveness. Perhaps a specially customized machine might 
be. But for the most part tangible assets are not going to be dis-
tinctive. A bank might build a grand head office with a soaring 
atrium, colorful fish- tanks, and minimalist desks in the lobby. But 
any other company can do that too. It’s much more likely that 
the types of intangible assets we have talked about in this book 
are going to be distinctive: reputation, product design, trained 
employees providing customer service. Indeed, perhaps the most 
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distinctive asset will be the ability to weave all these assets to-
gether; so a particularly valuable intangible asset will be the 
 organization itself.

These insights are implicit in Peter Thiel’s book Zero to One. 
His view is that commercial success is built on four character-
istics: building a proprietary technology; exploiting network ef-
fects; benefiting from economies of scale; and branding. These 
recommendations are firmly in line with the strategy for an 
intangible- rich business, based on the four S’s that we discussed 
in chapter 4. So, for example, he rightly points out that Twitter 
can easily scale up: a prime example of economies of scale in ac-
tion. By contrast, he uses a yoga studio as an example of a busi-
ness that cannot scale up and so is destined to stay small. As we 
have seen, Les Mills International had to adopt a very different 
business model from traditional gym businesses in order to grow 
to the size it did.

The emphasis on network effects is an insight of Thiel’s that 
suggests that governments might become more important to com-
pany success in the future. One of Peter Thiel’s PayPal cofound-
ers, Elon Musk, is currently involved in what might become one 
of the ultimate network businesses: self- driving, battery- powered 
cars. The network effect would be familiar to any nineteenth- 
century entrepreneur. Horses and carts needed a gigantic network 
of stables to feed and water the horses and repair the carts. Then 
gas- driven cars needed a gigantic network of garages and gas sta-
tions. Now, electric cars will need a network of charging stations. 
To implement all this requires state help, and Musk has been as 
much an entrepreneur in getting the support of governments as 
he has been in driving the technology in the business. The legal 
travails of Uber and AirB&B are similar examples.

But one characteristic of successful businesses that Thiel seems 
to omit is building a good organization. Wal- Mart and K- Mart are 
in the same industry, have more or less the same types of trucks 
and fixtures in their stores, and stock very similar goods. Yet even 
to the everyday observer, they are vastly different. What makes 
them different is in part their reputation, but also the very orga-
nization itself. So let us turn to the organization and, in particular, 
the role of management and leadership.
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managing

One reason for the celebrity status of managers is offered by the 
consistently fascinating blogger Chris Dillow,5 namely, the cogni-
tive bias of “fundamental attribution error.” As we discussed in 
chapter 6, if people tend to relate the success of a company to its 
hero manager, rather than to general progress of technology or the 
state of the economy or the organizational capital embodied in 
the company itself, they may reward the manager too highly. Thus 
the manager or leader becomes the subject of a cargo cult. Boards, 
cowed by the social norms of the age, grant managers excessive 
salaries, which inattentive shareholders are apparently willing to 
put through on the nod. Outside observers fulminate as top mana-
gerial salaries, even in the public sector, become multiples of what 
a prime minister or president gets paid.

As the brilliant economist- educator Russell Roberts (2014) 
points out, chroniclers of the cult of celebrity have an extensive 
pedigree. Writing in The Theory of Moral Sentiments in 1759, 
Adam Smith points out, “We frequently see the respectful at-
tentions of the world more strongly directed towards the rich 
and the great, than towards the wise and the virtuous.” This 
perfectly anticipates the modern day cult around Z list celebri-
ties. He argues that a fascination with others who are loved is 
part of our natural desire to be loved ourselves. So a natural 
obsession with celebrities is funneled toward managers, regard-
less of their virtue.

Management and Monitoring

We’ve seen that the intangible economy will build more assets 
that are sunk, have synergies, can be scaled, and potentially confer 
spillovers. Can these characteristics explain the rise of reverence 
for management? To answer this question we need to step back 
and ask a much more basic question: What are managers for?

Maybe everyday life provides the answer: they manage. They 
provide leadership and strategic direction to companies. They in-
spire and motivate. They plan and execute. A moment’s reflec-
tion, however, makes one not so sure. They spend time in pointless 
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meetings. They award themselves pay increases and don’t take the 
blame when things go wrong.

These observations are unhelpful because they are not answers 
to the question: they describe what managers do, but not what 
they are for. To begin to get an answer, let’s think about your re-
lationship with your window cleaner. When the window cleaner 
comes around to your house, it’s a fair bet that you do the same 
thing as everyone else. You ask the price. The cleaner does the win-
dows. You have a quick look at the windows and, if they are clean, 
you hand over the money.

Where is the management, leadership, and strategic direction in 
this transaction? Where are the management consultants? What 
about the financial, legal, and health and safety advisors? The an-
swer, to economists, is that they aren’t needed because the market 
has taken care of the entire process: you have agreed on a price, 
the seller has delivered, the buyer pays.

But engaging a window cleaner seems different from running a 
firm. It’s true that workers in the firm have agreed on a price for 
their labor, but there is no (or there shouldn’t be) hour- by- hour 
haggling about prices and responsibilities. Instead managers within 
a firm have something else: they have authority. That is, they have 
the right to instruct their colleagues what to do in the execution of 
their tasks and to remove them if they don’t perform. Of course, 
you can refuse to pay your window cleaner if the task isn’t per-
formed satisfactorily and get them out of your house, but that 
just says you can choose to stop any commercial relationship. But 
firms are different. In firms, managers have the authority to choose 
whether their workers work with the firm’s assets, using the firm’s 
machines or transacting on behalf of the firm, and so working with 
the firm’s reputation. You can’t stop your independent window 
cleaner from using their bucket since you don’t have the author-
ity, but if you managed a firm of window cleaners you would be 
able to.

So to an economist, the question “What are managers for?” hides 
a deeper question: “What’s the role of authority in an economy?” Ac-
tually, this is a much harder question than it appears. To see why, 
start with an economy where we know the answer: North Korea. 
In a centrally planned economy authority decides everything: who 
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gets food, when they get electricity, what jobs people do, is all de-
cided by the planners. So authority simply decides.

So who decides in a noncentrally planned economy? Fried-
rich von Hayek was awarded the Nobel Prize for Economics 
in 1974 for coming up with a brilliant answer: nobody. To buy 
a pencil in a market economy, one simply goes into a shop to 
get it. Purchasers of pencils don’t know those who made the 
pencil— who mined the graphite, cut down the trees, or trans-
ported the pencil to the shop— so can hardly issue them with 
instructions. Those engaged in its production, the miners, the 
tree- fellers, and the truckers, take instructions not from the in-
dividual pencil buyers but via the price system. If pencil prices 
rise, more graphite is mined, more trees are felled, and more 
wood is transported. No personal authority is required, since 
the price system issues the instructions.

In light of this, in 1937 Ronald Coase (another Nobel laure-
ate) asked a deceptively simple, but very profound, question: Why 
then do firms exist? If markets do a pretty good job coordinating 
the economy, what’s the need for firms? Coase’s answer was that 
firms did a cheaper job of coordination than markets. Inside a firm, 
Coase said, coordination by internal markets would be very costly 
since you would have to (a) discover what the market prices are 
and (b) negotiate a contract for each and every transaction.

This is where managers come in. If the market cannot coordi-
nate activity but authority can, then someone has to exercise the 
authority. That person is the manager, where managers are defined 
as people in a firm who have authority. That’s quite a neat defini-
tion and is, indeed, used by statistical authorities when they run 
occupational questionnaires and ask people to self- report if they 
are managers.6

So, costs are avoided inside the firm via authority. Rather than 
haggling all the time, an employer tells an employee what to do 
and the employee does it. Hence, the role for managers. They per-
form the coordination activity within a firm that a market cannot, 
and they do so via authority.

Coase’s reasoning has considerable power. In 2014 the Califor-
nia courts delivered their verdict on whether FedEx drivers are 
contractors for FedEx or employees.7 Had Coase been alive (he 
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died the year before, aged 102) he would have been the perfect 
expert witness. They decided that FedEx was an employer pre-
cisely because they told the drivers what to do: exactly Coase’s 
reasoning.

The exercise of authority seems like a good description of the 
Amazon warehouse above. A lot of careful process engineering 
has combined to allow a system where the optimal route around 
the warehouse can be computed very efficiently. As the economist 
Luis Garicano has pointed out (2000), enhancements in informa-
tion technology have improved the flow of information around 
the organization. A fall in the price of information might lead to 
less authority: the breakdown of hierarchies, with autonomous 
workers e- mailing ideas up to the boss. However, monitoring has 
also become more efficient with the growth of IT, so, in the Ama-
zon case, IT has reinforced a “command and control” type of orga-
nizational design.

Thus, part of the reason for the perhaps unexpected growth in 
this type of very nonautonomous work is that the intangibles of 
organizational development and software enable more and more 
effective monitoring. Thus they are substitutes for autonomy. 
Under the right circumstances (or should that be the wrong cir-
cumstances?), it automates autonomous labor in the same way 
a machine automates physical labor. Marxist economists have a 
name for this additional monitoring role: “power- biased techno-
logical change” (see, e.g., the discussion in Guy 2014). Other ex-
amples are the cash register and the tachometer in a truck (the 
“Spy in the Cab”). All in all, how work changes and, therefore, how 
the nature of management changes depends on where you sit in 
the intangible value chain.

Management in an Intangible- Rich World?

If management is just monitoring, then, of course, changes in mon-
itoring technology, such as IT, change management. Indeed, there 
might be less need for management if authority can be exerted 
by anyone with tracking software. There doesn’t seem to be any 
special role for intangible assets and no reason why the cult of 
management and managerial rewards would get bigger. So, is there 
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more or less need for management and authority in an intangible- 
rich firm than in a tangible- rich firm?

In a second wave of work following Coase, economists like 
Oliver Williamson thought harder about the haggling problems 
that Coase had said could be solved by monitoring and author-
ity within firms. In particular, Williamson observed that haggling 
would be particularly costly where parties sink costs. Once a rail-
way firm, let us say, has laid some track, the firm has committed 
capital to the business in general and the route in particular. This 
potentially puts such workers in a powerful bargaining position. 
The anticipation of such a disadvantageous position might then 
deter the firm from making an initial investment: known in eco-
nomics as the hold- up problem.

Now, if intangible investments are particularly significant for 
a firm, and if those investments are sunk, then the opportunities 
for hold- up are potentially substantial. That puts the costs of hag-
gling potentially very high. If managers of those firms can exert 
authority and avoid this potentially costly, wasteful haggling, those 
managers will be potentially very valuable. So, maybe one reason 
for the emergence of highly rewarded managers is that in the in-
tangible economy, the stakes are much higher, so there’s a much 
higher demand for them.

The other features of intangibles would also raise the demand 
for internal coordination by managers. Much the same reasoning 
goes for synergy. If intangibles have lots of potential synergies, 
then to capture them effectively requires transacting within a firm 
and encouraging interactions with others who are similarly sink-
ing costs. And if those combinations of intangibles can yield scale, 
then firms will get very large too, and their managers will be in 
high demand.

So even if all firms might need authority and coordination, the 
move to an intangible- rich firm will raise the demand for such 
coordination and so raise the demand for managers. But what will 
those managers do exactly?

One way to answer this question is to pose another: If the intan-
gible economy will put a premium on good coordination by star 
managers, why isn’t the whole economy taken over by these great 
managers? Intangibles do indeed predict giant firms, as measured 
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by revenues, since intangibles can be scaled (think of Facebook’s 
revenues). But what about giant firms, as measured by the number 
of employees? After all, if exploiting intangibles needs synergies 
then surely one needs giant firms with many employees to inter-
nalize all those benefits.

One answer is that intangibles, like routing software, make 
monitoring easier and so firms can get bigger. The countervail-
ing force is that managing large firms is hard, and managing large 
intangible- intensive firms is even harder. Of course, the natural 
limitations of attention span and bandwidth make authority over 
giant firms very hard to manage, be they tangible or intangible. But 
in intangible- intensive businesses there are two particularly hard 
challenges.

The first arises from the synergies that are endemic in intangibles. 
Information- sharing is going to be very valuable, for when intan-
gibles are combined with each other, the whole can be more than 
the sum of the parts. Is authority the way to organize these combi-
nations? It depends on the structure of information in the firm: In 
other words, do managers or workers know better what’s going on?

The usual response for many firms is that the workers know 
what’s going on, since managers are remote and out of day- to- 
day touch. But with synergistic firms, precisely the opposite might 
hold. Maybe only the managers know what’s going on, since only 
the managers can see the big picture and realize how the synergies 
might link up. All this suggests that both sides need each other, 
and it’s not clear if authority is going to be the right way to orga-
nize information- building.

The second problem with managing an intangible business is 
that, as employment gets increasingly knowledge- intensive, the 
importance of key knowledge workers to the firm rises if their 
knowledge is tacit. And keeping those assets is harder than keep-
ing physical assets. Tangible assets can be secured by lock and key: 
intangible assets not so.

All this means that in intangible- intensive firms there will be 
a premium on managers who can share information both up 
and down the organization and keep loyal workers sticking to 
the firm. That means using authority in a way that builds a good 
organization.
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Building a Good Organization

Anyone who has spent time in more or less any workplace will 
probably recognize Milgrom and Roberts’s observations on the 
near- universal reputation of personnel departments as represent-
ing everything that’s bad about an organization:

In every organization with which we have been associated, 
and in most of those of which we have heard, the Person-
nel Department is viewed by line managers and employees 
as unresponsive, rule- bound, and bureaucratic. It takes for-
ever to get a decision from Personnel, and the decisions seem 
aimed more at maintaining the Personnel Department’s pre-
cious rules, procedures, and job classification/earnings and 
experience/earnings curves than at attracting, rewarding, and 
retaining the best people for the organization. Moreover, pro-
tests fall on deaf ears: Personnel people are always in meet-
ings when you try to reach them, and they do not return your 
calls. (Milgrom and Roberts 1988, S176)

If personnel departments are the problem, not the solution, 
what about star managers? Boris Groysberg, Andrew McLean, 
and Nitian Nohria studied twenty managers who left GE be-
tween 1989 and 2001 to become CEOs of other companies 
(Groysberg, McLean, and Nohria 2006). As it turns out, there 
are a lot of CEOs of major US companies who were from GE 
over their sample period: James McNerney at 3M and Robert 
Nardelli at Home Depot, for example. They studied profits (rela-
tive to a sensible comparator) in companies following three years 
of the new CEO’s tenure. The result was disappointing for the 
reputation of managers as uniform superstars— they found that 
the managers were by no means uniformly successful. In nine 
out of the twenty cases firms did much better than their com-
petitors (on their measure, annualized abnormal returns, by 14.1 
percent) but in the other eleven, firms did substantially worse 
(by −39.8 percent).

So, what makes a good organization? The Amazon warehouse 
suggests one answer: more coordination. Issue more instructions, 
write tighter employment contracts, and enforce noncompete 
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clauses when workers leave the firm. Despite its overtones, one 
might see how this might be a good way forward for some firms, or 
divisions within firms. Amazon, for example, might take the view 
that their reputation for fast delivery needs close supervision of 
their dispatch workers. Starbucks might argue that their reputa-
tion for coffee means telling baristas exactly what to do.

And some systematic evidence supports this view. The econo-
mists Nicholas Bloom and John Van Reenen and their coauthors 
have extensively surveyed firms to ask about the quality of their 
management. Such quality is very hard to measure, and they 
use a series of questions, building on work by McKinsey, about 
management practices (see www.worldmanagementsurvey.org). 
This divides into monitoring (monitoring the firm and improv-
ing); targets (setting targets and acting upon them); and incen-
tives (rewarding employees based on performance). As they 
nicely summarize: “Our methodology defines a badly managed 
organization as one that fails to track performance, has no ef-
fective targets, and bases promotions on tenure with no system 
to address persistent employee underperformance. In contrast, a 
well- managed organization is defined as continuously monitor-
ing and trying to improve its processes, setting comprehensive 
and stretching targets, and promoting high- performing employ-
ees and fixing (by training or exit) underperforming employees.” 
(Bloom et al. 2011, 7)

But this might not be good management in all circumstances. 
Consider a firm that sets stretching targets, as in the Amazon 
warehouse, for example. For workers in it for the short term, 
maybe to earn extra cash for Christmas, they will work really hard 
and then stop. (Indeed O’Connor mentions that many workers 
are let go after the Christmas rush.) Good for them and good for 
Amazon. But what about workers in it for the long term? If they 
move fast around the warehouse before Christmas, their manag-
ers will crank up the target and require them to move even faster 
after Christmas. This is known as the “ratchet effect,” discussed 
by Weitzman (1980), who credits it to Berliner (1957), writing 
about Soviet planning. Thus dispatchers work less hard initially, 
defeating the object of the incentive scheme. Maybe not such 
good management after all.8

http://www.worldmanagementsurvey.org
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Another problem with having managers do lots of target setting, 
performance reviews, and the like is politicking. Suppose workers 
realize that they can do better for themselves by spending time 
not producing or innovating or helping, but by trying to persuade 
their manager. Maybe the manager might be persuaded that the 
task is very hard, and so setting relaxed targets is good. Or that a 
bonus is really needed. Or that performance really was very good. 
This time spent on what the economists Paul Milgrom and John 
Roberts politely call “influence activities” is time spent away from 
productive activity (Milgrom and Roberts 1988). Again, maybe 
not such good management after all.

In both of these examples, a good organization is about com-
mitment. In the ratchet effect example, the organization benefits 
if it commits not to punish good performance now with over- 
stretching targets in the future. One way to do this is not gear 
high reward on day- to- day performance, but instead promise a 
steady trajectory of reward over the longer term. Likewise, re-
ducing politicking means committing to not making minute- by- 
minute adjustments of terms and conditions, but, again, to look 
at performance over a longer run. And in Milgrom and Robert’s 
view, this design of the (caricatured) personnel department is 
one form of that commitment. If personnel bends rules instantly 
in response to any demand from any employee, everyone will 
spend their time lobbying. Having rules and being unresponsive 
commits to not being swayed by influence activities and so dis-
suades employees from them.

So how can managers build a good organization in an intangible- 
intensive firm? One answer to that question is to choose the right 
organizational design, and that choice depends on whether your 
organization predominantly uses or produces intangibles.

So, if you are predominantly a producer of intangible assets 
(writing software, doing design, producing research) you prob-
ably want to build an organization that allows information to flow, 
helps serendipitous interactions, and keeps the key talent. That 
probably means allowing more autonomy, fewer targets, and more 
access to the boss, even if that is at the cost of influence activi-
ties. This seems to describe the types of autonomous organizations 
that the earlier writers, like Charles Leadbeater, had in mind. And 
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it also seems to describe the increasing importance of systemic 
innovators. Such innovators are not inventors of single, isolated 
inventions. Rather, their role is to coordinate the synergies that 
successfully bring such an innovation to market.

Similarly, the skills to manage the innovation process will be 
different than before. As we have seen, the rise of the intangible 
economy makes the innovation process itself more important. The 
management scholars Mark Dodgson, David Gann, and Ammon 
Salter (2005) describe how it has changed from what was the 
traditional taxonomy of “research” and “development” to a func-
tional description of the process of “Innovation Technology,” as 
needing “thinking,” “playing,” and “doing,” stressing the new scope 
for easier exchange of ideas, experimentation, and faster imple-
mentation of ideas.

What if, by contrast, you are more a user of intangible assets: 
say, the Amazon warehouse, using the knowledge of the routing 
algorithm, or Starbucks, using the franchise book? For these firms, 
the organization and so management would look different. You 
probably want to have more hierarchies and short- term targets, 
since you are less worried about information flows from below and 
more concerned about low performance and stopping influence 
activities.

Leadership

If many of the visions of earlier writers on the knowledge econ-
omy have come to pass (such as organizations with peripatetic, 
autonomous workers), one thing they did not foresee is the seem-
ingly growing importance of leadership. And as we have seen, 
management by authority may have some weaknesses such as 
not encouraging information flow or commitment. We shall argue 
that leadership is important in an intangible- intensive firm since it 
complements authority relations and organizational forms.

Why is leadership different from management? One approach 
is to try describing what a “good” and “bad” leader does: are they 
kind or heartless, tough or gentle, family- friendly or not, and so on. 
Since social norms and management fads change faster than most 
CEOs turn over, this approach is just endless speculation.
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So it’s better to get to the heart of the matter, which is the 
simple observation that leaders have followers. In the military, 
the most obvious example of leaders and followers, followers 
follow as a matter of compulsion, so that is easy to explain. 
What’s much more interesting is when followers voluntarily 
stay loyal to their leaders.

Having voluntary followers is really useful in an intangible econ-
omy. A follower will stay loyal to the firm, which keeps the tacit 
intangible capital at the firm. Better, if they are inspired by and 
empathize with the leader, they will cooperate with each other 
and feed information up to the leader. This is why leadership is 
going to be so valued in an intangible economy. It can at best re-
place, and likely mitigate, the costly and possibly distortive aspects 
of managing by authority.

A good example of the importance of leadership in an intan-
gible age can be seen in the phenomenon sometimes called sys-
tems or systemic innovation. Elon Musk is sometimes described 
as a systems innovator, aspiring to develop new products in a 
number of related fields (electricity storage, solar power, electric 
cars) or in complex systems (space procurement, carbon cred-
its). Systems innovation is also widely discussed in the not- for- 
profit sector, particularly as large- scale funders such as the Gates 
Foundation and Bloomberg Philanthropies seek to change whole 
systems at once, such as public health in developing countries or 
city government. Since even rich organizations are not usually 
big enough to directly control major economic systems, systems 
innovation relies on leadership: the ability to convince other or-
ganizations, networks of partners, and even competitors to do 
what the systems innovator wants. We would expect to see this 
kind of systemic leadership becoming more important in an age 
in which most investment is intangible. One reason is that in an 
intangible economy, there are plentiful synergies to be exploited 
between different investments— a leader who can convince the 
battery industry to develop products and design systems in sync 
with the electric car industry will prosper. Similarly, if the dif-
ficulty of appropriating the spillovers of intangible investments 
ends up being resolved by greater public investment (as we sug-
gest in chapter 10), then the ability to interact effectively with 
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the complex systems of the public sector will be a commercial 
advantage too. The systems innovators who can do these things 
demonstrate an example of the importance of leadership in an 
intangible economy.

Thus the question is: How do leaders get followers to follow 
them? The precise answer depends on how you think followers 
think. As we mentioned in the introduction, if celebrity worship 
is common in your employees, your employees might follow you 
regardless. Another view is that followers are much more hard- 
nosed and will only follow if they think it’s in their interests to 
follow. The economist Benjamin Hermalin (1998) has shown that 
this might lead to a number of interesting features.

First, the leader will have to know more than the followers. Per-
haps this explains the importance of the growth of mission state-
ments. In some cases this is, perhaps, sheer puff. But it could be 
of great value if it convinces potential followers that the leaders 
know more than they do.

Second, leaders don’t just have to know more, but to convince 
followers that they know more. Leaders can do so in a number of 
ways. Of course, they will have to be good communicators. But 
more interestingly, followers will be more convinced if they see 
commitment by leaders. Hermalin suggests that leaders can show 
commitment in two ways. First, by example. If a leader stays really 
late at the office, or invests their own money, followers will have 
been shown commitment. Second, by sacrifice. Want to find out 
if the leader thinks that a project is going to succeed? See if they 
buy pizza for those who work late on it. If they do, that’s a signal 
the work is worth it.

Summary: Managers and Leaders  
in an Intangible Economy

What are the lessons for managers in all this? First, the intangible 
economy itself will place a premium on good organization and 
management. With more sunk costs, spillovers, and the opportu-
nity for scale and synergies, the need for additional coordination 
rises, and so good organization and management will be in higher 
demand.
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Second, what kind of organizations will this economy demand? 
The economic insights of wanting coordination and knowledge 
flows without encouraging influence activities suggest that differ-
ent types of organizations will emerge, matched to the parts of the 
intangible economy they specialize in. Are you creating intangible 
assets (writing software, doing design, producing research)? If so, 
you probably want a flat organization with more autonomy, fewer 
targets, and more access to the boss. That will cost you time on 
influence activities, but will build an organization that allows in-
formation to flow, helps serendipitous interactions, and keeps the 
key talent. Are you using intangible assets (say, the routines in the 
Starbucks franchise book)? Then you probably want more control 
and authority to use the asset to its fullest advantage and stop in-
fluence activities.

Finally, the intangible economy will demand leaders in addi-
tion to managers. Management, in the simple sense of authority, 
will likely not be enough in most intangible- rich firms. To exploit 
synergies from knowledge- intensive workers and to scale up op-
erations in these firms is too hard to manage by simply exerting 
authority. Leadership, in the sense of motivating loyalty and effort, 
will be needed.

If sufficient numbers of employees are convinced by puffery and 
conceit, then some leaders will gladly supply it. But we suspect 
that more enduringly successful leaders will have to earn respect 
by making sacrifices. They will have to work hard and show com-
mitment to the company. And those leaders will, in turn, match 
the right organizational form to their needs.

All this suggests that the increased interest in management and 
leadership that we documented at the start of this chapter is real. 
It’s a consequence of fundamental shifts in the economy and not 
only attitudinal changes and social acceptance. But if the increas-
ing demand attracts both the sincere and the charlatan, both the 
able and the huckster, then attitudes might change. Just as unwor-
thy leaders are being rejected in politics, maybe the social accep-
tance of leaders in business might be attenuated if the perception 
is that such positions are dominated by the unworthy. That will 
make leadership of the good managers harder to earn but easier 
to sustain.
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investing

What about investors? As discussed above, returns are to scarcity. 
And scarcity, for firms, comes from building advantages that are 
distinctive and cannot be easily replicated. Little of that will come 
from tangible assets: anyone can rent a machine or delivery truck. 
But much might come from intangible assets. So the first question 
to ask is: How can an outside investor detect if a firm is building 
its intangible assets?

Accounting for Investment: Some General Principles

In a series of books and papers, the accounting scholar Baruch Lev 
and his coauthor have asked the very important question: Can 
investors get information about intangibles from accounting data? 
The answer to this question is hinted at strongly in the title of 
their most recent book, The End of Accounting (Lev and Gu 2016).

In compiling the profit and loss accounts (also known as an in-
come statement), accountants are concerned with reporting the 
flows of revenues and their associated costs over the course of a 
financial period. And indeed, financial analysts spend an awful lot 
of time looking at profits or earnings— broadly, the difference be-
tween revenues and the various measures of costs.

Quite reasonably then, accountants try to match the revenues, 
in the last year, to the costs that have been incurred in generating 
them. For example, the cost of leather to produce shoes— that is, 
the cost of raw materials used up in production— are quite sensi-
bly allocated as costs (“cost of sales”).

What about matching revenues with costs incurred when spend-
ing on assets? This is trickier, since, by definition, benefits will arise 
over more than the particular year in which the costs are incurred 
and so do not match with revenues of that year. How then does one 
achieve the matching of this spending with revenues? The answer 
is to capitalize these costs: that is, to recognize that tangible spend-
ing creates an asset. Once that is done, the expense of that asset can 
be reflected in its depreciation or amortization: that is, a year- by- 
year amount is treated as an expense, and that year- by- year amount 
reflects a charge for the using up over time of the long- lived asset.
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The alternate to capitalization of spending on assets is to “ex-
pense” them, that is, charge the entire cost of the asset in one year 
to costs, rather than the implicit smoothing of costs in capitaliza-
tion. As is well known, and as Baruch Lev has forcefully pointed 
out in a long series of books and papers (see, e.g., Lev 2001), ex-
pensing the cost of long- lived assets leads to distortions in profits, 
resulting from the “mismatch” of revenues and costs. In the year of 
incurring these costs a firm looks very unprofitable, as its costs are 
very large but revenues unchanged. But if the asset is useful and 
helps generate revenues (a truck, R&D leading to a successful pat-
ent, an increased consumer network, etc.), then in the future the 
firm appears to be highly profitable on the basis of very little costs 
incurred and very few assets acquired.

Accounting Treatment of Intangibles:  
Expensing versus Capitalization

All this matters crucially if investors are very interested in detect-
ing spending on intangibles. So how are they treated?

Accounting rules are broadly the same internationally in this 
case. If the intangible is purchased outside the company— for ex-
ample, buying a patent outright or a customer list— it is an asset, 
not an expense, and so is capitalized. By contrast, if it is inter-
nally generated— an internal design or software, for example— it 
is treated not as buying an asset, but as an expense. There are ex-
ceptions to these general rules, but they tend to be rare. Internally 
generated software or R&D spending can be treated as asset in-
vestment but under special circumstances: essentially when such 
spending is on a proven process, such as the last development 
stages of an already- proven R&D project or software tool.9

It is remarkable that these rules are so asymmetric. One 
might reasonably object that the value of an intangible asset is 
so uncertain that it should not be capitalized, but that would 
mean not capitalizing it whether it is internally generated or 
bought.10 British American Tobacco reported in 2015 that it 
had almost £10bn worth of intangible assets (it had only £3bn 
of tangible assets, that is, property, plant, equipment). Most of 
the increase that year had come via the value of goodwill from 
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purchases of other companies— for example, the brand name 
from buying Rothmans. A very small amount had come from 
internally written software. But if they had invested in building 
trademarks in- house, the additions to intangible assets would 
have been zero.11

As a consequence, much (at least internal) investment in as-
sets is hidden from view. Does that matter? Three tests suggest it 
is important. The first test is very broad brush, but revealing. Lev 
and Gu (2016) looked at companies that went public over each 
decade from the 1950s to the 2000s. For each of those decades/
groups of companies, they asked: How correlated are book values 
and earnings to market values? Their results are very striking and 
set out in figure 9.2. The histogram bars show a very clear de-
cline in the correlations over the decades, suggesting that finan-
cial accounts have indeed become much less informative of com-
pany earnings. This has occurred as R&D and SG&A (selling, 
general, and administrative expenses) as a percentage of sales has 
risen (see the solid line): the point being that many intangible 
investments, such as design, are allocated by accounting rules to 
SG&A.

figure 9.2. The declining informativeness of earnings and book value report-
ing. Bars show fraction of variance in market values accounted for by earnings 
and book values for companies entering stock market in successive decade. Line 
shows average R&D and selling, general, and administrative expenses as a share 
of scales for companies. Source: Lev and Gu 2016, figure 8.2.
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Second, Mary Barth, Ron Kasnik, and Maureen McNichols 
(2001) find that analysts are much more likely to cover firms with 
high intangible spending (measured by R&D and advertising). This 
too suggests that the accounts in intangible- intensive firms and in-
dustries are less informative, since it requires analysts’ know- how 
to ferret out additional information.

Third, the accountants Ester Chen, Ilanit Gavious, and Baruch 
Lev (2015) look at a sample of 180 Israeli firms over time that 
report using two different rules. The US- based GAAP compels 
firms to report R&D as expenses, but the IFRS, which is the norm 
for most European firms, allows the “D” in R&D to be capitalized. 
Thus the authors can do a direct test of whether the additional 
information on “D,” hidden from view under the GAAP rules, is 
informative. Sure enough, that additional information helps pre-
dict share prices.

What Should Investors Do?

In light of all this, equity investors have a couple of choices.
The first is to avoid the problem of finding out the information 

altogether, which is to buy shares in every company— that is, to 
diversify. That avoids an additional problem of spillovers. Con-
sider the case of EMI and the CT scanner. If you were an EMI 
shareholder and cared only for your returns, you would have 
gladly seen investment in the CT scanner stopped— from EMI’s 
point of view, it was a colossal waste. But if you had also owned 
shares in General Electric and Siemens, the companies that got 
the spillover benefits of EMI’s research and came to dominate 
the CT scanning market, you would have been more than happy 
for the project to go ahead.

We can extend this example to a general principle. If share-
holders owned stock in every company in the economy— in other 
words, if they were perfectly diversified investors— we would ex-
pect them to be totally tolerant of companies making investments 
with high spillovers. They would know that what they lost on 
swings, they would make up on roundabout, as the British saying 
goes. That is, what losses they incurred would be made up with 
offsetting gains.
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But it seems there is a dilemma here. Diversified investors are 
the opposite of concentrated investors: if an institution owns stock 
in every company on an index, it will own much less stock in each 
company than if it owns stock in only a few companies. And, as we 
have seen, institutions whose shareholdings are concentrated in 
particular companies have a stronger interest in becoming knowl-
edgeable enough about the business of those companies to know 
the difference between bad investments and good ones and, there-
fore, are more likely to back profitable but long- term investments 
by management. And this is the dilemma, from the point of view 
of anyone who is eager to see public companies making more long- 
term investments in intangible investments. On the one hand, in-
vestors with more concentrated stakes are a good thing, but on the 
other, so are diversified investors. Without concentrated investors, 
companies are less likely to invest in tamoxifens and Gigafactories; 
without diversified investors, they are less likely to invest in the 
CT scanner or in Bell Labs.

An alternative strategy arises if, as it seems, certain types of in-
tangible investment tend to be systematically undervalued. This 
suggests there are opportunities for investors who can identify 
good intangible investments and back companies that make them 
over the medium term. What’s more, it suggests that time spent 
measuring and understanding the potential of various types of in-
tangible investment may be worthwhile. While this might be too 
hard for individual investors, it seems like a possibility for asset 
managers in the future. They can serve investors by being much 
more canny about a firm, going beyond the information in the 
accounts. They are going to have to systematically gather much 
more information about the intangible- asset building that the firm 
is doing and the conditions for its success. Indeed, the demand for 
such expertise that understands the deep innards of the company 
and the way that external conditions will allow it to use its intan-
gible assets will make these skills highly valued.

This vision is very much in line with the views of the econo-
mist John Kay in his book Other People’s Money (2015). As he 
says, stock markets, when first started, were the vehicles for raising 
finance often for large infrastructure projects (typically railways) 
from many dispersed shareholders. But markets no longer provide 
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this function. Almost no new projects are financed via the stock 
market. (Indeed, the observation that few early- state companies 
come to the stock market for financing rather confirms the hy-
pothesis that stock markets have significant problems dealing with 
them.) Rather, stock market trading is dominated by large asset 
managers trading with each other. In Kay’s view, they are search-
ing for returns over and above those available to the market as a 
whole (searching for “alpha”) by trying to anticipate what others 
are thinking about the value of assets rather than the value of the 
underlying assets themselves.

A changed role for the financial sector, Kay argues, would be for 
finance to return to its core function of allocating capital via what 
he calls “search” and “stewardship.” Search is the finding of new 
opportunities and stewardship the monitoring of the long- term 
assets in the economy. Thus asset managers of the future, Kay sug-
gests, might do much more of these functions for investors. Asset 
managers would do so by building trust and long- term relation-
ships in the industries where they chose to make their expertise. 
With the building of intangible assets and the lack of information 
in company accounts, the pressures for this change are there.

conclusion: competing, managing, and  
investing in an intangible economy

The growth of intangible investment has significant implications 
for managers, but it will affect different firms in different ways. 
Firms that produce intangible assets will want to maximize syner-
gies, create opportunities to learn from the ideas of others (and 
appropriate the spillovers of others’ intangibles), and retain tal-
ent. These workplaces may end up looking rather like the pop-
ular image of hip knowledge- based companies. But companies 
that rely on exploiting existing intangible assets may look very 
different, especially where the intangible assets are organizational 
structure and processes. These may be much more controlled 
environments— Amazon’s warehouses rather than its headquar-
ters. Leadership will be increasingly prized, to the extent that it 
allows firms to coordinate intangible investments in different areas 
and exploit their synergies.
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Financial investors who can understand the complexity of 
intangible- rich firms will also do well. The greater uncertainty of 
intangible assets and the decreasing usefulness of company ac-
counts put a premium on good equity research and on insight into 
firm management. This will present a challenge to investors, partly 
because funding equity analysis is becoming harder for many insti-
tutional investors as regulations are tightened, and partly because 
of the inherent tension between diversification (which allows 
shareholders to gain from the spillover effects of intangible invest-
ments) and concentrated ownership (which reduces the costs of 
analysis).
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Public Policy in an Intangible Economy: 

Five Hard Questions

The fact that intangible investments have different characteristics 
from tangible ones means that governments that want economic 
growth in an age of intangible investment may need to pursue differ-
ent policies. This chapter looks at what this might mean for intellectual 
property rules, new markets and institutions, the financial system, and 
public investment.

If there is one thing that seems to come naturally to politicians 
and governments, it is reacting to dramatic events. The crisis meet-
ing, the emergency response, the national challenge: these are the 
kinds of situations that politicians are primed to respond to. Some-
times these responses are highly effective; sometimes they are 
counterproductive; but one thing you can count on is that when 
something dramatic happens, politicians will respond.

Slow, gradual change, on the other hand, is something that 
politicians find very hard to respond to. The rise of an intangible 
economy is one such change: as we have seen, intangible invest-
ment has increased steadily over thirty or more years. There was 
no sudden shock, no excuse for an urgent news conference, or a 
package of emergency measures. Despite periodic attempts by 
some pundits and commentators to frame it as a “revolution,” 
as revolutions go, it is too slow and subtle to make it onto most 
policy agendas.

This is unfortunate, to say the least. Intangible investment has 
distinctive economic characteristics (the four S’s, outlined in chap-
ter 4), and it plays an important role in pressing and important 
economic issues, from productivity stagnation to rising inequality. 
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So there’s a strong prima facie case that government policy should 
change to take account of it.

This chapter sets out five priorities that governments need to 
address to deal with an economy in which intangible investment 
is increasingly important. We are sorry to say that this is not a list 
of policy wheezes and quick wins. On the contrary, it’s a collec-
tion of dilemmas and hard problems, the answers to which are 
not known. We do not pretend that this offers easy pickings for 
writers of manifestos; but we are confident that these issues will 
be increasingly important to the politics of the coming decade, and 
that governments that can make progress toward solving them will 
enjoy greater prosperity than those that ignore or fudge them.

Policy challenges in an intangible economy

Over the course of this book, we have identified a number of fea-
tures of an intangible- rich economy that present challenges and 
opportunities for government policymakers. Let us recap five of 
the most important.

First, intangibles tend to be contested: it is hard to prove who 
owns them, and even then their benefits have a tendency to spill 
over to others. This problem has traditionally been addressed by 
intellectual property rules and norms. We would expect an econ-
omy increasingly dependent on intangibles to put a premium on 
good intellectual property frameworks. But working out what 
“good” looks like in intellectual property is very hard.

Second, we saw that in an intangible economy, synergies are 
very important. Combining different ideas and intangible assets 
sits at the heart of successful business innovation— and is what 
marks out the world’s most successful companies, from Google to 
Disney to Tesla Motors. Creating the conditions for ideas to come 
together should be an important objective for policymakers. This 
is partly a matter of solving familiar policy questions, like how to 
encourage effective urban development, and partly about tackling 
new challenges, such as how to encourage research into new forms 
of collaboration and communication.

The third challenge, which we outlined in chapters 8 and 9, 
relates to finance and investment. As we saw, businesses and fi-
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nancial markets seem to underinvest in scalable, sunk intangible 
investments with a tendency to generate spillovers and synergies. 
Our present system of business finance makes this problem worse. 
Taken together, this leads to lower productivity. So we would also 
expect a thriving intangible economy to make significant changes 
to its financial architecture to make it easier for companies to in-
vest in intangibles. We might also hope to see cultural changes in 
the business world that make this kind of investment more likely.

But even if governments of the future manage to clarify owner-
ship rights over intangibles, create a productive ferment of ideas, 
and spur the development of financial markets that encourages 
business investment, a fourth economic challenge is likely to re-
main. All other things being equal, it is likely that it will be harder 
for most businesses to appropriate the benefits of capital invest-
ment in the economies of the future than in the tangible- rich 
economies we are familiar with. This is an important change: suc-
cessful capitalism depends on the idea that private firms have a 
reasonable expectation of receiving some of the returns from their 
investments. Where this is not the case, firms have less incentive to 
invest, and governments may feel obliged to step in. This is already 
the case with some important intangibles, such as basic research, 
which in most countries is significantly funded by governments. 
So we might expect to see successful intangible- rich economies 
undertake more public investment in intangibles (including, but 
not limited to, scientific research and development). As intangibles 
become more important to the economy as a whole, it may be that 
a greater proportion of the economy’s investment will be publicly 
funded.

Such an increase would mark a significant change from forty 
years of deregulation and declining government involvement in 
the economy. What is more, it would make big demands both on 
the effectiveness of government (its competence and impartiality) 
and on its popular legitimacy; we will explore these demands in 
more detail at the end of the chapter.

Finally, governments must work out how to deal with the di-
lemma of the particular type of inequality that intangibles seem 
to encourage. On the one hand, as we saw in chapters 5 and 6, 
the growth of intangible investment seems to increase inequality 
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and social divisions. But as we saw in chapter 8, making the most 
of the spillovers and synergies of intangibles requires good social 
institutions and trust.

In the rest of the chapter, we will look at these five issues in 
order. To make it more concrete, we invite you to imagine the 
economy in ten or so years, when, if trends continue, intangible in-
vestments in developed countries might plausibly represent three- 
fifths or two- thirds of annual business investment. We will attempt 
to describe the kinds of policies we would see in two hypothetical 
countries: the Republic of Foo, which has responded effectively to 
the shift in capital from tangibles to intangibles, and the Kingdom 
of Bar, which has not. (We will later take a brief detour in box 
10.1 to a third country, Ruritania, to look at an alternative set of 
policies that a small country might use to profit from the rise of 
intangibles.)

Clearer Rules and Norms about  
the Ownership of Intangibles

A time- honored way to encourage investment in intangibles is 
to make rules to allow people and businesses to own them. The 
classic examples are patents and copyrights; indeed, such rules 
even get their own clause in the US Constitution. This mitigates 
the problem of spillovers by making it illegal for anyone but the 
rights- holder to use the asset without permission.

One option for a government committed to reducing the spill-
overs of intangible assets is to tighten and extend these laws. It 
could allow broader, longer- lasting patents, IP rights over intan-
gibles like design, and a tolerance of noncompete clauses (which 
help firms reduce the spillovers of training, by making it harder for 
trained workers to leave for other firms). At the margin, it could 
also make it cheaper to obtain IP protection.

All of this would certainly increase companies’ ability to ap-
propriate the intangible investment they make. But there would 
be a high price to pay. Strong IP rights reduce the opportunities for 
other firms to realize the synergies between intangibles; so while 
it may increase the incentive to invest, it reduces the productivity 
gain from investments. As Bronwyn Hall has pointed out, inter-
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locking suites of interlocking patents sometime act as a barrier to 
competition (Hall, Helmers, and Graevenitz 2015). In some cases, 
the potential productivity gain from synergies is sufficiently strong 
that there is a good case for weakening rather than strengthening IP 
rights— such as software patents, or telecoms, where there are a lot 
of interlocking patents that make it too hard for an innovating firm 
to bargain with all the relevant patent- holders. A further danger of 
strengthening IP laws is that it’s possible to do so in uneven and 
partial ways that favor incumbent rights- holders and patent trolls 
(both of which groups often devote significant resources to lob-
bying), while doing little to encourage new intangible investment.

There is, however, a good case for clearer IP rights. Well- run 
patent offices are equipped to reject vague patents that create 
uncertainty. Clear legal processes give IP owners confidence that 
their rights do what they think they do and discourage vexatious 
lawsuits and the kind of legal shopping- around that has brought so 
many patent cases to the notoriously troll- friendly Eastern District 
of Texas court.

PRoPeRTy RighTs

The Republic of Foo’s high- 
intangible- investment economy 
has clear intellectual property 
laws, consistent IP courts with 
clear jurisdiction, and well- run 
patent and copyright authorities 
that reject confusing or overly 
broad IP claims.

The Kingdom of Bar, on the other 
hand, has an unwholesome mix 
of very strong IP laws in partic-
ular areas where rights- holders 
have lobbied effectively, and un-
clear and poorly administered 
IP laws in other areas, resulting 
in lots of low quality and dis-
puted IP rights. The adjudica-
tion of these laws varies wildly, 
with some courts leaning toward 
rights- holders and others toward 
defendants.

There is more to rules around intangibles than intellectual prop-
erty law itself: markets and norms matter too.

Let’s consider markets first. As we saw in chapter 4, part of the 
reason tangible assets are less likely to be sunk costs is that they are 
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tradable and people know what they are worth. Valuing a patent 
or a copyright will probably never be as easy as valuing a used van, 
but establishing markets like the Digital Copyright Exchange pro-
posed in the UK by Ian Hargreaves in 2011 may help this process; 
patent pools, in which firms coinvest in research and agree to share 
the resulting rights, have been used in a variety of industries since 
the early twentieth century.

Given sufficient advances in technology and infrastructure, these 
kinds of markets and institutions need not be limited to major in-
tangible assets like patents or copyrights. They may also be appli-
cable to the tiny elements of user- generated data that collectively 
make up the vastly valuable databases and networks of firms like 
Google and Facebook. Jaron Lanier, the philosopher and computer 
scientist, called for a system that would allow the creators of user- 
generated content— that is, you and me every time we interact on-
line or often offline— to charge a very small fee for the use of our 
data. Establishing these kinds of exchanges is a major undertaking, 
requiring significant coordination between rights- holders, content 
platforms, collection agencies, and governments. But it may be 
worth the effort: efficient markets and platforms for exchanging 
IP will be economically valuable in an intangible economy.

Because intangibles often have valuable synergies, they rely on 
norms, rules, and standards about how to bring them together. 
Some of these norms are technical, like technological protocols 
that allow different pieces of software to interact; some of them 
are professional norms, like the phasing of rounds of venture capi-
tal; some of them are regulatory, like rules about what data web-
sites can gather and what they can do with it, or the regulations 
that govern relationships between firms (for example, between 
platforms like YouTube and the owners of copyrighted video con-
tent). Most of them are underpinned by social consensus about 
how things should work (the belief among developers that soft-
ware should be compatible, not proprietary and closed off, for ex-
ample, or the beliefs about the balance between personal privacy 
and the rights of businesses that inform data protection law).

To maximize effective intangible investment, an economy 
needs carefully thought- out rules, based on informed and some-
what stable social consensus. This, in turn, requires investment 
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(developing standards is not free) and social capital. Divided, frac-
tious, or incurious societies, those with insufficient social capital, 
are more likely to have unstable and ever- changing views on what 
the rules on things like privacy should be trying to achieve— and 
when it comes to encouraging investment, stability may be more 
important than the precise norm that is adopted. Establishing and 
enforcing these norms is costly: they require appropriately funded 
patent offices and regulators, and they require government to ex-
pend political capital to regulate fairly (rather than simply imple-
menting the will of the most expensive lobbyists).

The fuTuRe: inTellecTual PRoPeRTy

The  Republic  of  Foo’s  high- 
investment, intangible- based 
 economy has deep markets for 
various intellectual property rights, 
perhaps including patents and 
copyrights. It is noted for its ef-
fective rules and standards on ev-
erything from privacy to medical 
research; these rules are not the 
most liberal or the most conser-
vative in the world, but they are 
notable for their clarity and sta-
bility. This stability derives in part 
from a mature and informed pub-
lic debate on issues like privacy 
and data use, and partly from a 
strong technical and practical 
skill base.

The Kingdom of Bar, by con-
trast, lacks effective markets, 
and its standards are poorly de-
fined, inexpertly designed, and 
often unreliable, being subject to 
knee- jerk shifts as public opinion 
changes.

Helping Ideas Combine: Maximizing the Benefits  
of Synergies

Good public policy should be just as assiduous about creating the 
conditions for knowledge to spread, mingle, and fructify as it is 
about creating property rights for those who invest in intangibles.

Despite frequent predictions that the Internet will lead to the 
death of distance, for the time being the spillovers between in-
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tangibles happen in specific places where people congregate, es-
pecially in cities. This makes good urban planning and land- use 
policies extremely important. There is of course a vast literature 
on what constitutes good policy for cities, but in the context of 
intangibles, there are two important principles.

On the one hand, city rules should not make it hard to build 
new workplaces and housing. Cities should have freedom to grow 
to make the most of the ever- increasing synergies arising from 
intangibles.

On the other hand, cities need to be connected and livable. Syn-
ergies are more likely to be realized if people meet each other 
and interact than if urban life is atomized and siloed. Getting this 
right involves striking a balance; it takes a combination of Jane 
Jacobs– style liberalism, tolerating messy and diverse areas rather 
than building multilane highways through them, and of some be-
nign planning, providing enough infrastructure for people to get 
around and places for them to meet. The kinds of cities that attract 
what Richard Florida called the “creative class,” or the “innovation 
districts” that Bruce Katz observed emerging across the United 
States, involve a mixture of judicious planning and organic growth.

There are inevitably tensions in this kind of policy. In intangible- 
intensive cities like New York and London, liberalizing planning 
rules to allow more housing to be built is criticized for causing the 
destruction of important public spaces and cultural venues where 
people congregate. Good development, especially in an age of in-
tangibles, involves providing both for the basics of housing and 
transport and for conviviality.

A skeptical reader might at this point ask what is new about 
the need for good town planning and land- use rules. After all, 
liberalizing planning rules is one of those policies that academic 
economists have been demanding for decades, but that is gener-
ally thwarted by other factors, from the desire to reduce sprawl 
and unsightly development to existing homeowners’ defensive-
ness about the value of their properties. It is true that this is a 
well- trodden issue. But the significance of the rise of intangibles is 
that with each year that goes by, the economic cost of bad urban 
policy, of protecting greenbelts, of restricting building heights, or 
of protecting lot sizes, will go up: the more reliant the economy is 
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on intangibles, the more the economy will lose out by restricting 
the opportunities for intangibles to cross- fertilize.

To get a sense of the changing costs of planning restrictions 
consider the geographer Christian Hilber’s (2016) dramatic 
example from London. If you go to King Henry VIII’s Mound, 
Richmond Park, ten miles southwest of St. Paul’s Cathedral in 
London, you will find an avenue of trees, planted in the early 
1700s, that creates a “keyhole” view of the dome of St. Paul’s. 
That view has been the same since 1710. How has it survived so 
long? It is protected by planning regulations, namely the London 
View Management Framework.1 These regulations prohibit tall 
buildings in the sight line between Richmond Park and St. Paul’s. 
They also don’t allow tall buildings behind St. Paul’s, which the 
planners have decided would constitute an unacceptable back-
drop to that view. As the LVMF (2012, para. 175) says: “In de-
termining applications [for new buildings], it is essential that 
development in the background of the view is subordinate to 
the Cathedral and that the clear sky background profile of the 
upper part of the dome remains.” As Hilbers says, “while this 
view is certainly enjoyable for those living nearby or for hikers, it 
arguably imposes an astronomic and ever growing economic ‘op-
portunity cost.’ . . . The protected vista, through limiting supply, 
raises housing costs of all Londoners and adversely affects the 
capital’s productivity.”

The fuTuRe: lanD use anD Physical infRasTRucTuRe

The Republic of Foo, our high- 
investment, intangible economy 
of the future, has significantly 
overhauled its land- use rules, 
particularly in major cities, mak-
ing it easier to build housing and 
workplaces; at the same time, it 
invests significantly in the kind 
of infrastructure needed to make 
cities livable and convivial, in par-
ticular, effective transport and 
civic and cultural amenities, from 
museums to nightlife. In some

The cities of the Kingdom of 
Bar have chosen one of two un-
fortunate paths: in some cases, 
they have privileged continuity 
over dynamism in its towns— 
creating places like Oxford in the 
UK, which are beautiful and full 
of convivial public spaces, but 
where it is very hard to build any-
thing, meaning few people can 
take advantage of the economic 
potential the place creates.
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cases, this involves rejecting big 
development plans that destroy 
existing places. It has faced polit-
ical costs in making this change, 
especially from vested inter-
ests opposed to new develop-
ment or gentrification, but the 
increased economic benefits of 
vibrant urban centers have pro-
vided enough incentive to tip 
the balance of power in favor of 
development.

Other cities resemble  Houston, 
Texas, in the 1990s— a low- 
regulation paradise where an 
absence of planning laws keeps 
home and office prices low, but 
where the lack of walkable cen-
ters and convivial places makes 
it harder for intangibles to mul-
tiply. (To Houston’s credit, it has 
changed for the better in the last 
twenty years.)

The worst of Bar’s cities fail 
in both regards, underinvesting 
in urban amenities and making it 
hard to build. In all three cases, 
the economic disadvantage of 
not having vibrant cities that can 
grow have become larger and 
larger as the importance of intan-
gibles has increased.

But creating the infrastructure for spillovers is not just about 
physical space. Currently, the most effective collaborations happen 
face- to- face, despite the dizzying variety of digital technologies for 
socializing and collaboration, from Skype and e- mail to Facebook 
and Slack. But just because the widely predicted death of distance 
has not come to pass, doesn’t mean that it will never do so. It seems 
very likely that at some point people will discover better ways to 
interact meaningfully with one another at a distance using IT, as 
new applications develop and the workforce becomes populated 
by people who grew up with online social lives and hobbies.

The question of how people use technology to boost what some 
call “collective intelligence” has a long history: it lies behind the fa-
mous “mother of all demos,” the 1968 presentation in which Doug-
las Engelbart demonstrated the world’s first instances of videocon-
ferencing, dynamic file linking, revision control, and electronic 
collaboration. Collective intelligence is intimately entwined with 
the development of Internet phenomena like Wikipedia, and it 
continues to evolve in the form of platforms like Slack and GitHub.
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An economy that can develop technologies and ways of work-
ing that replicate the social power of face- to- face interaction at a 
distance will be transformed, particularly when it comes to land 
use. Freedom from the tyranny of ever more expensive city center 
property is a big economic win. So while the death of distance 
may be a long shot, the kind of thing that is promised long before 
it is delivered, the economic rewards are very large.

There are a few things governments could do to help this along 
the way. The government of Foo, our intangible- friendly state, 
could follow the example of DARPA in the 1960s and 1970s and 
fund experimental development into the use of technologies to 
foster collective intelligence and effective collaboration. (Indeed, 
the European Union currently funds several research programs 
into this under the Horizon 2020 program; in the United States, 
programs by not- for- profit organizations such as the MacArthur 
Foundation Research Network on Opening Governance play a 
similar role.) More ambitiously, Foo might experiment with tools 
for distance working and collaboration in its own business. This 
could involve making government departments lead users of dis-
tance working tools; it could also involve using digital collabora-
tion tools to run public consultations, democratic deliberations, 
and other engagement exercises that only governments tend to do.

A Financial Architecture for Intangible Investment

We saw in chapter 8 that financial markets are designed to meet 
the needs of businesses that invest in tangible assets, not in intan-
gible ones. Changing how financial markets work is not easy, but 
most governments already do it to some extent, whether by of-
fering government loan guarantees, tax breaks for certain types of 
finance like venture capital, or, most significantly, by treating debt 
interest but not the cost of equity financing as a tax- deductible ex-
pense. What would a country do differently if it wanted to create 
the conditions for intangible- intensive businesses to get the capital 
they need to thrive?

First of all, governments should encourage new forms of debt 
finance that make it easier for companies to borrow against intel-
lectual property— intangible assets to which property rights can 
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be attached. Government cannot usually make financial innova-
tion happen, but it can make it easier. As we saw, the governments 
of Singapore and Malaysia have put in place schemes to encour-
age intangible- backed loans, partly by subsidizing the loans and 
partly by instructing government bodies responsible for IP (such 
as patent offices) to work with banks to reduce legal and technical 
barriers.

In the longer term, the government should create the condi-
tions for a shift from debt to equity financing. As we have seen, it 
is often hard to raise debt financing against intangible investments 
because they are sunk: the bank can take a charge or lien on your 
fleet of vans or your office in the event you can’t repay your loans, 
but it’s harder to do the same with a proprietary process or a brand. 
Because companies can claim tax relief on interest payments but 
not on the cost of equity, debt is cheaper than equity for any given 
level of risk. As intangible investment becomes more important, 
this distortion will hold back investment more and more.

Creating a tax credit for equity financing— that is, reducing a 
company’s tax liability by an amount reflecting the cost of eq-
uity— is one way to correct this; another is to tax debt interest 
payments but lower overall tax rates to compensate. It is a pro-
posal with a respectable pedigree: a credit exists in Belgium, and 
various versions of the credit were analyzed and recommended by 
Nobel laureate James Mirrlees in his canonical 2011 review of the 
UK tax system (Mirrlees et al. 2011). Governments should not be 
under any illusions about the difficulty of this kind of plan: it is the 
equivalent of open- heart surgery on a central part of the corporate 
tax system, and it will be opposed by any number of vested in-
terests whose business models depend on cheap debt. And such a 
plan would require the emergence of new institutions for provid-
ing equity financing to small and medium- size businesses, which 
would also take a lot of time to emerge. But as the importance of 
intangibles grows, the rewards for making the change, in terms of 
increased investment and productivity, will grow ever greater.

We would expect to see public equity investment dominated 
more by institutions, some of whom would commit to taking 
longer- term stakes in intangible- rich companies, enabling greater 
investment. Government has a few roles that it can play here. First, 
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it can remove regulations that discourage blockholding (these in-
clude disclosure requirements, rules on what information compa-
nies may provide blockholders, and rules about which shareholders 
may vote with borrowed stock). Second, it can reexamine standards 
of financial accounting to identify better ways of reflecting intan-
gible investments (following the lead of the designers of Califor-
nia’s planned Long- Term Stock Exchange or of accounting scholar 
Baruch Lev’s reform agenda set out in The End of Accounting).

There may also be a different strategy available to those govern-
ments fortunate enough to run sovereign wealth funds or large, 
endowed state pension funds. As we have seen, the largest insti-
tutional investors may be able to invest broadly across an ecosys-
tem, knowing that they can benefit from spillovers of intangible 
investments even if an individual company they have backed does 
not. These larger national funds could be deployed to invest in 
particular ecosystems (in the way that Fidelity is reported to have 
invested across Elon Musk’s intangible- intensive business empire).

Alongside these regulatory changes, we might cautiously hope 
for a cultural shift among the managers of large companies and 
institutional investors. The UK’s Purposeful Company project (Big 
Innovation Centre 2017) and the international initiative Focusing 
Capital on the Long Term have both argued for managers and large 
shareholders to be more willing to make long- term investments, 
particularly in intangible investments like R&D and organizational 
and human capital. Skeptics might argue that fine words and good 
intentions are not enough to change the behavior of big businesses. 
But in combination with other policy measures, they may prove 
effective; it certainly seems that the behavior of those companies 
that are willing to make large, long- term investments in intangi-
bles is at least partly a matter of culture.

While we might expect to see venture capital develop further in 
an increasingly intangible economy, it is not clear that governments 
can or should do much more to promote it than they already do. 
As Josh Lerner showed in The Boulevard of Broken Dreams (2012), 
once tax breaks or subsidies for venture capital get beyond a cer-
tain level, they tend to encourage dumb investment (since the tax 
gain on its own is enough for the investors to profit); since the 
entire point of venture capital is smart investment, very large tax 
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breaks are self- defeating. For a country to grow its venture capital 
sector, time and favorable framework conditions are more impor-
tant than additional subsidies.

The fuTuRe: financial aRchiTecTuRe

The Republic of Foo, our 
intangible- savvy jurisdiction, im-
plemented many of these rec-
ommendations. Over a period 
of years, it managed to radically 
change its tax system to equalize 
the corporate tax status of debt 
and equity, in the teeth of signifi-
cant political opposition and ad-
ministrative difficulty. Foo is now 
known as a center of equity in-
vestment, with increasingly deep 
equity markets for smaller busi-
nesses, as well as an innovative 
IP- backed debt finance market. 
It has been helped by the com-
mitment of several large domes-
tic institutional investors to take 
larger, longer- term interests in 
public companies, a move that 
seems to have helped encourage 
more investment among large 
quoted companies and reduced 
the volume of buybacks.

The Kingdom of Bar, by contrast, 
continues to struggle: the financ-
ing of its smaller businesses is 
still as dominated by debt as it 
ever was, partly because it con-
tinues to be favored by the tax 
system and partly because so 
few institutions can provide eq-
uity financing to smaller firms. 
Following international fads, it 
has spent millions trying to de-
velop an indigenous venture 
capital industry, but frequent 
changes of policy and the unat-
tractiveness of the wider condi-
tions for investing in intangibles 
mean that there is little to show 
for their efforts.

Solving the Intangible Investment Gap

So far we have suggested that governments should mitigate the 
underinvestment problem posed by an intangible economy in 
three ways: strengthening ownership claims to intangibles, where 
possible; creating the conditions where businesses can make the 
most of intangible spillovers and synergies; and encouraging finan-
cial reform so that companies face fewer incentives to underin-
vest. These are all worth doing, but it seems unlikely that they will 
entirely solve the underinvestment problem. After all, the under-



222 Chapter 10

lying incentives for companies to hold back from investments with 
high spillovers will still remain. And to the extent that intangibles 
look set to become more and more important to the economy 
each year, the underinvestment problem will get worse and worse.

There are two actors in the economy that have an interest in 
making intangible investments, despite the risk of the benefits 
spilling over.

The first is the small number of large, dominant firms that seem 
to have an ability to not only gain from their own investments but 
also to appropriate the benefits of other firms’ investments. This 
is one interpretation of what firms like Google or Facebook are 
doing when they back moonshot- style R&D programs, or when 
they spend liberally on supporting “start- up ecosystems” in major 
cities— if you are a big and diverse enough firm, these kinds of 
investments may be in your enlightened self- interest.

The second is the government and other public interest bodies 
such as large not- for- profit foundations, both of which are meant 
to take a wider perspective.

It is theoretically possible that large, dominant firms might over 
time invest more and more in intangibles, making up the short-
fall from the rest of the business sector. This would effectively be 
a return to the days of large, Bell Labs- style investments. It may 
even be that some of the same underlying dynamics encourage 
them: just as the public- good research of Bell Labs was in some 
ways a quid pro quo for the US government’s willingness to toler-
ate AT&T’s telecoms monopoly, perhaps big tech companies of 
the future that enjoy effective monopolies due to networks will 
be encouraged to invest in R&D and other intangibles as part of 
their license to operate. But, on the whole, this seems unlikely: the 
relationship between government and business in most developed 
countries has changed so much since the 1960s and 1970s that it is 
hard to imagine this kind of corporatism being re- created on a sig-
nificant scale, and it is hard to imagine that it would not have other 
negative effects that would lower productivity.2 (A smaller scale 
version of this might emerge, however, if more companies follow 
the pattern of Microsoft, which generated great personal wealth 
for its founders, who then went on to fund intangible investments 
for the public good. Examples are Bill Gates, whose Gates Foun-
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dation funds research into tropical diseases, and Nathan Myhrvold, 
who backs nuclear and geoengineering research. But this seems 
unlikely to make up the difference.)

This leaves government as an investor of last resort. It is hard to 
escape the conclusion that if intangible investment is harder for 
businesses to fund, and if it is becoming more important to the 
economy, then unless we are prepared to see a shortfall in invest-
ment, the role of government as an investor will have to grow.

This ought not to be a totally alien concept in developed coun-
tries, whose governments already make significant investments in 
intangibles that firms use, especially in the form of public R&D 
and subsidized training. In the UK, about a third of all R&D, and 
a much greater proportion of early- stage R&D, is funded by the 
government. But anyone with a passing familiarity with public 
sector software projects will know that not all government- funded 
intangible investment works well. How then can a country in-
crease publicly funded investment in intangibles without leading 
to widespread malinvestment? There are a few practical options.

Public R&D Funding. The first is to increase government spend-
ing on R&D: spending more on university research, public re-
search institutes, or research undertaken by businesses. Paying for 
research is one of the least ideologically controversial types of in-
vestment a government can make to promote growth: it is popular 
with Jeremy Corbyn and Bernie Sanders on the left, Peter Thiel 
on the right, and a significant number of politicians and pundits 
in between. The rationale harks back to one of our four S’s of in-
tangibles: spillovers. Because returns on R&D are not always cap-
tured by the person or business investing in it, businesses do less 
R&D than is optimal for the economy as a whole, and therefore 
government has a legitimate role in stepping in, either funding re-
search in universities or institutes or paying firms to do R&D with 
grants or tax breaks. In total, in 2013 OECD countries spent about 
$40bn on publicly funded R&D and another $30bn on R&D tax 
breaks (Appelt et al. 2016).

The evidence for the economic benefits of public research turns 
out to be harder to evaluate than you might think, but such evi-
dence as we possess looks quite positive. Research by one of the 
authors together with Alan Hughes, Peter Goodridge, and Gavin 
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Wallis suggests that extra investment by the UK government in 
research in universities increases national productivity by 20 per-
cent (Haskel et al. 2015). (There were substantial swings in gov-
ernment support for universities over the 1990s and 2000s, and 
those ups and downs are well correlated with productivity ups and 
downs, with around a three- year lag.)

As we have pointed out, correlation does not prove causation. 
For example, many universities are in economically fortunate 
areas. But does this mean having a good university raises local eco-
nomic fortunes? Or do rich areas open universities? One needs a 
strategy to identify the causal link, if there is one, from university 
spending to local prosperity.

One clever way to get at the answer to this question of linkage 
is by studying more or less an experiment arising from a unique 
custom of US university finance. The economists Shawn Kantor 
and Alexander Whalley (2014) pointed out that many universities 
in the United States spend a fairly fixed amount (about 4 percent) 
of their endowments each year. (This practice has a name, the Ben-
gen rule, after the financial adviser who calculated that this was a 
sustainable annual drawdown or spending rate from an endow-
ment or pension fund.) So, when stock markets boom or collapse, 
university spending tends to rise or fall with the market values of 
their endowments, independently of local economic conditions. 
Kantor and Whalley looked at whether there was a correlation be-
tween changes in university spending per capita (caused by these 
shocks) and local economic conditions (measured as nonuniversity 
wages in the local area).

Using a sample of 135 colleges and universities located in 85 US 
counties, they found that, when there was a stock market boom 
leading to higher drawdowns, the increases in university activ-
ity (mostly increased research output) did indeed raise local in-
comes. So there is a spillover link from university research to local 
economic success, and it lasts for a long time (at least five years, 
based on their data), but on average it is modest. Interestingly, the 
strength of the link varies. The links are larger if (a) the university 
is research- intensive and (b) conditions in the local area are more 
conducive to absorbing that research. Those conditions are that 
firms in the local area are more high skilled and are technologi-
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cally closer to the university’s research (e.g., they cite university 
patents).

One thing we can infer from this is that science policy can be a 
complement with regional policy and not a substitute for it. The 
benefits to providing science funding to a university in a disadvan-
taged town will be substantially muted unless that local commu-
nity has the capacity to absorb the results of the increased research 
(for example, high- skilled workers and local industries that can 
make use of research outputs).

There is a lively debate on what specific methods— from fund-
ing public research to mission- oriented programs, competitions, 
tax credits for private R&D— work best. (In the UK, the mix is 
roughly £1 on R&D grants to businesses to £3 in tax breaks for 
business R&D to £10 of publicly funded academic science.) But 
the idea that we would expect to see more public money spent on 
R&D in one form or another seems a logical consequence of the 
growing importance of intangible investment.

R&D is not the only sort of intangible that governments can fund, 
though. The public sector has historically played an important, if 
largely unheralded, role in funding the other intangibles needed 
to bring products to market. Sometimes this happens through tax 
breaks or direct funding. The government of Singapore subsidizes 
business investment in a range of intangibles through what is in ef-
fect an intangibles tax break, the Productivity and Innovation Tax 
Credit,3 which covers design, automation of processes, training, 
and the acquisition and development of various sorts of intellectual 
property, alongside R&D. Some governments provide cheap or free 
advice on production methodologies (such as the UK’s recently 
discontinued Manufacturing Advisory Service or the US Manufac-
turing Extension Partnership)— this is in practice a publicly pro-
vided organizational development or design investment. Govern-
ments are also financing intangibles when they fund the arts, to the 
extent that this benefits those parts of the economy dependent on 
design, expression, or aesthetic creativity. Nesta research suggested 
that over 10 percent of the economy of the UK could be classed 
as “creative” in this sense (Higgs, Cunningham, and Bakhshi 2008), 
and that publicly subsidized art in the UK made a significant con-
tribution to the commercial creative industries.
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Public Procurement. Another way government can in practice 
fund intangible investment is by using the lever of procurement. 
When the US military funded the development of the semicon-
ductor industry in the 1950s, they did not just fund R&D. By act-
ing as a lead customer (often paying on a cost- plus basis), they 
effectively funded America’s businesses to invest in the intangibles 
needed to produce and sell chips, an investment that proved valu-
able when the businesses expanded into commercial markets. The 
Taiwanese government’s support for its nascent semiconductor in-
dustry in the 1970s and 1980s (particular through its technology 
agency ITRI) worked similarly: ITRI did not just invest in R&D, it 
incubated companies like UMC and TSMC, investing in the intan-
gibles they needed to run semiconductor foundries effectively and 
link them to the global semiconductor supply chain. The success 
rate of industrial policy in supporting infant industries is an open 
question; but to the extent that it works, it is an example of gov-
ernment investment in non- R&D public intangibles.

The innovation scholar David Mowery has studied whether 
“smart” public procurement works in the United States and 
whether the romance about US examples like DARPA, the Small 
Business Innovation Research program, or the Apollo and Man-
hattan programs is misplaced (Henderson, Newell, and Mowery 
2011). He observes that the development of the US IT sector is 
a major success story for procurement. In the 1950s the US mili-
tary procured a lot of software and semiconductors, and this de-
mand helped Texas Instruments and other firms invest not just 
in R&D, but also in the other processes necessary to make and 
sell semiconductors. He notes that one provision of this program 
was that more than one supplier was needed, and this made the 
sharing of information and standards in the industry a common 
practice. By the late 1960s, however, the military was buying a 
very small share of IT products, and private sector demand had 
become very important. Fortunately, the military projects were, 
in fact, highly complementary to private sector needs. Over time 
things have changed, and the software industry has matured to a 
point where the military now buys software from the private sec-
tor. An attempt by the US military in the 1980s to make its own 
software was a failure. So ultimately the success was in developing 
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something that was very complementary to private sector needs, 
and the private sector just took over the lead.

While the development of the US IT industry is an example 
of procurement effectively encouraging intangible investment, 
there have also been some failures. In the 1970s and 1980s the 
US Air Force invested in the development of computer- aided ma-
chine tools, but their efforts were surpassed by those of Japanese 
businesses. Civilian nuclear power also benefited from swathes of 
defense funding and procurement spending, but if anything the 
needs of the defense sector (such as powering submarines and cre-
ating plutonium for atomic weapons) hindered rather than helped 
the evolution of effective nuclear technologies.

All this shows that using procurement to encourage intangible 
investment is not a free lunch. There are four things governments 
must believe they can get right if they want this strategy to work.

First of all, there is the question of scale. Policy wonks around 
the world often look enviously at DARPA, the US defense innova-
tion agency, which spends around $3 billion a year on a mixture 
of innovative research and challenges and has played an impor-
tant role in the development of technologies from the computer 
mouse to the driverless car. But part of the reason DARPA works 
is that it is backed up by the United States’ $600 billion defense 
procurement budget, one of the principles of which is to maintain 
the technological superiority of the American military.

Second, there must be a sufficient level of political commit-
ment. Using procurement to encourage innovation involves a risk 
of failure. If a government cannot tolerate this and constantly tries 
to mitigate the risk of failure, innovation is unlikely to result. One 
of the reasons that defense procurement has in the past been good 
at encouraging innovation is that it has typically been insulated 
from many political pressures, freeing recipients of defense fund-
ing to take more risks.

Third, there is an inherent tension between the normal incen-
tives of procurement— getting good value for money— and the 
risks and mindsets involved in promoting innovation. It is not just 
a question of personnel, although that is important— the kinds of 
officials who are good at getting value for money will often be 
different types of people from those who are good at fostering 
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wild breakthroughs. More worrying is that when value- for- money 
procurement fails, innovation is often used as an excuse (“we lost 
money, but we were trying something new!”). This runs the risk 
that doing too much innovation procurement creates a cover for 
standard procurement failure.

The final question for any government considering using inno-
vation to foster procurement is Clint Eastwood’s: “Do you feel 
lucky?” It is very hard to know what the real odds of success in 
innovation procurement are partly because survivorship bias is 
great (How many failed attempts to use procurement to foster 
innovation do we simply not know about?), and partly because 
what made it work is so unclear (To what extent was fostering 
innovation in semiconductors or data communications good luck? 
How easy would it be to pick the next winner?).

Training and Education. We might also foresee a growing public 
role in financing particular sorts of training and education. Gov-
ernments’ involvement in training relates mainly to funding the 
education of young people (which has many effects and purposes, 
one of which is to improve the productivity of citizens as work-
ers) and providing some subsidies for industrial training programs, 
such as (in some countries) apprenticeships.

Paying for citizens to go to school for longer was, for much of 
twentieth century, an important way that governments increased 
productivity; the economists Claudia Goldin and Lawrence Katz 
documented the vital role of education in the economic growth 
of the United States, pointing out, for example, that while 62 per-
cent of the 1930 US birth cohort graduated from high school, 85 
percent of the 1975 cohort did (Goldin and Katz 2008). Robert 
Gordon and Tyler Cowen have argued that there are diminishing 
returns here— children and young people can only spend so long in 
school or college— and that this will prove to be a major brake on 
US economic growth in the future (Gordon 2016; Cowen 2011).

Working out how to defy these diminishing returns has proved 
challenging. Goldin and Katz suggest more targeted support at all 
stages of education to increase the supply of educated workers: 
more very early stage support, lower class sizes for middle schools, 
and more support for college. And, of course, some people are 
spending longer in school, as more occupations demand degrees 
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or even postgraduate qualifications. But the challenge of trying to 
fit more education into the finite number of years of a person’s 
youth remains.

Others have argued that the answer lies in changing not how 
much we teach, but what we teach. In recent years, it has become 
fashionable to argue that particular types of education may be 
unusually valuable: consider, for example, the fashion for teach-
ing coding in schools, or for encouraging children and students 
to learn collaborative problem- solving skills, both of which, it is 
argued, will give them skills that will be particularly useful in the 
economy of the future.

However, we should be somewhat skeptical about our ability to 
predict what skills the economy of the future needs and our ability 
to teach them. Perhaps in twenty years’ time, coding will, for the 
most part, be automated. Perhaps collaborative problem solving 
cannot be inculcated by changing the curriculum.

But there is an alternative that may solve both the problem of 
when to teach people and the question of what to teach them: in-
creasing the amount of training people receive in adulthood. Adult 
education has always been the Cinderella of the educational sys-
tem, starved of prestige and of public funding. But its usefulness in 
an increasingly intangible- rich economy seems clear.

First of all, adult education by definition need not delay people 
from entering the workforce; being able to invest in a person’s 
education throughout a person’s life makes many more decades 
available. Second, the availability of adult education reduces the 
problem of trying to guess what skills will be valuable in twenty 
or thirty years’ time. For all the excellent research done on the 
skills needed by the economy of the future, predicting a couple of 
decades out reminds one of Sam Goldwyn’s advice: “never make 
predictions— especially about the future.” But if people have the 
opportunity to acquire more skills during their working lives, pre-
diction becomes less important: adult education provides people 
with option value. It may also help mitigate some of the prob-
lems of inequality we described in chapter 6: to the extent that 
the growth of intangibles disadvantages those with poor skills and 
makes some skills obsolete, the availability of training offers a way 
of redressing the imbalance.
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However, anyone planning to expand adult education faces a 
strategic problem: how to deliver it effectively. Schools, univer-
sities, and further education/community colleges are well estab-
lished organizations with long track records. They may not be 
perfect, but they have evolved and improved over many years, 
and society has evolved alongside them, such that going to school 
and into further or higher education is an expected part of most 
people’s life- course, at least in the developed world. Adult edu-
cation is less of a known quantity. Moreover, it seems likely that 
new technologies ought to make educating adults easier: digital 
technologies should offer ways of teaching more cheaply and con-
veniently. (MOOCs— Massive Open Online Courses— seem so far 
not to have lived up to their initial promise, but the field is still 
less than two decades old, and it is too early to say whether better 
versions could be substantially more effective.) What is needed 
is significant investment in innovating how we deliver adult edu-
cation, to identify new models that work cost- effectively and at 
scale. Even if these forms of education end up being paid for by 
the adult students themselves rather than by taxpayers, the re-
search to develop new models that work seems like a worthy goal 
of public policy.

Government funding can also help reduce coordination prob-
lems that may hold businesses back from investing. Suppose 
there are big economic gains to be had from developing self- 
driving cars and reconfiguring our cities around them (fewer car 
accidents, more productive commutes, freeing up parking spaces 
for redevelopment, and so on). But realizing these benefits re-
quires a lot of investments to be made together (driverless car 
technology, urban design, new insurance policies, and so on); it 
may well be that no company is willing to make investments 
on its own unless it knows that others will make complemen-
tary ones. In this case, it is possible that government investment 
may not only be useful in itself (by funding high- spillover invest-
ments that others would not make), but would also encourage 
wider investment by increasing the likelihood that others would 
make complementary investments. The role of government in 
making these kinds of “test- bed” investments will increase in an 
intangible economy.
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The challenges of Public investment

The idea that the government will need to fund a greater share of 
investment is not one that we suggest lightly. It raises at least three 
further challenges—competence and bias, how to pay for this 
funding, and the question of legitimacy—each of which highlights 
an important change that will need to take place if the intangible 
economy is to thrive.

Many critiques of government involvement in the economy, 
and particularly of attempts by government to make invest-
ments, focus on the issue of “government failure.” How will 
governments know where to invest, and, even if they do, how 
can we be sure that they will not be swayed by vested inter-
ests? In the worst case, governments might back unwanted or 
unviable technologies, either out of ignorance or because cer-
tain businesses have successfully lobbied them. This view can 
overlook the extent to which governments already make rather 
specific investments and “pick winners,” but the danger it iden-
tifies is real. This can be mitigated to some extent by honesty 
and knowledge. Impartial judgment can reduce the effective-
ness of industry lobbying; better use of data and analytics can 
improve officials’ ability to administer procurement schemes or 
run test beds.

This means that if we want to see a government willing to in-
vest more in intangibles than governments currently do, then we 
would need to see a steady increase in the honesty, competence, 
and economic knowledge of policymakers. Good governance 
would be at an increasing premium for a government in an in-
tangible economy, since the opportunities for malinvestment and 
enabling rent- seeking will increase.

The second problem is one of public finance. Spending more 
money on university research, research grants, or innovative 
procurement generates another call on public budgets, which 
are stretched all over the developed world. One way or another, 
it would need to be paid for. One proposal to fund this kind of 
spending is for governments to take equity stakes in businesses 
benefiting from public R&D funding and plow the returns into 
the next generation of intangible investment (this recommen-
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dation was made by Mariana Mazzucato in her best- selling The 
Entrepreneurial State). But it is not clear if this proposal gets 
around the problem of intangible spillovers: the precise reason 
government is funding intangible investments is because the 
benefits do not reliably accrue to the firm making the invest-
ment; simply taking a stake in a firm alongside which govern-
ment invests will not provide a reliable source of funding. What 
is more, making the government dependent on the performance 
of particular firms for its future operating budget is likely to 
increase its conflicts of interest, making it harder for the gov-
ernment to make investments in an impartial way, which, as 
we have seen, becomes more important the more investment 
decisions the government itself makes. In fact, the most reliable 
way for the government to fund intangible investments is from 
general taxation: this allows the government to benefit from 
the spillovers of intangible investment wherever they arise and 
reduces government dependence on a subset of firms in which 
it holds equity. So, increasing public investment in intangibles 
implies an increase in the tax burden or a reduction in other 
areas of public spending.

This leads to a third implication: to obtain approval for more 
public spending funded either by raising taxes or by reducing 
other areas of spending, democratic governments will need to 
make a stronger case for why it is necessary. Traditionally, science 
and technology policy (the banner under which most govern-
ment intangible investments in R&D have been made) has been 
technocratic, rather than democratic. The goals of scientific re-
search were set by scientists or nonpolitical funding agencies; the 
question of how much to fund science has rarely been a contro-
versial political hot topic. The vision of funding research based 
on scientific merit alone rather than to advance specific aims was 
set out in the United States by Vannevar Bush in Science: The 
Endless Frontier and in the UK formed the basis for what be-
came known (somewhat mythically) as the Haldane Principle. 
While there were exceptions (the space race and the funding of 
DARPA in the United States were both highly mission oriented), 
for the most part public science investment made an unspoken 
deal with democratic politics: science funding decisions would 
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be done by technocrats, not voters; but in return, it would be a 
relatively small budget line in the government’s spending plans. 
For democratic governments to commit to a significant increase 
in intangible investment, a different political settlement may be 
needed. One possible way to achieve this is by winning greater 
public buy- in to the intangible investments that government 
plans to make: by showing that they contribute to specific goals 
that voters value, for instance. (Opinion research suggests that, 
at least in the UK, aligning science funding to specific missions is 
the key to building a supportive coalition of over 50 percent of 
the population.) There is, of course, a tension here: greater dem-
ocratic control of things like research funding could lead to more 
malinvestment— the public may be worse at directing funding 
than technocrats or scientists. But in a democracy, increasing the 
legitimacy of the funding process may be the most effective way 
to build the case for greater public funding.

To see how public coinvestment in intangibles might turn out, 
let’s turn back to our two imaginary countries, the Republic of 
Foo and the Kingdom of Bar. Despite the sensible measures it has 
taken to codify IP rights, manage the spillovers of intangibles, and 
create an intangible- friendly finance system, Republic of Foo busi-
nesses still invest less in intangibles than is optimal for the econ-
omy. While some of the slack has been taken up by not- for- profit 
foundations (set up with the windfall profits from some of the 
Republic’s successful intangible- based businesses), the shortfall 
would still persist had not the government over time stepped in to 
make some of these foregone investments. This change has been 
the source of considerable political stress and strain: the idea that 
the government should fund more investment in things like sci-
ence and training was initially not popular among voters, most of 
whom had other priorities for public spending and thought these 
investments should be left to businesses. Making the change was 
only possible because successive governments were able to pres-
ent public investment in research, training, and procurement as 
the answer to pressing national challenges, and such investment 
gradually won popular support for greater funding. The Republic 
has been helped in this by the quality of its political culture, which 
frequently is near the bottom of league tables for corruption and 
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near the top of tables for the quality of public administration. De-
spite this, there have been occasional scandals of malinvestment 
and even bribery relating to public investments— but so far, thank-
fully, on a small scale. The luckless Kingdom of Bar, by contrast, 
has done nothing to increase public investment in research, train-
ing, or other intangibles; together with its other failings, this has 
resulted in a significantly lower level of investment and a decade 
of disappointing productivity growth. Even faced with the ex-
ample of other countries whose governments invest and whose 
economies seem to be thriving, no one has been convinced that 
more public investment would help the Kingdom, partly because 
most voters still see investment in research as a narrow, techno-
cratic concern and partly because the regular corruption scandals 
that plague the government give no one the confidence that public 
investment would be allocated sensibly or impartially.

box 10.1. an opportunity for small nations:  
or, What should Ruritania Do?

Most economic changes bring opportunities to those 
countries quick enough to respond to them. The shift 
to intangibles is no exception. There may well be a first- 
mover advantage to countries able to adapt quickly to 
the needs of an intangible economy. The policies required 
are most easily implemented in small, open economies 
with sufficient political cohesion and administrative com-
petence to agree on goals quickly and execute them 
effectively— we have called our exemplar of this sort of 
country Ruritania.

Unlike most of the recommendations in this chapter, the 
ideas that Ruritania adopt tend to be zero- sum games: 
they are based on the principle of attracting economic ac-
tivity from other countries, and, to the extent that Rurita-
nia gains, other countries lose out. That is not to say that 
governments may not want to try them.

let’s consider some policies Ruritania has adopted that 
have given it a significant economic boost.
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become an arbitration center for intangible claims

Investors in intangibles like certainty over what they own, 
but this is often unclear, partly as a result of legal uncer-
tainty and partly because of the variability of different ju-
risdictions in enforcing the law. Ruritania invested in up- 
to- date, clear laws on ownership of IP and on effective, 
well- funded courts to administer them. As a result, busi-
nesses in many nearby countries chose to draft their con-
tracts according to Ruritanian law.

offer favorable Tax Rates on intangible capital

Intangible capital is often more mobile than tangible capi-
tal: it is hard to move a factory or a shopping mall, but 
relatively easy to move a patent, a brand, or the location of 
a set of operating procedures. Ruritania capitalized on this 
by designing a very intangible- friendly tax code, providing 
significant deductions for profits relating to intangible as-
sets. This might not have been a good idea from the point 
of view of Ruritania’s own businesses (there is limited evi-
dence that big tax breaks like patent boxes do much to 
encourage new intangible investment), but the code did 
an excellent job of attracting other countries’ intangible- 
intensive businesses to establish themselves, or their local 
branches, in Ruritania, generating jobs and, often, follow-
 on investment.

Develop financial and intellectual clusters

Once Ruritania had managed to attract regional head of-
fices and had made itself a local center for contracting 
and dispute resolution on intellectual property, it built on 
these attributes by fostering a financial services sector 
well geared to the financing of intangible- intensive busi-
nesses (with an emphasis on IP- backed loans and venture 
capital); it also invested in public research alongside the 
intangible- intensive companies that had located there to 
take advantage of its tax and legal framework. (Both of
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these would have been good tactics for any country, as 
we have seen, but Ruritania’s status as an intangible hub 
makes them more likely to succeed.)

strengthen social capital

Ruritania, being a small and relatively wealthy country, 
had always been quite socially cohesive. This advan-
tage served it well as it sought to thrive in the intangible 
economy: these social networks made it easier for ideas 
to spread around the economy and made it more politi-
cally feasible to mitigate through government policy the 
potential increases in inequality arising from the intan-
gible economy.

Clearly, not every nation can imitate Ruritania, since not 
everyone can be a hub, and widespread tax competition 
is counterproductive. But for an individual small, nimble 
country looking for a way to respond to changes in the 
economy, it may represent a viable path. Observers of 
Singapore and Ireland may notice familiar aspects of Ru-
ritania’s strategy in the recent development of those two 
countries.

coping with intangible inequality

The final big issue that governments will need to address in an in-
tangible age is how to deal with the particular types of inequality 
that arise from an economy reliant on intangibles.

As we saw in chapter 5, an intangible- rich economy has a ten-
dency to create a small number of highly profitable firms, partly be-
cause valuable intangibles can be scaled across a very large volume 
of business, and partly because the best firms seem to be profiting 
from their own intangible investments and from appropriating the 
benefits of other firms’ intangibles. In chapter 6 we saw that this 
tendency for firms to divide into leaders and laggards was partially 
responsible for long- run increases in income inequality. We also 
speculated that the psychological and cultural characteristics of 
workers who prosper in an intangible economy might be at odds 
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with the mindsets of those whom the intangible economy leaves 
behind, with the result that the economic inequality fostered by 
the growth of intangibles is intertwined with a social schism.

Chapter 7 showed that a successful intangible economy depends 
a lot on what we called soft infrastructure: the norms, values, and 
social capital that allow people and firms to share spillovers, ex-
ploit synergies, and work collaboratively.

This creates a particularly vexatious double dilemma for gov-
ernments. For a start, it seems that the dominant mode of pro-
duction in the economy of the future is more likely to give rise 
to inequality, which many voters find problematic in itself. But in 
addition, governments find that the particularly divisive forms of 
inequality that the intangible economy appears to give rise to in 
fact threaten the social institutions on which a thriving intangible 
economy depends. There are a number of metrics that research-
ers have devised that might help us predict which countries and 
places will do better, and these include trust, power distance (how 
hierarchical the society is), and openness to experience (how in-
terested and tolerant people are of new things). Some of these are 
deep- seated cultural traits; but other important factors may be in-
fluenced by government policy. Very unequal societies are likely to 
exhibit lower trust; very conservative ones will be less open to ex-
perience. Recent research by Alex Bell and his colleagues (2016) 
found that early exposure to technology made Americans much 
more likely to be inventors in later life, and that this early expo-
sure tended to be influenced by wealth and class. One implication 
of this is that creating more opportunities for school children to 
be exposed to technology may increase the pool of people who 
can share ideas, thus increasing the possibility of positive synergies 
between intangibles in a country.

Inequality can also be economically counterproductive at the 
level of firms. And powerful intangible- rich businesses have an in-
centive to lobby government for unfair advantages, which again 
deters others’ incentives to invest.

All of this creates a deep challenge for governments. To help 
the intangible economy thrive, policymakers will want to encour-
age trust and strong institutions, encourage opportunity, mitigate 
divisive social conflict, and prevent powerful firms from indulging 
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in rent- seeking. But at the same time, an effective intangible econ-
omy seems to exacerbate all of those problems, creating particu-
larly socially charged forms of inequality, threatening social capi-
tal, and creating powerful firms with a strong interest in protecting 
their contested intangible assets.

We would like to tell you we have a solution to this problem, 
but, like most politicians in the developed world, we do not. It is 
not even clear what a world in which these problems had been 
successfully resolved would look like. But we are confident that 
this tension will dominate the political economy of the years to 
come, and that whichever country can resolve it will pave the way 
for great prosperity.
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Summary, Conclusion,  
and the Way Ahead

This book is about the change in the type of investment observed 
in more or less all developed countries over the past forty years. 
We have looked at investment, the spending that businesses and 
governments undertake to build future productive capacity. In-
vestment used to be mostly physical or tangible, that is, in ma-
chinery, vehicles, and buildings and, in the case of government, 
in infrastructure. Now, much investment is intangible, that is, in 
knowledge- related products like software, R&D, design, artistic 
originals, market research, training, and new business processes. 
We have explored how an intangible- intensive economy looks 
very different from a tangible- intensive economy because intan-
gibles have different underlying characteristics. And we have used 
the logic of these underlying characteristics to try to understand 
slowing growth and secular stagnation, inequality, and the chal-
lenges to finance and public policy.

Along the way, we’ve tried to illustrate these changes with a 
combination of real- world business examples and macroeco-
nomic data (the data are in chapters 2 and 3). Our examples have 
taken us to the gym (chapter 2), where Les Mills has transformed 
modern- day gyms to rely on not just the tangible assets of weights 
and treadmills, but also on the intangibles of branded exercise re-
gimes and instructor training; innovation and innervation. We’ve 
looked at the EpiPen (chapters 4 and 5), and how a good that is 
seemingly very simple to copy has nonetheless remained a market 
leader by the use of intangible investments in branding and train-
ing. And we’ve looked back in history from a period of few intan-
gibles (the eleventh century, chapter 1) to microwave ovens, body 
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scanners, and the Beatles (chapter 4). We’ve tried also to clarify 
the (sometimes confusing) terms in the field: investment, capital, 
assets (chapter 2); knowledge, information, ideas (box 4.1); pro-
ductivity and profitability (box 5.1); income, earnings, and wealth 
(box 6.1).

Our argument has several parts:

 1. There has been, and continues to be, a long- term shift 
from tangible to intangible investment.

 2. Much of that shift does not appear in company balance 
sheets and national accounts because accountants and 
statisticians tend not to count intangible spending as an 
investment, but rather as day- to- day expenses.

 3. The intangible, knowledge- based assets that intangible 
investment builds have different properties relative to 
tangible assets: they are more likely to be scalable and 
have sunk costs; and their benefits are more likely to spill 
over and exhibit synergies with other intangibles.

 4. These characteristics have consequences for the econ-
omy. In particular, we argue that they contribute to:

 a. Secular stagnation. Investment appears too low since 
some is unrecorded; scalability of intangibles allows 
large and profitable firms to emerge, raising the produc-
tivity and profits gap between the leaders and laggards; 
the slowed pace of intangible capital building after the 
Great Recession has thrown off fewer spillovers and en-
ables less scaling, thus slowing total factor productivity.

 b. Inequality. Income inequality rises as synergies and 
spillovers increase the gap in profitability between 
competing companies, raising the demand for managers 
and leaders with coordinating skills; wealth inequality 
rises as cities, where spillovers and synergies abound, 
become increasingly attractive, driving up the property 
prices; esteem inequality rises as psychological traits 
like openness to experience become more important.

 c. Challenges to the financial system, specifically relating 
to the financing of business investment. Debt finance 
is less appropriate for businesses with more sunk 
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 assets; public equity markets appear to undervalue at 
least some intangible assets in part due to underre-
porting of such assets but also due to the uncertainty 
around intangibles; venture capital, a response to the 
sunkenness and uncertainty around intangibles, is cur-
rently hard to scale to many industries.

 d. New requirements for infrastructure. In particular, the 
shift from tangible to intangible assets has increased 
the need for IT infrastructure and affordable space 
in large cities, while making greater demands on our 
“soft infrastructure”: the norms, standards, and rules 
that govern collaboration and interaction among 
people, government, and firms.

 5. This shift has implications for management and financial 
investing. Firms using intangibles become more au-
thoritarian; those generating intangibles will need more 
leadership; financial investors will have to find informa-
tion well beyond the current financial statements that 
purport to describe current businesses.

 6. The shift also changes the public policy agenda. Policy-
makers will need to focus on facilitating knowledge 
infrastructure— such as education, Internet and commu-
nications technology, urban planning, and public science 
spending— and on clarifying IP regulation but not neces-
sarily strengthening it.

It is worth reviewing in what respect these points are 
controversial— and where the balance of proof lies. The first point, 
that there has been a shift from tangible to intangible spending, is 
relatively widely accepted. The most controversy surrounds how 
to measure investment in business processes, which is intrinsically 
very hard, but even if we entirely disregard these types of intan-
gibles, the increasing relative importance of intangible investment 
still holds. Likewise the second point, that much of this intangible 
spending is unrecorded, is acknowledged by those who design the 
accounting conventions that govern the treatment of intangibles.

The third point, namely the properties of intangibles, is more 
conceptual. Scalability and spillovers follow from the fundamental 
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properties of knowledge as a good (it can be used over and over 
again, and it might be hard to prevent others from using it). To a 
certain extent sunkenness (the inability to get the specific intan-
gible investment back after it is spent) is a consequence of the lack 
of markets for intangible assets and may be mitigated as markets 
for intangibles develop. And synergies between intangibles seem 
like a natural property of the power of ideas in combination.

The fourth point, the consequences for the economy, is inevi-
tably speculative. Our aim in this book has been to propose how 
this important change in the capital stock of the economy could 
help explain certain topical economic problems and puzzles. It 
is unlikely that the shift to intangibles is the only cause of any of 
these widespread and complex phenomena, but we hope that we 
have shown that it may play a role— a role that for the most part 
has not been widely recognized.

Points five and six, the implications for management and invest-
ment, and public policy, respectively, include a range of recom-
mendations that will be familiar to some. We do not pretend that 
the idea of publicly funding R&D or of paying attention to leader-
ship in businesses is new. But we do argue that the steady, long- run 
rise of intangible investment puts these recommendations in con-
text and helps managers and policymakers to prioritize. Countries 
are faced with a dizzying range of policy choices. We hope this 
book makes the case that those strategies that go with the grain 
of the long- run rise of intangible investment, such as those we set 
out here, are more likely to secure prosperity than those that go 
against it.



notes

chapter 1: introduction

1. The Domesday Book entry for “Stansted [Mountfitchet]” is at 
 http://opendomesday.org/place/TL5124/stansted-mountfitchet/.

2. See Office for National Statistics 2016.
3. See Microsoft’s financial statement: https://www.microsoft.com 

/investor/reports/ar06/staticversion/10k_fr_bal.html.

chapter 2: capital’s Vanishing act

1. SNA 2008, para 10.32. If a producer also sells assets, then the measure 
is the new assets minus any assets sold. There is an additional compli-
cation to do with improvements to land arising from the particular 
treatment of land or, more generally, nonproduced assets, in national 
accounts. The same definition as in the SNA is to be found in the ESA 
2010, para 3.124.

2. SNA 2008, 617.
3. Although he was not the first to use the term, Marx is perhaps the 

popularizer of “capitalism.” For him, “capitalism” is when production 
is organized in society such that capital (in the sense above of ma-
chines and infrastructure) is owned privately. In Capital, “capital” is 
used variously to describe stocks and flows associated with capital in 
the above sense but also in other ways, for example, working capital 
(money in store to pay wages), constant capital (which includes de-
preciation), etc. See Blaug 1978 on all this. See box 6.1 for an expla-
nation of capital, earnings, and wealth and box 6.2 for an outline of 
Piketty’s model of capital.

4. The exact passing date depends somewhat on ongoing data improve-
ments and revisions but the pattern of growing intangible importance 
is consistent in the data. (See, for example, Nakamura 2010.)

http://opendomesday.org/place/TL5124/stansted-mountfitchet/
https://www.microsoft.com/investor/reports/ar06/staticversion/10k_fr_bal.html
https://www.microsoft.com/investor/reports/ar06/staticversion/10k_fr_bal.html
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5. These are known by their acronyms COINVEST (www.coinvest.org 
.uk), INNODRIVE (www.innodrive.org) SPINTAN, (www.SPINTAN 
.net), and INTAN- Invest (www.intan-invest.net).

6. Beniger’s book The Control Revolution is full of fascinating pre- IT 
historical examples of intangible investment. The history of break-
fast food is one such: Henry P. Crowell’s invention of Quaker Oats 
in 1879 required, argued Beniger, a strenuous advertising campaign 
to convince consumers that the food was not horse fodder. Crowell’s 
innovations in marketing included prizes, endorsements, and special 
offers (Beniger 1986, 266). Likewise, in the UK, James Spratt, the first 
manufacturer of dog biscuits, needed to convince skeptical consumers 
in the 1860s and erected the first billboard in London. His employee 
Charles Cruft set up the Cruft’s dog show, and Spratt’s firm advertised 
its biscuits as being used by appointment to Queen Victoria.

7. A more formal exploration of this relationship finds intangible invest-
ment negatively correlated with employment strictness and product 
market restrictions, controlling for other factors (Corrado et al. 2016).

chapter 3: how to measure intangible investment

1. A very helpful guide to measuring investment and GDP, packed with 
data, is from Eurostat: http://ec.europa.eu/eurostat/statistics-explained 
/index.php/National_accounts_and_GDP.

2. Smith, The Wealth of Nations, book 2, chapter 3.
3. Hence, we have Alan Greenspan’s remarks in 2000 on the challenges 

faced by the US Bureau of Economic Analysis in defining and calculat-
ing GDP: “It’s become evident that there has been an increasing tech-
nological change within our system, which has muddied the distinction 
between what we call capital investment and current expense. And 
20– 30 years ago when you built a steel plant, it was perfectly obvious 
what it was and it was capitalized. And when you consumed coke or 
ore, it was expensed. But in today’s world it has become very much 
more difficult to figure out whether a particular outlay is expensed 
and not included in the measure of the GDP, or whether it is capi-
talized and it is.” https://www.bea.gov/scb/account_articles/general 
/0100od/maintext.htm.

4. One might argue that this is all “R&D,” and we would agree: however, the 
official definition of R&D relates to work to resolve scientific and techni-
cal uncertainty, which typically, in spirit at least, excludes things like de-
sign and artistic endeavors. Thus, these categories are separate from R&D.

https://www.bea.gov/scb/account_articles/general/0100od/maintext.htm
http://ec.europa.eu/eurostat/statistics-explained/index.php/National_accounts_and_GDP
https://www.bea.gov/scb/account_articles/general/0100od/maintext.htm
http://ec.europa.eu/eurostat/statistics-explained/index.php/National_accounts_and_GDP
http://www.intan-invest.net
http://www.SPINTAN.net
http://www.SPINTAN.net
http://www.innodrive.org
http://www.coinvest.org.uk
http://www.coinvest.org.uk
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5. An example of the survey is: http://www.ons.gov.uk/file?uri=/surveys 
/informationforbusinesses/businesssurveys/quarterlyacquisitionsand 
disposalsofcapitalassetssurvey/ft14qcastcm77375040.pdf.

6. Such changes in the value of an asset might be due to “wear and tear,” 
which is what accountants usually mean by depreciation, or due to 
their value being reduced via the competitive process, which is what 
economists, following Triplett, call “obsolescence.” See the appendix to 
this chapter for more on this.

7. This will not be true if, for example, the distribution of returns to 
spending is highly skewed so that a small number of projects are very 
successful. Hall, Jaffe, and Trajtenberg (2005) find that patent cita-
tions have a very skewed distribution, but less is known about the 
skew of returns to designs, software, and marketing spending.

8. There is some data on how time is spent in the public sector. For ex-
ample, O’Mahony quotes the study by Klinke and Muller (2008), who 
surveyed doctors in German hospitals, in which they had to indicate 
the amount of time spent on six different task areas. On average doc-
tors spent 4.3 hours per working day with medical tasks; 2.1 hours 
with administrative tasks; 1.4 hours talking with patients and relatives; 
and 1.2 hours writing medical reports. If medical tasks and patient con-
versations are grouped into “close- to- patient” tasks, they together took 
up 5.7 hours of a normal working day. If administrative tasks and the 
writing of medical reports are classified as “patient- distant” tasks, these 
together took up 3.3 hours. In this way the surveys indicated a ratio of 
about 2:1 between direct patient services and patient administration.

9. The rule of law might be thought of as an important factor affecting 
the incentives to build assets but itself is not an asset directly.

10. In a famous paper, the American economist Martin Weitzman (1976) 
showed that while GDP is not a measure of welfare, a closely related 
measure, net domestic product (appropriately price adjusted) is a useful 
measure, if consumers are seeking to maximize their flow of consumption. 
The reason that investment, which is in GDP, features in a consumption- 
based welfare measure is that consumers value current investment since 
they understand, in his model, that it will yield future consumption.

chapter 4: What’s Different about intangible 
investment?

1. Economists often call synergies “complementarities,” since the pres-
ence of one asset raises the value of another.

http://www.ons.gov.uk/file?uri=/surveys/informationforbusinesses/businesssurveys/quarterlyacquisitionsanddisposalsofcapitalassetssurvey/ft14qcastcm77375040.pdf
http://www.ons.gov.uk/file?uri=/surveys/informationforbusinesses/businesssurveys/quarterlyacquisitionsanddisposalsofcapitalassetssurvey/ft14qcastcm77375040.pdf
http://www.ons.gov.uk/file?uri=/surveys/informationforbusinesses/businesssurveys/quarterlyacquisitionsanddisposalsofcapitalassetssurvey/ft14qcastcm77375040.pdf
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2. Strictly speaking, in economics, scalability is a property of an input/
output relation rather than of capital itself. Economists often use “scale” 
when they talk about “economies of scale,” by which they mean that 
when a firm doubles all its inputs it more than doubles output. Non- 
rivalry or, in our language, scalability is related. To see this suppose 
we re- create planet Earth and put on it all the same natural resources, 
labor, and capital inputs we currently have. Then suppose we double 
resources, labor, and capital inputs. Would we also need to double the 
input of ideas (re- create algebra, for example) to get the same output 
as the current planet? No. We can simply scale the same ideas from the 
original planet due to non- rivalry. So when we talk about intangible 
assets being “scalable,” strictly speaking, it’s the knowledge underlying 
the asset that is being used over and over again.

3. Sutton (1991) is the classic discussion of scalability and sunk costs and 
their effect on market structure.

4. http://www.mckinsey.com/business-functions/strategy-and 
-corporate-finance/our-insights/learning-to-let-go-making-better 
-exit-decisions.

5. Avinash Dixit (1992) points out that if investment involves some sunk 
costs, if there is ongoing uncertainty, and if the investment oppor-
tunity might occur again later, then waiting has some value: waiting 
will avoid sunk costs and will reveal more about the future. Dixit and 
Pindyck (1995) set out an example of a two- stage, sunk R&D invest-
ment project where stage one, which is very costly, reveals informa-
tion about the profitability of the (less costly) stage two. A simple net 
present value calculation in their example reveals that stage one is not 
worth it, due to its high sunk costs. But if the return from resolving 
uncertainty is also counted, stage one can turn out to be very valuable, 
since it creates an “option,” that is, the opportunity to decide whether 
to proceed to stage two. Thus, investing in intangibles, even if they 
don’t directly create an asset, as in stage one, is very valuable and 
might be described as having what Carol Corrado and Charles Hulten 
(2010) call a “strategic” property.

6. The Writings of Thomas Jefferson. 1905. Edited by Andrew A. Lip-
scomb and Albert Ellery Bergh. Thomas Jefferson Memorial Associa-
tion, 13:333– 35.

7. Article I, Section 8, Clause 8 of the United States Constitution empow-
ers the United States Congress: “To promote the Progress of Science 
and useful Arts, by securing for limited Times to Authors and Inven-
tors the exclusive Right to their respective Writings and Discoveries.”

http://www.mckinsey.com/business-functions/strategy-and-corporate-finance/our-insights/learning-to-let-go-making-better-exit-decisions
http://www.mckinsey.com/business-functions/strategy-and-corporate-finance/our-insights/learning-to-let-go-making-better-exit-decisions
http://www.mckinsey.com/business-functions/strategy-and-corporate-finance/our-insights/learning-to-let-go-making-better-exit-decisions
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chapter 5: intangibles, investment, Productivity, and 
secular stagnation

1. Published as Summers 2015. Summers developed his views further in 
a Keynote Address at the National Association for Business Economics 
Policy Conference, February 24, 2014, published as Summers 2014. 
Paul Krugman has also popularized the term “liquidity trap,” which 
refers to a position whereby interest rates can be lowered no further 
and so monetary policy, which works by adjusting interest rates and so 
changing investment and consumption, loses its power to affect activity.

2. There are a number of different measures of profits. One such mea-
sure is published by statistical agencies. They measure economy- wide 
company profits (often with sectors removed, e.g., banks or oil indus-
tries) that they divide by economy- wide commercial capital to pro-
duce a return on capital employed. (A related alternative is company 
profits divided by GDP, but this is not a return on capital employed, 
but rather the share of those profits in total incomes.) Other measures 
sometimes referred to as “profits” are from stock market valuations— 
for example, Tobin’s Q (ratio of the market value of nonfinancial cor-
porations to the value of their tangible capital) or the market value of 
equities as a share of GDP.

3. One challenge to this view comes in work by James Bessen (2016). 
He combines company market value with data on (i) company intan-
gibles, using R&D, advertising, and general spending on administration 
costs and (ii) industry data on the extent of regulation, lobbying, and 
rent- seeking in that industry. Like other studies, he finds a statistically 
significant correlation between market values and the various intan-
gible measures and the lobbying/rent- seeking measures. However, in 
his data, from the 2000s, the intangible/tangible capital ratio is falling, 
so he concludes that intangibles cannot explain the rise in profits in 
the 2000s, although they can account for the rise from 1980 to 2000. 
As he acknowledges, however, his regulation and R&D measures are 
highly concentrated in just a few industries, such as pharmaceuticals 
and transport. Hence, he is not measuring the broader range of intan-
gibles we use.

4. Remember that TFP measures how well firms are using their inputs 
(that is, output per unit of all their inputs). If they can scale them or, 
better yet, benefit from inputs of other firms, then TFP rises.

5. See, for example, http://stumblingandmumbling.typepad.com/stum 
bling_and_mumbling/2016/03/barriers-to-productivity-growth.html.

http://stumblingandmumbling.typepad.com/stumbling_and_mumbling/2016/03/barriers-to-productivity-growth.html
http://stumblingandmumbling.typepad.com/stumbling_and_mumbling/2016/03/barriers-to-productivity-growth.html
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chapter 6: intangibles and the Rise of inequality

1. They are called mules because they were a hybrid of two earlier inven-
tions, the water frame and the spinning jenny, a nice demonstration 
that the synergies between intangible investments— in this case, dif-
ferent types of R&D— are not a recent discovery.

2. Louis Anslow, https://timeline.com/robots-have-been-about-to-take 
-all-the-jobs-for-more-than-200-years-5c9c08a2f41d#.wh363gjar. 
See also Bakhshi, Frey, and Osborne 2015.

3. See, for example, his post: http://stumblingandmumbling.typepad 
.com/stumbling_and_mumbling/2011/10/the-bosses-pay-con-trick 
.html.

4. There’s a deeper reason behind this logic, which is that taxing mobile 
capital ends up costing the workers. How can it be that a tax bill that 
capital owners have to pay ends up being paid by the workers? The 
answer is the difference between the legal and economic incidence 
of the tax. The legal incidence is the identity of the party who writes 
the check. The economic incidence is the identity of the party whose 
income changes as a consequence. So, if a government taxes capital, 
which can move abroad, the legal incidence does indeed fall upon the 
capital owner who has to pay; in this example no one pays the tax 
since the capital all goes abroad. But with less capital to work with, 
workers are less productive and so their wages fall. Thus the economic 
incidence falls upon them.

5. Reported in Krueger 2016.

chapter 7: infrastructure for intangibles, and 
intangible infrastructure

1. John Fairley paints a vivid portrait of the 300,000 horses in 1900 in 
London that “were sustained by an infrastructure of extraordinary 
organizational complexity and sophistication . .  . the Great Western 
Railway built an equine hostelry of stables four storeys high . . . with 
an attendant army just as large of stablemen, farriers, vets and feed 
waggoners” (Horses of the Great War 2016, prologue).

2. Edgerton also points out that claims on the death of distance have 
been going for quite a while. He quotes George Orwell, writing in 
1944, “People go on repeating certain phrases which were fashionable 
before 1914. Two great favourites are ‘the abolition of distance’ and 
‘the disappearance of frontiers’. I do not know how often I have met 

http://stumblingandmumbling.typepad.com/stumbling_and_mumbling/2011/10/the-bosses-pay-con-trick.html
http://stumblingandmumbling.typepad.com/stumbling_and_mumbling/2011/10/the-bosses-pay-con-trick.html
https://timeline.com/robots-have-been-about-to-take-all-the-jobs-for-more-than-200-years-5c9c08a2f41d#.wh363gjar
http://stumblingandmumbling.typepad.com/stumbling_and_mumbling/2011/10/the-bosses-pay-con-trick.html
https://timeline.com/robots-have-been-about-to-take-all-the-jobs-for-more-than-200-years-5c9c08a2f41d#.wh363gjar
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with the statements that ‘the aeroplane and the radio have abolished 
distance’ and ‘all parts of the world are now interdependent.’ ” Orwell, 
“As I Please,” Tribune, May 12, 1944.

3. Economists evaluating “place- based” policies have found two impor-
tant problems. First, as ever in policy, it is hard to know what the 
counterfactual is, that is, what would have happened in the absence 
of the cluster. Second, economists have continued to find evidence 
of “displacement.” The economists Henry Overman and Elias Einio 
looked at the Local Enterprise Growth Initiative, a 2006– 11 UK ini-
tiative that subsidized employment in deprived areas. They found it 
raised employment by 5 percent in the deprived areas, but lowered 
it by 5 percent in the neighboring areas. Worse, when the program 
finished, after six years, the businesses all moved back to the original 
area. Thus the program spent around £418 million to move businesses 
temporarily about half a mile.

4. Her resignation letter is at https://shift.newco.co/letter-of-resignation 
-from-the-palo-alto-planning-and-transportation-commission 
-f7b6facd94f5#.9oa7winlu, quoted in the  Marginal Revolution blog, 
http://marginalrevolution.com/marginalrevolution/2016/08/collective 
-land-ownership-in-palo-alto.html.

5. Daniel Davies and Tess Read’s book The Secret Life of Money has an 
excellent chapter on the economics of trade shows (D. Davies and 
Read 2015).

chapter 8: The challenge of financing an intangible 
economy

1. In the General Theory of Employment, Interest and Money, Keynes, in 
chapter 12, distinguishes between speculation as “the activity of fore-
casting the psychology of the market” and the term enterprise for “the 
activity of forecasting the prospective yield of assets over their whole 
life. [If an] investor . . . will not readily purchase an investment ex-
cept in the hope of capital appreciation . . . he is, in the above sense, a 
speculator. Speculators may do no harm as bubbles on a steady stream 
of enterprise. But the position is serious when enterprise becomes the 
bubble on a whirlpool of speculation. When the capital development 
of a country becomes a by- product of the activities of a casino, the job 
is likely to be ill- done.”

2. A more nuanced argument is that publicly available R&D is being 
stifled. A study by Arora, Belenzon, and Patacconi (2015) looked at 

http://marginalrevolution.com/marginalrevolution/2016/08/collective-land-ownership-in-palo-alto.html
https://shift.newco.co/letter-of-resignation-from-the-palo-alto-planning-and-transportation-commission-f7b6facd94f5#
https://shift.newco.co/letter-of-resignation-from-the-palo-alto-planning-and-transportation-commission-f7b6facd94f5#
http://marginalrevolution.com/marginalrevolution/2016/08/collective-land-ownership-in-palo-alto.html
https://shift.newco.co/letter-of-resignation-from-the-palo-alto-planning-and-transportation-commission-f7b6facd94f5#
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scientific publications by American companies on the US stock ex-
change between 1980 and 2007 and found that, while public firms are 
patenting more, and the value of these patents seems to be stable, they 
are publishing ever less of their research in journals.

3. A recent CMA/FCA report found that only 25 percent of small busi-
nesses thought that “their bank supports their business.”

4. Hamlet, Act 1, Sc. 3, lines 75– 76.
5. For United States’ rules, see, for example, http://www.federalreserve 

.gov/bankinforeg/stress-tests/2014-revised-capital-framework.htm#f37r.
6. This seems to persist even when we adjust for the impact of taxes.
7. Some of this is discussed in the Economist: http://www.economist 

.com/news/briefing/21651220-most-western-economies-sweeten 
-cost-borrowing-bad-idea-senseless-subsidy.

8. http://www.bloomberg.com/news/articles/2014-10-06/s-p-500 
-companies-spend-almost-all-profits-on-buybacks-payouts.

9. Ikenberry, Lakonishok, and Vermaelen (1995), it should be noted, 
argue that share buybacks create value in the short term and create 
even more value in the long term.

10. This is related to a famous argument made by the economists Sanford 
Grossman and Oliver Hart (1980), who pointed out that small share-
holders will not devote resources to getting rid of poorly performing 
managers, but rather they will just implicitly rely on the work of oth-
ers (in particular, corporate raiders) via the share price.

11. See his profile in Forbes  Magazine, http://archive.fortune.com/ magazines 
/fortune/fortune_archive/1998/10/26/250008/index.htm.

chapter 9: competing, managing, and investing in the 
intangible economy

1. Sarah O’Connor, “Amazon Unpacked,” February 8, 2013, https://www 
.ft.com/content/ed6a985c-70bd-11e2-85d0-00144feab49a.

2. Sustained advantage should not be confused with sustainability, often 
referred to not as a measure of longevity but of environmental concern. 
In many cases, however, both will be congruent goals, since legislation 
and public pressure will likely ensure firms want to do both. But there 
will always be cases where firms can, for example, raise short- term 
earnings by causing environmental damage (e.g., disposing of waste 
improperly). Likewise, the easiest way to raise short- term earnings is 
to renege on promises to suppliers (and maybe customers): none of 
these tactics is sustainable in the long term and thus we rule them out.

http://www.economist.com/news/briefing/21651220-most-western-economies-sweeten-cost-borrowing-bad-idea-senseless-subsidy
http://www.economist.com/news/briefing/21651220-most-western-economies-sweeten-cost-borrowing-bad-idea-senseless-subsidy
https://www.ft.com/content/ed6a985c-70bd-11e2-85d0-00144feab49a
http://www.bloomberg.com/news/articles/2014-10-06/s-p-500-companies-spend-almost-all-profits-on-buybacks-payouts
http://www.federalreserve.gov/bankinforeg/stress-tests/2014-revised-capital-framework.htm#f37r
https://www.ft.com/content/ed6a985c-70bd-11e2-85d0-00144feab49a
http://archive.fortune.com/magazines/fortune/fortune_archive/1998/10/26/250008/index.htm
http://archive.fortune.com/magazines/fortune/fortune_archive/1998/10/26/250008/index.htm
http://www.bloomberg.com/news/articles/2014-10-06/s-p-500-companies-spend-almost-all-profits-on-buybacks-payouts
http://www.economist.com/news/briefing/21651220-most-western-economies-sweeten-cost-borrowing-bad-idea-senseless-subsidy
http://www.federalreserve.gov/bankinforeg/stress-tests/2014-revised-capital-framework.htm#f37r
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3. http://data.ers.usda.gov/reports.aspx?StateFIPS=16&StateName=Ida
ho&ID=10633#.U-5XxfldXzg.

4. For more discussion, see the very accessible treatment by Lev and Gu 
(2016) and Foss and Stieglitz (2012). Kay (1993) groups the distinc-
tive assets firms can create under three headings: innovation, reputa-
tion, and architecture (the latter being features of the organization).

5. http://stumblingandmumbling.typepad.com/.
6. A very lively literature asks who then should have that authority, man-

agers, workers, or owners?
7. Reported in, for example, www.sfgate.com (http://www.sfgate.com 

/bayarea/article/Court-to-FedEx-Your-drivers-are-full-time-5717048 
.php). It is reported that although FedEx required their drivers to pro-
vide their own vans, they specified “their dimensions, shelving, and 
paint color.”

8. And the management survey work does try to correct for this effect: 
so, for example, the world management survey asks about the time 
horizon of targets and gives a high score if “Long term goals are trans-
lated into specific short term targets so that short term targets become 
a ‘staircase’ to reach long term goals.” (World Management Survey, 
question 10, manufacturing questionnaire, http://worldmanagement 
survey.org/wp-content/images/2010/09/Manufacturing-Survey 
-Instrument.pdf.)

9. There are, of course, a lot of complications over and above these gen-
eral principles. First, in company accounts, intangible assets are often 
split into “intangibles other than goodwill” (such as the patent dis-
cussed) and “goodwill.” Goodwill is generated only externally, when a 
business is combined with another, for example, via a takeover. Good-
will measures the gap between what is paid for the business and the 
value of its tangible assets. That measure of goodwill is treated as an 
asset and then amortized (or, if the value of the goodwill falls in an 
agreed- upon fashion, called impairment, then an expense is entered 
for this). For UK guidance on this, see the UK Financial Reporting 
Council, FRS102, chapters 18 and 19. Appendix A to Lev (2001) re-
ports the rules for the United States, which follow the same pattern, 
with a series of complicated exceptions in, for example, the purchase 
of information in a credit card portfolio, libraries of movie and TV 
companies, and mineral and airport landing rights.

10. As Lev and Gu (2016) point out, in 2011 HP acquired Autonomy for 
$10bn, much of whose value was software; but then wrote off almost 
all of it the following year.

http://worldmanagementsurvey.org/wp-content/images/2010/09/Manufacturing-Survey-Instrument.pdf
http://worldmanagementsurvey.org/wp-content/images/2010/09/Manufacturing-Survey-Instrument.pdf
http://data.ers.usda.gov/reports.aspx?StateFIPS=16&StateName=Idaho&ID=10633#.U-5XxfldXzg
http://worldmanagementsurvey.org/wp-content/images/2010/09/Manufacturing-Survey-Instrument.pdf
http://www.sfgate.com/bayarea/article/Court-to-FedEx-Your-drivers-are-full-time-5717048.php
http://www.sfgate.com/bayarea/article/Court-to-FedEx-Your-drivers-are-full-time-5717048.php
http://www.sfgate.com/bayarea/article/Court-to-FedEx-Your-drivers-are-full-time-5717048.php
http://www.sfgate.com
http://stumblingandmumbling.typepad.com/
http://data.ers.usda.gov/reports.aspx?StateFIPS=16&StateName=Idaho&ID=10633#.U-5XxfldXzg
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11. BAT Financial statement, 2015: www.bat.com/ar/2015/assets 
/downloads/BAT_Financial_Statements_2015.pdf.

chapter 10: Public Policy in an intangible economy

1. The specific regulations are set out in Part 1 of the Framework, p. 89 
(“London View Management Framework” 2012).

2. On the one hand, allowing some monopolies that may have gener-
ated some benefits to wag the whole competition- policy dog is un-
likely to be a good policy. On the other hand, fixating on competition 
policy that creates a market structure with lots of small companies 
will not be a good policy decision since consumers will not enjoy the 
many benefits that come from intangible- rich (presumably big) firms. 
Rather, competition policy should be focused on whether a market is 
delivering rivalry, for example, allowing new firms or products to be 
introduced.

3. See https://www.iras.gov.sg/irashome/Schemes/Businesses/Productivity 
-and-Innovation-Credit-Scheme/#title5.

https://www.iras.gov.sg/irashome/Schemes/Businesses/Productivity-and-Innovation-Credit-Scheme/#title5
http://www.bat.com/ar/2015/assets/downloads/BAT_Financial_Statements_2015.pdf
https://www.iras.gov.sg/irashome/Schemes/Businesses/Productivity-and-Innovation-Credit-Scheme/#title5
http://www.bat.com/ar/2015/assets/downloads/BAT_Financial_Statements_2015.pdf
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